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[1] In 1995, two groups [Kageyama et al., 1995; Glatz-
maier and Roberts, 1995a, 1995b] reported results of
numerical integrations of fully three-dimensional, fully
nonlinear dynamos. Their papers were precursors of a
stream of such models that have focused particularly on
the geodynamo. They provide us, in unprecedented de-
tail, with spectacular realizations of interesting geomag-
netic field behaviors, such as secular variation and even
polarity reversals. The proliferation of models has, how-
ever, created some confusion and apparently conflicting
results. This can be partly attributed to the different
ways in which different groups have modeled the core,
normalized their equations, defined their dimensionless
parameters, chosen their boundary conditions, and se-
lected their energy sources. This has made it difficult to
compare the results of different simulations directly. In
this paper, we first try, as far as possible, to overcome
this difficulty, so that all reported results can be com-
pared on common ground. We then review the results,
emphasizing three major topics: (1) onset and evolution
of convection, (2) character of the magnetic field gener-
ated, and (3) comparison with the observed geomagnetic
field. Although there are large differences in the way
that the simulations are defined, the magnetic fields that
they generate have some surprising similarities. The
fields are dominated by the axial dipole. In some models
they are most strongly generated in shear layers near the
upper and lower boundaries and near the tangent cylin-
der, an imaginary surface touching the inner core on its
equator. Convection rolls occur within which a type of
the a effect distorts the toroidal field lines to create
poloidal magnetic field. Some features of the models are
found to strongly affect the fields that they produce. In

particular, the boundary conditions defining the energy
flow (e.g., an inhomogeneous heat flux or distribution of
buoyancy sources) are very influential and have been
extensively studied. They change the frequency and the
mode of magnetic polarity reversals as well as the ratio
in strengths of the dipole and nondipole moments. As
the ultimate goal of geodynamo simulations is to explain
the features of the real geomagnetic field, it is essential
that proper comparisons be made between simulation
results and observations. It is remarkable that polarity
reversals reminiscent of the paleomagnetically observed
field reversals have already been simulated by some of
the models. Other features such as drift of the field, its
secular variation, and statistical properties of Gauss co-
efficients are discussed in this paper and are compared
with observations. These comparisons are rather primi-
tive, not only because self-consistent dynamo models are
still too new and too few but also because many of the
observations (and especially the paleomagnetic data) are
themselves not yet reliable or decisive enough. The aim
of the third part of this paper is therefore more to
demonstrate the potential use of simulations than to
elucidate the nature of geomagnetic field generation.
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1.  INTRODUCTION

1.1. Recent Geodynamo Simulations

[2] The geomagnetic field is a manifestation of the
magnetic field that accompanies the flow of electricity, in
this case in the Earth’s core, which, being iron-rich, is a
good electrical conductor. It is generally accepted that
the electric currents are created by self-excited dynamo

action in the Earth’s fluid core; this is known as the
geodynamo hypothesis (terms in italics are defined in the
glossary, after the main text). An electric generator, or
“dynamo,” is a device that creates electric currents
through the motion of conductors in the presence of a
magnetic field. When this magnetic field is supplied
solely by the electric currents themselves, the dynamo is
said to be “self-excited.” The core provides the moving
parts of the geodynamo. It is widely believed (and will be
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Table 1. Grouping of the 3-D Dynamo Simulation Results
Group Publications
KS95 Kageyama et al. [1995], Kageyama and Sato [1997a, 1997b, 1997c], and Ochi et al. [1999]
GR95 Glatzmaier and Roberts [1995a, 1995b]
GR96 Glatzmaier and Roberts [1996a, 1996b, 1997], Coe et al. [2000], Roberts and Glatzmaier [2000a], and
Glatzmaier et al. [1999],
KB97 Kuang and Bloxham [1997, 1998, 1999] and Bloxham [2000a, 2000b]
KAK97 Kida et al. [1997], Kida and Kitauchi [1998a, 1998b], Kitauchi and Kida [1998], and Ishihara and Kida [2000]
COG98 Christensen et al. {1998, 1999, 2001], Olson et al. [1999], and Kutzner and Christensen [2000]
SK99 Sakuraba and Kono [1999] and Kono et al. [2000b]
GBT99 Grote et al. [1999, 2000a, 2000b]
KMH99 Katayama et al. [1999]

assumed here) that its motion is driven by buoyancy
created either by dissolved heat sources (such as *’K) or
by the latent heat and light constituents released at the
boundary of the inner core as new material freezes onto
its surface by the slow cooling of the Earth. The prime
aim of geodynamo simulations is to understand the
mechanisms that generate the geomagnetic field and its
variation with time.

[3] Geodynamo theory and the corresponding dy-
namo theory for the solar magnetic field had reached a
plateau by 1980. Both subjects required three-dimen-
sional (3-D) solutions to be found to the nonlinear
equations of magnetohydrodynamics (MHD), which si-
multaneously determine the magnetic field and the fluid
motions. This MHD dynamo problem, sometimes also
called the “dynamically self-consistent problem,” re-
quired generous support on the most advanced super-
computers of the day. This was utilized by Gilman and
Miller [1981] and Gilman [1983], whose findings created
a marked stir in the solar physics community, as did the
subsequent solar model of Glatzmaier [1984, 1985a,
1995b]. However, geodynamo theory did not start its
upward climb from the plateau until the mid-1990s.

[4] In 1995, Kageyama et al. [1995] and Glatzmaier
and Roberts [1995a, 1995b] published results of their
simulations of fully 3-D nonlinear dynamos. The first of
these provided insights into field-generating processes;
the second was specifically designed with the Earth’s
magnetic field in mind and was remarkably successful in
mimicking some of its observed characteristics, such as
its slow secular variation and polarity reversals. These
papers were perceived as the first important steps to-
ward clarification of the physical mechanisms that gen-
erate the magnetic fields of the Earth and planets. They
set in motion developments that might almost be de-
scribed as explosive. For the first time in the long history
of the study of the geomagnetic field, diverse dynamo
models came into existence that answered dynamical
questions without making any drastic ad hoc assump-
tions. In reviewing these developments, we shall focus
only on papers that report simulations of truly 3-D and
fully nonlinear dynamo models. For the sake of conve-
nience, the papers published so far are grouped as

shown in Table 1. Each paper in a group uses the same
set of basic equations, the same computational scheme,
and parameter values that are not widely different.

1.2. Purpose and Plan of This Review

[5] Dynamo simulations are now clarifying the phys-
ical processes on which the generation of the magnetic
field depends. If the present rate of progress is sustained,
we may hope to soon gain a basic understanding of the
mechanisms of magnetic field generation in the planets
and satellites of the solar system.

[¢] For scientists working on other aspects of the
magnetic field of the Earth, dynamo simulations provide
a new and unparalleled opportunity of interpreting the
observed features of the field in the framework of phys-
ical theory. Several models exhibit remarkable time vari-
ations (such as polarity reversals) that can be compared
with the well-known facts about the actual field observed
by geomagnetic and paleomagnetic techniques. It should
also be pointed out that when such phenomena are
described by dynamo simulations, they are given in much
greater detail, both as time series and as distributions
over the Earth’s surface, than that provided by the actual
observations of the geomagnetic field (see section 6).

[7] Comparisons between the different dynamo sim-
ulations shown in Table 1 are not completely straight-
forward. Some of their conclusions are in apparent con-
flict. The confusion mostly arises from differences in the
way the models are defined. However, as dynamo sim-
ulation is quite a complex endeavor, it is difficult for
nonexperts to judge which differences reflect intrinsi-
cally diverse behaviors and which are artifacts.

[s] The primary objective of the present review is to
provide a basis for understanding the physical mecha-
nism of dynamo process and to promote interactions
between the dynamo theorists and the interested mem-
bers of the geophysics community. Thus the emphasis
throughout is on helping nonspecialists to understand
the inner workings of the dynamos and to overcome the
difficulties that they face when trying to resolve differ-
ences between various models. In other words, we do not
aim to describe the state of the art in dynamo simula-
tions, which is of interest mainly to specialists working
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close to this branch of geophysics, for whom adequate
reviews are often provided [e.g., Busse, 2000; Jones,
2000; Roberts and Glatzmaier, 2000b]. Instead, potential
readers of this article are, for instance, paleomagnetists
trying to compare the polarity reversals of dynamo mod-
els with observed records, seismologists considering the
possible effect of lower mantle heterogeneity on core
dynamics, and geodynamicists interested in the state of
the outer and inner core and their role in the evolution
of the Earth.

[o] In section 2, we present the simplest formulation
of an MHD dynamo model, which includes the basic
equations, the boundary conditions, and the nondimen-
sional parameters that characterize each dynamo solu-
tion. The numerical methods used in integrating the
differential equations are also briefly summarized in
section 2 . Variations in the formulation are described in
section 3. By examining the disparities between the
reported results, we show how a direct comparison be-
tween various simulations is possible once the differ-
ences in formulation are properly accounted for. These
sections are somewhat technical and may be bypassed if
the reader is either already acquainted with, or not
interested in, these details.

[10] Sections 4 and 5 describe the style of convection
and of magnetic field generation revealed by the MHD
simulations. With the knowledge gained from the Earth
in mind, in section 6 we discuss what requirements are
posed by the observations of the geomagnetic field and
how far some of the present dynamo models satisfy
them. We also discuss the types of observations needed
to constrain future generations of realistic dynamo mod-
els better. The main text concludes with section 7, which
reviews the present status of the subject and future
challenges (see also section 1.3.3). Appendix A summa-
rizes the notation and provides geophysically plausible
estimates of the parameters relevant to simulations. The
Glossary is a list of frequently used terms.

1.3. Brief Overview of Dynamo Theory
1.3.1. Kinematic Dynamo

[11] Dynamo theory has a long history. The original
idea was put forth by Larmor [1919] to explain the origin
of the strong magnetic fields of sunspots. Not long af-
terward, Cowling [1934] published his famous theorem
that a dynamo cannot maintain an axisymmetric field. If
we take the symmetry axis to be the polar axis, an
axisymmetric field is one whose vertical and horizontal
components (B,, By, B,) are independent of the longi-
tude ¢; here (7, 6, ¢) are spherical coordinates. At first,
Cowling’s theorem made the dynamo mechanism seem
unpromising as an explanation of the cosmic fields, but
Elsasser [1946] and Bullard [1949] continued to have
faith in it.

[12] The essential idea behind Cowling’s theorem may
be illustrated by the special case in which both the
magnetic field B and the fluid velocity V are axisymmet-
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ric. (Axisymmetric fields are here designated by an over-
bar.) Let these be separated into zonal parts (i.e., B, and
Vg, in the longitudinal direction) and the remaining
meridional parts (B,, and V,,. Lines of magnetic force
tend to be carried with an electrical conductor as it
moves. Although this tendency is imperfect because of
the finite electrical conductivity of the medium, it is a
useful way of picturing how the motion of a conductor
modifies the field that threads it. In particular, when the
rate of shear, w = V/s, is nonzero (where s is distance
from the symmetry axis), the zonal motion shears the
lines of force B,, to create a component in the longitu-
c_linal direction; that is, it generates a zonal field B¢ from
B,,; this process is often called the w effect. In a success-
ful dynamo the regenerative loop has to be closed by a
process that creates By, from B,, and no such process
exists if the system is totally axisymmetric.

[13] Cowling’s antidynamo theorem made it impera-
tive to establish unequivocally that the dynamo process
really can generate magnetic fields in a homogeneous
electrical conductor such as the Earth’s core. The prob-
lem was simplified by specifying the fluid motion. The
search then became that of selecting a fluid motion that,
when fast enough, can self-sustain a magnetic field, i.e.,
a field that neither decays nor grows in amplitude with
time. In attempting to find such a kinematic dynamo,
Bullard and Gellman [1954] devised a spectral method
that is still widely in use today, but they were unable to
demonstrate dynamo action for the particular form of
motion that they selected. It is not definitely established
even today whether their motion is capable of maintain-
ing field or not, but with hindsight it is clear that they
made a bad choice. Better choices were made by Her-
zenberg [1958] and Backus [1958], which allowed them to
establish beyond doubt that spherical homogeneous dy-
namos can, in principle, exist. The velocity fields that
they chose were, however, rather artificial. Successful
kinematic dynamos that employed more realistic mo-
tions were constructed by G. O. Roberts (reported by
Roberts [1971]), Pekeris et al. [1973], and Kumar and
Roberts [1975]. The first of these showed that Cowling’s
theorem does not forbid kinematic dynamos in which
the fluid motions are axisymmetric; such motions can
maintain nonaxisymmetric (asymmetric) magnetic fields.
See also Gubbins [1973] and Dudley and James [1989].

1.3.2. Mean-Field Dynamo

[14] An important insight into the workings of kine-
matic dynamos was made by Parker [1955], who pointed
out that the eddies in a rotating fluid in a state of
turbulent convection are likely to resemble cyclones and
anticyclones in the atmosphere and that these eddies
deform, and may amplify, the magnetic field in a con-
ducting fluid. Steenbeck et al. [1966] provided a mathe-
matical framework for this idea and generalized it into
what became known as mean-field electrodynamics [see
Moffatt, 1978; Krause and Rddler, 1980]. The idea is most
easily illustrated by a two-scale system. All variables are
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separated into large-scale and small-scale parts, a tech-
nique familiar in physics and especially in fluid mechan-
ics. Consider the generation of a large-scale magnetic
field (B) by the interaction between the small-scale mo-
tion v’ and the small-scale magnetic field b’ which create
an electromotive force (emf) € = v’ X b’ that has a
large-scale part,

(e) = (v XDb'), (1)
where the angle brackets define the average over the
small scales of the quantity between them. Ignoring the
fact that a satisfactory theory of small-scale turbulence
does not currently exist, it is nevertheless possible (fol-
lowing Parker [1955] and Steenbeck et al. [1966]) to argue
that when the statistical distribution of small-scale mo-
tions lacks mirror symmetry, (€) does not vanish and is
approximately

() = a(B), ()

where a is generally a tensor. From the chance use of the
a in equation (2), this relation became known as the «
effect. If the small-scale motions are statistically pseudo-
isotropic (meaning that they are independent of direc-
tion but change under coordinate reflection x — to —x),
a is a (pseudo)scalar which is generally nonzero and is
closely related to another significant (pseudo)scalar,
namely, the average over the small-scale motions of the
helicity v'*V X v’ [Steenbeck and Krause, 1966]. The
scalar form of « is the one more often adopted in
applications of mean-field theory.

[15] In mean-field dynamos, (B) is created not only by
the emf, (V) X (B), of the large-scale fields but also by
(g). Cowling’s theorem no longer applies because the
regenerative loop may be closed by the emf (€) and in
particular by a(B,), which creates a large-scale meridi-
onal field (B,,). Thus axisymmetric large-scale fields, (B),
may in principle be self-sustained by a simple feedback
loop: In the so-called aw dynamo, the « effect creates
(B, from (B,) and the o effect produces (B,) from
(B,,). This is not the only possibility: In the o dynamo
the a effect works both in creating (B,,) from (B,,) and in
producing (B,) from (B,,), as the meridional compo-
nents of equation (2) allow in principle. Whether a
mean-field dynamo is of aw or o type clearly depends
on whether the o effect or the o effect is the more
potent in creating (B,,); sometimes the term o0 dynamo
is used when both effects are influential.

[16] The powerful simplification (2) made the mean-
field dynamo popular with theoreticians. Nevertheless, it
should be stressed that the main applications of mean-
field electrodynamics are in astrophysics, where the tur-
bulent motions v’ are so violent that (€) is not negligible
and may even dominate the emf (V) X (B) created by the
large scales. The small-scale flows in the Earth’s core are
small, and their effects are mainly frictional (see section
1.3.3). It is therefore doubtful whether their a effect is
significant. Nevertheless, the concepts underlying helic-
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ity and the a effect are central. They give insight into
what the character of the large-scale motions V must be
if they are to maintain a large-scale field B efficiently.

[17] Even when the effects of the small scales are
insignificant, one may visualize that a type of large-scale
a effect is at work, in which the nonaxisymmetric part,
V’, of a large-scale flow V creates a nonaxisymmetric
field B’ from the axisymmetric part B of the large-scale
field B and in which the emf V' X B’ possesses an
axisymmetric part,

E=V' x B, (3)
where the overbar denotes the average over longitude,
¢. It is the ¢ component of € that is essential to defeat
Cowling’s theorem for it is this component alone that
can generate B), from B,,. If €, = 0, then B cannot be
maintained. In general, € at a given point x and time ¢ is
not simply proportional to B at the same x and ¢; there is
no analog to equation (2). Nevertheless, the terms aw
dynamo and o dynamo are still used to distinguish
situations in which B,, is created principally by the o
effect from those in which g,, is mainly responsible.

1.3.3.  MHD Dynamo

[18] The next stage in the development of dynamo
theory was to attack the MHD dynamo problem. The
earliest attempt was made by Stevenson and Wolfson
[1966], but it was unconvincing because of the drastic
truncations imposed by the limited computer resources
of the time. Moreover, what is required are models that
exploit the fact that (in a sense to be described more
fully in Figure 1 and section 5.1) the Earth is a rapid
rotator. In this context, Taylor [1963] made a very sig-
nificant advance. He demonstrated that the difficulty in
generating the axisymmetric components of B high-
lighted by Cowling’s theorem is paralleled in a highly
rotating fluid by a difficulty in determining the zonal part
of V from B. He proposed a way of overcoming this
difficulty, defining what has become known as the Taylor
state. A different proposal was made by Braginsky [1975],
which rests heavily on core-mantle interaction and which
he called model Z. Which, if either, of these concepts is
more relevant to the geodynamo is unknown at present,
despite further studies by Braginsky and Roberts [1987],
Jault [1995], and Walker and Barenghi [1998] among
others. This direction of research (which is called inter-
mediate dynamo) has been temporarily abandoned in the
stampede of 1995 onto the new plateau, the fruits of
which are the main topics of this review. Nonetheless, it
is already clear that a mountain lies ahead.

[19] Consider Figure 1. This shows the relation be-
tween the two nondimensional numbers that character-
ize MHD dynamos best: the Rayleigh number Ra and
the Ekman number E. The significance of these param-
eters is more fully discussed in section 2.1.4 and Table 3.
Here it suffices to say that the abscissa measures the
speed of rotation (smaller £ means more rapid rota-
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Figure 1.

Relation between the Ekman number E and the Rayleigh number Ra in various MHD dynamo

models. See Table 1 for the group names. Thick lines indicate the theoretical critical Rayleigh numbers
determined by Jones et al. [2000]. Thin lines show values of the modified Rayleigh number Ra,, = E Ra. The
value for the Earth is based on an eddy viscosity of 1 m* s~!. After Kono and Roberts [2001].

tion), while the ordinate measures the amount of energy
available to the system to drive convection (larger Ra
means that the system is more strongly driven). For
comparison, the Ra-E relation for the onset of convec-
tion in a rotating sphere is shown for different Prandtl
numbers (Pr) by the solid and dashed lines [Jones et al.,
2000]. It may be seen that Ra and E for the MHD
dynamos studied so far are very different from what are
thought to be appropriate for the Earth. It is also ap-
parent that with the exception of the GR95 model, no
simulation is very strongly driven; all other models have
Ra <100 times the critical value at which convection
becomes possible.

[20] Every model is at best a “large eddy simulation”
(LES) of the geodynamo that encompasses only its big-
gest length scales and its longest timescales. Even the
most highly resolved model, that of Roberts and Glatz-
maier [2000a], deals only with scales larger than 10* m,
and even this was possible only because E was assumed
to be very much greater than is plausible for the core.

Under these circumstances it is quite remarkable that
such models should bear a close affinity with the geo-
magnetic field, but as we shall see, they do!

[21] It should be recognized that unless computer
technology advances at an unprecedented rate, LES will
be unavoidable for a very long time to come. This is
because the spectrum of significant length scales extends
from R, ~ 3.48 X 10° m, the radius of the core, to
plausibly £, = E"?R, ~ 0.1 m (assuming that E ~ 10~ '3,
based on a molecular viscosity of 107° m* s~ ).

[22] This should not occasion undue pessimism; LES
is often successful. We should, however, interpret V and
B in the simulations as being (V) and (B), now defined as
the “resolved fields”; the corresponding v’ and b’ repre-
sent the unresolved scales, the effects of which must be
incorporated into the equations governing the LES. One
method of doing this is to augment the molecular diffu-
sivities by much larger turbulent diffusivities that repre-
sent the diffusive effects of unresolved subgrid-scale
motions on the resolved fields. This has been implicitly
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or explicitly done for every model in Table 1. Also, in
plotting the representative point for the Earth in Figure
1 we have used a turbulent viscosity rather than the
molecular one. Even so, as we see from Figure 1, a
chasm still exists between the simulations and the Earth.
(The o effect, though also a parameterization of a sub-
grid-scale process that could affect the LES, is not rec-
ognized in the simulations for the reasons adumbrated
above.)

[23] Much remains to be done in developing better
ways of including the effects of the subgrid on the LES,
ones that are faithful to the underlying MHD. Field
creation by dynamo action is significant for all scales &£
greater than & = m/U at which the magnetic Reynolds
number, Rm = U¥/v, is O(1). Taking U, the typical flow
speed, to be 107*m s~ ' and q = 1 m* s~ !, we see that
£, =~ 10* m, which may be a generally attainable nu-
merical resolution in the near future. The main dynam-
ical effect of the magnetic field for £ < &£ is frictional
[e.g., Davidson, 2001]. The principal dissipation is ohmic
and occurs in the range £, < ¥ < &_, which will not be
numerically resolved in the foreseeable future. The fab-
ric of the unresolved scales in this “dissipation range” is
strongly anisotropic, with € and (B) as preferred direc-
tions [see Braginsky and Meytlis, 1990; Braginsky and
Roberts, 1995; Matsushima et al., 1999; Matsushima,
2001]. Pancake-like structures appear [St. Pierre, 1996;
Shimizu and Loper, 1997]. Evidently, the turbulent dif-
fusivities should be similarly anisotropic, involving ten-
sors rather than scalars. So far, no simulation has rec-
ognized this fact. Whether scalars or tensors, the
diffusivities should not be constants, as has so far been
assumed, but should depend on the properties of the
turbulence at the point where they are required. This
difficulty has also not yet been addressed.

[24] Clearly, severe difficulties lie ahead, but promis-
ing new methods have already been proposed that may
allow the subgrid scale to be recognized in less ad hoc
ways. In particular, we draw attention to the similarity
method [e.g., Lesieur and Metais, 1996; Meneveau and
Katz, 2000] and the Navier-Stokes-a method (e.g., B. J.
Geurts and D. D. Holm, Alpha-modeling strategy for
LES of turbulent mixing, available at http://xxx.lanl.gov/
pdf/nlin.CD/0202012, 2002). However, these have not
yet been applied to the geodynamo. Meanwhile, the
mountain remains to be climbed.

2. FORMULATION

[25] Some simulations employ quite complicated
physics, but here we shall describe in detail only the
simplest type of model, which, however, contains all the
ingredients basic to a successful MHD dynamo. Some of
its simplifying assumptions, and especially that the core
is almost uniform in density, are clearly at variance with
known geophysical facts. Unfortunately, few of the key
physical properties of the core demanded by geodynamo
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simulations are accurately determined at present, and
some are very poorly known. Moreover, the numerical
integrations involve approximations that are needed to
obtain resolved solutions. Until mineral physics and
computer technology advance further, the errors intro-
duced by the assumption of a near-uniform core density
are generally felt to be comparatively unimportant.

[26] Inwhat follows, we shall usually employ spherical
coordinates (r, 6, ¢) rotating with the constant angular
velocity © of the mantle, which we shall take to also be
that of the inner core. Sometimes we shall use cylindrical
coordinates (s, ¢, z). Here 0 is colatitude, the polar axis
Oz being 6 = 0; ¢ is longitude; r is distance from the
geocenter O, and later r will be the radius vector from O.

2.1. Equations Governing Dynamo Process

[27] Asimplied in section 1, the theory of the origin of
the geomagnetic field rests solidly on the geodynamo
hypothesis, which supposes that the Earth’s magnetism
is the result of dynamo action. Undoubtedly, many other
sources of magnetic field exist within the Earth (thermo-
electric and electrochemical emf’s, permanent magne-
tism, and so forth). The hypothesis presumes that these
have a negligible effect. We shall also confine attention
to convectionally driven dynamos and ignore the possi-
bility (still unresolved) that the geodynamo is driven by
motions resulting from the luni-solar precession [see,
e.g., Malkus, 1968; Vanyo, 1991].

[28] We shall mainly consider convection and the gen-
eration of magnetic field in self-gravitating fluid spheres
or spherical shells of outer radius R, and inner radius R,
(which is zero in the case of the full sphere). We shall
adopt the Boussinesq approximation in which all physi-
cal properties of the fluid are assumed constant, except
in the buoyancy force, where variations in density cre-
ated by temperature differences are taken into account.
Further discussion of this approximation will be given in
section 3.2.1.

2.1.1. Basic Equations

[29] The equations governing MHD dynamos are de-
rived from the conservation laws of fluid mechanics,
Maxwell’s equations, and Ohm’s law of electromagne-
tism. In the Boussinesq approximation the velocity V
satisfies the equation of continuity for an incompressible
fluid:

V-V=0. 4)

[30] The equation of motion is obtained from conser-
vation of momentum and is called the Navier-Stokes
equation. In the dynamo problem this equation contains
terms representing the effects of rotation and magnetic
field:

FVJFV VV] V P+ ppV?V
po| oo TV == pov
ot (5)
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Here p is the density, v is the kinematic viscosity, P =
P — 3polQ X rf?is the pressure modified by the inclusion
of the centrifugal force, and g is gravity. The left-hand
side of equation (5) is the motional derivative of the
momentum in a unit volume (i.e., the time derivative of
poV following the motion of the fluid), while the right-
hand side combines all the forces that cause this mo-
mentum to change. In the order of appearance, these
arise from the pressure gradient, viscosity, gravity (buoy-
ancy), rotation (the Coriolis force), and magnetic field
(the Lorentz force).

[31] The simplest form of the energy conservation law
is the thermal conduction equation

aT
S AV VT =k VT +e¢ (6)

where T is the temperature, k = k/pc, is the thermal
diffusivity, k is the thermal conductivity, c,, is the specific
heat of the medium at constant pressure, and € is pro-
portional to the heat generation per unit mass created by
sources, such as radioactivity, dissolved in the fluid. All
of these are assumed to be constant, as are v and the
“reference density” p,.

[32] The magnetic field must satisfy the solenoidal
condition (Gauss’s law)

V:-B =0 (7)
and the induction equation
B
E=Vx(VxB)+nV2B, (8)

where m = 1/po is the magnetic diffusivity, o is the
electrical conductivity of the fluid, and . is the magnetic
permeability; the temperature of the core is too great for
. to differ much from p, the permeability of free space.

[33] Inthe MHD approximation, which is appropriate
in most geophysical and astrophysical contexts, displace-
ment currents are negligible, and the electric current
density is given by

1
J=—V x B.
Mo

)

The self-gravity of a fluid sphere of constant density py, is
proportional to r:

r 4

g gOR()? 9o 3 'TerURO’ (10)
where G is the universal gravitational constant and g, is
gravity at the outer boundary. The negative sign indi-
cates that the force is directed toward the geocenter.

[34] The system of equations is closed by an equation
of state for the density p in equation (5). The Boussinesq
approximation requires that p is independent of the
pressure P and depends linearly on 7:

p=1po[l—a(T— Ty, (11)
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where a is the thermal expansivity (which should not be
confused with the o effect considered earlier); the con-
stant 7, is the temperature at r = R, where the density
is po. It is assumed that in all circumstances, a(7T" — T})
<< 1, so that p never departs much from p,. Neverthe-
less, g is so large that the Rayleigh number, defined in
section 2.1.4, is O(1).

[35] Equations (4)—(11) define the dynamo problem
in the Boussinesq approximation. If we take the scalar
product of equation (5) with V, the left-hand side be-
comes the rate of increase of the kinetic energy density
%pOVZ, to which the final term on the right-hand side
contributes V-(J X B). This is the local rate at which
magnetic energy density, B*/2u,, is converted into ki-
netic energy by the Lorentz force. If we take the scalar
product of equation (8) with B/, we find that the first
term on the right-hand side is associated with the equal
but opposite term —V-(J X B), giving the local rate at
which the magnetic field energy grows through dynamo
action. For a dynamo to function, —V+(J X B) must
exceed in magnitude the rate, pym/> at which ohmic
resistance degrades magnetic energy into heat. The ratio
of these terms is the magnetic Reynolds number, Rm
(defined in Table 4 in section 3.4.2). A necessary condi-
tion for a dynamo to function is that Rm > 1, but this is
far from sufficient. For instance, the sign of —V-(J X B)
is also significant. It cannot be consistently negative in a
working dynamo, and when analyzing dynamo action in
section 5, we shall be interested in knowing where in the
flow —V+(J x B) is positive.

2.1.2. Equations Governing Deviations From the
Equilibrium State

[36] Equations (6) and (5) governing the temperature
and velocity can be further reduced. We first observe
that when the fluid is at rest (V = 0), heat is transported
by thermal diffusion alone. This defines what we may call
“the equilibrium temperature distribution,” T = T(r),
where, by equation (6),

kVT +e=0 (12)
This shows that
— Bo eRO
T=Tyt g R=r).  Bi=30  (13)

where B, is the (adverse) temperature gradient at the
upper boundary (r = R,)). It may be seen from equation
(13) that the equilibrium temperature gradient is di-
rected toward the geocenter:

_ r
VI= — B"Ro' (14)
In the preceding, we have used overbars for variables in
the equilibrium state. The actual pressure and temper-
ature are sums of their equilibrium values and the devi-
ations from them: P = P(r) + P' (r, 0, &, 1), T = T(r) +
O(r, 0, ¢, t). (Since V = B = 0 in the equilibrium state,
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V and B represent deviations from that state and do not
require a new notation.)

[37] In the equilibrium state, equation (5) expresses
hydrostatic balance,

—VP+pg=0, (15)
which may, by equation (11), be written as
— VP + p[1 — «(T - Ty)Jg = 0. (16)

This determines P(r), apart from an irrelevant additive
constant.

[3s] We may now extract from equations (5) and (6)
equations governing the departures P’ and O in pressure
and temperature from their equilibrium values:

N oveovw= —v[L) 1 ov 4 a0 —20xV
ot a Po Y *Jo R,

1
+—(V X B) X B,
MoPo

(17)

O vive=pv- T 1 «vio
5"' M _BO 'ITO"'K .

(18)

These replace equations (5) and (6). It should be
pointed out that equations (17) and (18) do not neglect
interactions, such as V-V O, between terms representing
departures from the equilibrium state. Equations (17)
and (18) are therefore applicable to fully nonlinear sit-
uations.

2.1.3. Boundary Conditions

[39] The fluid is confined to the spherical shell R; <
r < R,. In the Earth’s core, R, corresponds to the
core-mantle boundary (CMB), and R; corresponds to
the inner core boundary (ICB). Strictly, these are no-slip
boundaries, also called “rigid boundaries,” and they are
treated as such here. Since the boundaries are stationary
in our reference frame, rigid boundary conditions re-
quire that all components of the velocity vanish on them:

(19)

We shall assume that the two boundaries are kept at
constant temperatures given by equation (13). Hence
the deviation O in temperature associated with the con-
vection must vanish on the boundaries:

V=0, r=R,R,

0=0, r =R, R, (20)

[40] Since the mantle has an electric conductivity that
is much smaller than that of the core, it is reasonable to
assume that it is an insulator containing no sources of
magnetic field, so that the magnetic field B within it is of
the form

B=-VWV, VA =0, (21)

and W is of order 7* as r — . All components of the
magnetic field in the core should match B at the CMB:
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Table 2. Units of Quantities Used for
Nondimensionalization

Quantity Unit Remarks
Length R, outer core radius
Time Ri/v viscous diffusion time
Velocity v/R,

Pressure pov° /RS
Temperature VBR /K
Magnetic field v(opo) */Ry
B =B, r =R, (22)

A condition similar to equation (22) holds at the ICB
(r = R;), and since we shall assume here for simplicity
that the inner core is electrically insulating and contains
no sources of magnetism, equation (21) again applies
with a ¥ that is bounded throughout the inner core. The
fact that the horizontal components of the electric field
are also continuous at each boundary does not place a
restriction on the solution (but see section 3.3.2).

2.1.4 Nondimensionalization

[41] It is a general practice in fluid dynamics to re-
write the governing equations and boundary conditions
in nondimensional form because, by so doing, the system
under study is characterized by a small number of non-
dimensional parameters. Dynamo theory is no excep-
tion, and one possible method of making the variables
nondimensional is presented in Table 2.

[42] Another possible choice for the unit of length is
the shell thickness D = R, — R,, but we select the radius
R, as the unit of length for reasons discussed in section
3.4.2. The original equations are then replaced by cor-
responding equations governing the nondimensional
variables (for which we use the same symbols, though
the prime from P’ is removed):

9
(at—V2>V—Ra6r+E112 X V+VP= —-V-VV

- B x (V x B), (23)
J
(at —~ Pr1V2> O-Pr'V-r=—-V-VO, (24)
J
<at—Pm1V2> B=V x (V x B), (25)
V-V=0, (26)
V-B=0. (27)

We use 1, to denote the unit vector in the direction of
increasing coordinate g, so that 1, is the unit vector
parallel to the rotation axis. We have collected the linear
terms on the left-hand sides and the nonlinear terms on
the right-hand sides.
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Table 3. Nondimensional Numbers

KONO AND ROBERTS: RECENT GEODYNAMO SIMULATIONS o 4-9

Name Symbol Definition Ratio
Rayleigh number Ra aBgoRevk buoyancy versus viscous forces
Ekman number E v2QR3 viscous versus Coriolis forces
Prandtl number Pr v/k thermal versus viscous diffusion times
Magnetic Prandtl number Pm v/m magnetic versus viscous diffusion times
Taylor number Ta (2QRG/v)* Coriolis versus viscous forces
Modified Rayleigh number Ray, aBgoR3/2Qk buoyancy versus Coriolis forces
Magnetic Ekman number Ey Mm/2Q0R2 rotation period versus magnetic timescale
Diffusivity ratio q K/M magnetic versus thermal diffusion times
Magnetic Reynolds number Rm VoRo/m magnetic diffusion versus kinetic timescale
Elsasser number A B220mpep Lorentz versus Coriolis forces
Rossby number Ro Vo/QR, inertial versus Coriolis forces

[43] Four nondimensional numbers (Ra, E, Pr, Pm)
appear in equations (23)—(27), for which the definitions
and meanings are summarized in Table 3. Table 3 also
presents alternative parameters that are occasionally
used. It is easy to express these by the nondimensional
numbers we employ: Ta = E~% Ray, = E * Ra, Eyy =
E/Pm, and ¢ = Pm/Pr. For reasons described in section
4.1.3, some authors studying magnetoconvection in rap-
idly rotating systems prefer to use Ray, in place of Ra.
The last three entries in Table 3 are also nondimensional
but involve quantities that can be obtained only from the
results of the simulation; 1, is a typical flow speed and
B, is a typical magnetic field strength. As is appropriate
for liquid metal alloys such as the Earth’s core, we shall
focus below on situations in which ¢ << 1 (or Pm << Pr).

2.2.  Numerical Methods

[44] Most of the research groups listed in Table 1 have
used a spectral method to solve the differential equa-
tions (23)—(27). Accordingly, the explanation below fo-
cuses on this method. Alternatives methods are dis-
cussed in section 3.5.

2.2.1. Toroidal and Poloidal Decomposition

[4s] According to equation (4), one component of the
fluid velocity is determined by the other two. In other
words, the velocity can be specified by two independent
scalar fields. This is most conveniently done by express-
ing the velocity as the sum of its toroidal and poloidal
parts [e.g., Bullard and Gellman, 1954; Chandrasekhar,
1961; Backus, 1986]. Using equation (7), the same can be
done for the magnetic field:

V=V x (Jr)+V x V x (Ur), (28)
B=V x (Tr) +V x V x (Sr),

where V, T and U, S are called the defining scalars of the
toroidal and poloidal vectors, respectively. The require-
ments V-V = V-B = 0 are then automatically satisfied.

[46] In the spherical coordinates, the three compo-
nents of V are

($2U 1 9*(rU)
V —

1 9V 1 9*(rU) o
r’r 90or * sin® o’ rsin® ador 09 )
(29)

and similarly for B. Here ¥ is the angular momentum
operator

d d 1 J
2 T 20 w2 : .
+ o (r ar> rv sin 6(5111666)
1 9
sin’0 9>

(30)

It should be noted that the radial component of a sole-
noidal vector involves only its poloidal scalar; also, the
curl of a toroidal vector is poloidal, while the curl of a
poloidal vector is toroidal, e.g.,

VXB=V x (-V2Sr) +V x V x (Tr).
(31)

Using equation (9), the toroidal current system deter-
mines the poloidal magnetic field and vice versa.

[47] By applying the operators r-V X and rrV X V X
to equation (23) and r- and -V X to equation (25) and
rewriting V-r term in equation (24), we obtain

9
(—Vz) $V=r-V x F,

5 (32)

J
(at—Vz) V$U + Ra¥*©0= —r-V x V x F,

(33)

J
<—Pm1V2> PS=r-V x (VX B), (34)

Jat
J
<at—Pm‘1V2> LT=r-V x V x (V x B),
(35)

(36)

J
(at - Pr1V2> O-Pr'¥U= —-V-VO,
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where
F =
—E1, X V+V x (VxXxV)—-—B x (V x B).
(37)

Note that the first term on the right-hand side of F is
linear in V, so that the corresponding terms in equations
(32) and (33) can be moved to the left-hand side and
treated implicitly in numerical work. The added com-
plexity is rewarded by an increase in the time step that
can be used to advance the solution (see section 2.2.3).

[4s] The original equations (23)—(27) contained eight
variables, i.e., two vectors (V and B) and two scalars (T’
and P). After the decomposition the number of variables
is reduced to five (U,V,T,S,0). The pressure force (as
well as the gradient term arising from the identity
—-(VV) V=V x (VxXV) - %VVZ) has been eliminated
by taking the curl.

2.2.2. Spherical Harmonic Expansion

[49] Each of the scalar variables (U,V,T,S,0) is a func-
tion of time (¢) and space (r, 0,). We separate them into
spherical harmonic components. For instance,

L !

Ur,0,b,0) = > > UMr)Y(0,9),

=0 m=-1

(38)

where Y}", which is proportional to exp(imd), is a com-
pletely normalized spherical harmonic function of de-
gree [ and order m,

2w [
f J Y;n*(ea(b)wl(e‘b)Sinededd)=811’8n1m’7 (39)
0 0

where the asterisk denotes complex conjugation, and L
is the truncation level of the expansion; in principle, the
sum should be taken to / = oo. Expansions of the form of
equation (38) have two technical advantages: (1) when
applied to the /th components of equation (38), the
operator (30) becomes algebraic as shown in equation
(40), and (2) the boundary conditions on B at an insu-
lating boundary become simple (see equations (47)-
(49)).

[s0] We multiply equations (32)-(36) by Y;"" and in-
tegrate over the surface of the sphere. Because of the
orthogonality of the spherical harmonics (equation (39))
and the fact that they are the eigenfunctions of the ¥*
operator with the eigenvalue /(/ + 1)

L7(0,0) = 11+ 1)Y/'(6,4), (40)

we obtain

9 .
l(l+1)<at—V,2>V7”=JJY,'”r-V x FdS, (41)

40, 4 / REVIEWS OF GEOPHYSICS

J
1+ 1)[((% - vf) VAU + Rae;"] =

—ffyyn*r- V X V x FdS, (42)
4 —1y72 m
=jJY;"*r-Vx (V X B)dS, (43)
9 —1y72 m
=fjw*r-v X V x (V x B)dS, (44)
9 —1y72 m —lym
E_Pr V[ el_l(l“l‘l)Pr U[:
- f J YP'V-VOdS, (45)

where dS = sin6d6do is the infinitesimal solid angle and
V7 involves differentiations with respect to r alone:

Loy I+ 1)
) -

- (46)

Equations (41)—(45) are the differential equations to be
time stepped in solving the dynamo problem.

[51] When the solutions are expanded in spherical
harmonics as in equation (38), the boundary conditions
(19), (20), and (22) require that

U;’l = V;ﬂ = e;n = T;'l = 07 r= ROaRla (47)

while for the poloidal magnetic field, equation (22) im-
plies that [Bullard and Gellman, 1954]
a m m
5(”5‘1 ) + lSl = 0,

r = Ro, (48)

d
S S =+ 1DSP =0, r=R.  (49)

2.2.3. Integration of Differential Equations

[52] The variables on the right-hand side of the equa-
tions in section 2.2.1 (such as U}") are functions of r and
t. The r dependence is dealt with either (1) by expanding
the variables in Chebyshev polynomials or (2) by defin-
ing them on a uniformly spaced grid. In the former case,
we write

- 2r_R0_R1
Ul(r, t) = >, UL T,(x), X="p R
n 0 1

(50)
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where 7,(x) is the Chebyshev polynomial of degree n,
and x varies between —1 and 1; the r derivatives are dealt
with by recursion in n on the Uy, coefficients. In the
latter case, the differential operators are replaced by
finite differences:

3U}ﬂ _ Wi+1 - U;ni—l
o ). 2Ar ’
’ (51)

PUP\ Uy — 200+ U
ar’ . B (Ar)?

[53] In equations (41)—(45), the left-hand side of each
equation is linear. This part is usually solved by an
implicit scheme (e.g., the Crank-Nicolson method).
Their right-hand sides are spherical transforms of non-
linear functions (such as r'V x (V x B)), which have to
be evaluated explicitly (e.g., by the Adams-Bashforth
method). For this part, calculation in spectral space is
not practical because O(N X N) multiplications will be
needed if there are N spectral modes. Accordingly, the
quantities appearing on the right-hand sides are first
transformed from spectral space to physical space, the
multiplications are performed in physical space, and the
results are then transformed back to spectral space and
used in the time stepping. This technique is often called
the “pseudospectral method.” Further details of this
numerical technique are given by Glatzmaier [1984] and
Hollerbach [2000].

3. VARIATIONS

[54] In this section, we describe some significant dif-
ferences in the 3-D MHD geodynamo simulations pub-
lished so far, with the aim of easing direct comparisons
between them. These differences arise from the use of
different equations, different boundary conditions, dif-
ferent definitions of nondimensional numbers, and dif-
ferent sources of buoyancy. Before examining them, we
shall briefly describe some MHD dynamos that do not
properly fit into the framework of the present review.

3.1. Not Fully 3-D Treatments

[s5s] Zhang and Busse [1988, 1989, 1990] studied the
onset of convection and the generation of magnetic field
in spherical shells. They assumed that the velocity and
magnetic field drift in the azimuthal direction at a con-
stant angular velocity. In other words, their solutions
were steady in a frame of reference rotating about the z
axis at a constant angular speed, the determination of
which was part of the solution process. This ingenious
idea allowed them to make progress with the limited
computer resources available to them. They were able to
find solutions that are fully nonlinear and three-dimen-
sional. It has, however, become increasingly apparent
during the last decade that the simple time dependence
of their solutions severely limits their solution space, to
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the detriment of geophysical realism. For this reason, we
include their model here, under the heading of “not fully
3-D treatments.” (To be more precise, and regarding
time as a fourth dimension, theirs is not a fully 4-D
model of the type that we seek.)

[s6] Another not fully 3-D model is the so-called 2%-D
dynamo [e.g., Sarson et al., 1998; Sarson and Jones, 1999;
Fearn and Morrison, 2001]. In these, the expansions in r
and 6 are as complete as they are in fully 3-D simula-
tions, but only the axisymmetric and one (or at most a
few) of the asymmetric (m # 0) modes are included.
This allows forward integrations in time to be performed
with limited computer resources, even with a PC, and
parameter space can be explored quickly and cheaply.
Although the results are usually qualitatively similar to
those obtained by the fully 3-D models, the neglect of
most of the nonlinear interactions between the different
asymmetric modes is a matter of serious concern.

[57] As we show in sections 5.1 and 5.2, there are
indeed dynamo solutions that are almost steady in a
reference frame drifting in the azimuthal direction. Also,
in some circumstances, dynamo solutions exist in which
the amplitudes of only a few of the asymmetric modes
are significant. These are, however, generally low-energy
dynamos operating in a slowly rotating fluid. They be-
long to parameter regimes very different from those
relevant to the Earth. With higher energies and higher
rotation rates (large Ra and small E) the assumptions on
which the models are based are quite unrealistic. For
this reason, these models are not analyzed further in this
review.

3.2. Basic Equations

[58] In all 3-D MHD dynamo simulations, equations
(7) and (8) governing the magnetic field are the same.
Differences appear in the equation of continuity, the
equation of state, the buoyancy source, and the dissipa-
tive terms in the equation of motion. We summarize
these in sections 3.2.1 and 3.2.2.

3.2.1. Density Changes and Source of Buoyancy

[59] Most people use the Boussinesq approximation,
in which variations in density are recognized only in the
buoyancy term and are simply proportional to tempera-
ture differences, as shown by equation (11). Exceptions
were made by two groups: KS95 and GR96.

[s0] KS95 (Kageyama et al. [1995] and later papers)
considered situations more appropriate to the Sun and
stars than to the Earth. Their working fluid is a com-
pressible gas, and they used the full form of the conti-
nuity equation:

ap

o7 V- (pV) = 0. (52)
For the equation of state, KS95 employed the ideal gas
law

P =RpT, (53)
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where R is the gas constant. As the convection zones in
stars such as the Sun are much less massive than their
radiative interiors, KS95 also assumed that self-gravity
can be ignored. Since the depth of these zones is small
compared with the radius of the star, they abandoned
equation (10), assuming instead that g is constant across
the regenerating region.

[61] GR96 (Glatzmaier and Roberts [1996a] and later
papers) tried to model the Earth’s core as faithfully as
possible. Their reference state coincides with the Pre-
liminary Reference Earth Model (PREM) of Dziewonski
and Anderson [1981], so that p is a solution to the
hydrostatic equation (15) at constant specific entropy
and with the gravity field g that follows from p and
Newton’s law of gravitation. They replaced equation
(52) with the anelastic approximation

V- (pV) =0. (54)
With equation (4) for the Boussinesq approximation,
this shares the immense computational advantage of
“filtering out” seismic waves, the timescales of which are
too short to be relevant to the geodynamo but which (if
included) would require much smaller time steps to be
taken in the numerical integrations, thereby greatly in-
creasing the computational expense. KS95 evaded this
difficulty by making their velocity of sound so low that
sound crosses their system in a time comparable with the
timescale of field generation. Equation (54) allows the
momentum density pV to be represented by toroidal and
poloidal scalars, just as V is in the Boussinesq approxi-
mation (see equation (28)).

[62] Despite the different physics incorporated in
equations (52)—(54), the resulting simulations have the
same general character as those based on the Boussinesq
approximation. This may be because neither model is
strongly nonuniform. For example, the density p in equa-
tion (54) varies by little more than 10% across the
Earth’s fluid core. There are, however, deeper differ-
ences between the GR96 and Boussinesq models, even
though both follow the standard practice of describing
convection as a deviation from a reference state that is in
hydrostatic equilibrium. In the case of the Boussinesq
model the reference state is also in thermal equilibrium;
equation (13) satisfies the steady state thermal conduc-
tion equation (12). In contrast, T for the anelastic solu-
tion does not do so, but there is no absolute requirement
that it should; a reference state is merely a mathematical
convenience and need not have a precise physical signif-
icance. Conductive reference states are remote from the
state of the core, which is almost isentropic. This is
because convection is vigorous enough to mix the core
thoroughly (except near boundaries). It is obviously very
convenient to choose an adiabat as the reference state,
since then the departures from that state associated with
the hot rising and cold descending currents are tiny,
which would not be the case if a conductive reference
state were selected in its place. The pressure gradients
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associated with these currents are small compared with
the hydrostatic pressure gradient, so that it is convenient
to use equation (15) in defining the adiabatic reference
state, with the paradoxical consequence that the refer-
ence state is hydrostatic even though it can only be
brought into being by thorough mixing.

[63] The analogous situation for a Boussinesq system
arises for large Ra, when convection is strong and creates
a mean temperature profile (the horizontal average of T
+ O) that is nearly independent of depth except in
boundary layers. This state differs drastically from 7, but
(unlike the case for the compressible layer) it can still be
described using the formulation of section 2.1.2, since
Boussinesq theory assumes that (7 — 7,) << 1, no
matter how large T — T, is. Consequently, p never
departs far from p,,. (Convection occurs in a Boussinesq
fluid only because g is supposed to be so large that Ra is
finite, despite the smallness of aBR,.)

[64] The models discussed so far do not include the
nonthermal buoyancy created by differences in chemical
composition in the Earth’s core. The essential physics is
encapsulated by the simplest two-component model in
which the core is assumed to be a binary alloy of iron and
some lighter constituent having a mass fraction &. In the
Boussinesq approximation, equation (11) is replaced by

p=rpll —a(T—T, + ag(g —&)l, (55)

where

1 6p> 1 <8p>
= ——\|=] , f=— 7] . 56
“ p <8T y REPRTY: T (56)
Equation (6) must be supplemented by a similar equa-
tion for &:

JS

o TVVES KEVZE + € (57)

where €° is a source term representing the increasing
proportion of light material that originates from differ-
entiation at the inner core boundary and that then mixes
into the fluid core (see also section 1.3.3). The molecular
diffusivity, «, is tiny, but when diffusion is dominated by
small-scale motions, both k and «* should be replaced by
appropriate turbulent diffusivities. (See Braginsky and
Roberts [1995], who point out that these diffusivities
should be tensor quantities, although GR96 took them
to be scalars.)

3.2.2. Dissipation
[6s] KS95 and GR96 include in the energy balance
both Joule heating

Q= JPo, (58)
and viscous dissipation
0,= pov(eijeij - ;‘ (V- V)2)7 (59)
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where e;; is the rate of strain tensor. These terms, which
cannot be consistently retained in the Boussinesq ap-
proximation, are not negligibly small but seem not to be
great enough to affect the solutions drastically.

3.2.3. Hyperdiffusivity

[6s] In dynamo simulations it is generally found that
the decay of magnetic energy density with increasing
spherical harmonic degree / is quite slow. In fact, it is
much slower than for the kinetic energy density in non-
magnetic convection. This means that in moderate- to
high-energy dynamos the convergence is not satisfactory
even at relatively high truncation levels, of order L = 50.
One way to enhance the convergence is to increase the
diffusion coefficients for the small scales artificially.
Forms such as

(V(), Ko, nO)Vlza l= lO’

2
Wk m)Vi = { Wokpno) (1+al)VE, 1> 1y,

(60)

are often employed and are termed hyperdiffusivities.
Here a, n, vy, kg, and mg are positive constants.

[67] As an example, GR95 used a = 0.075, n = 3, and
l, = 0, which means that when / is 10 and 20, the
diffusivity is 76 and 601 times its value when no hyper-
diffusivity is added. Because of the high energy input to
the GR95 model, the use of such large hyperdiffusivities
was mandatory. SK99 also used n = 3 and /, = 0, but
because their models were not as strongly driven, they
assumed a more moderate values of a = (1/20)°. The
diffusivities for / = 10, 20, and 40 were then only 1.1, 2,
and 9 times larger than for / = 0. They found, however,
that it was necessary to impose hyperdiffusivities of this
magnitude to secure good numerical convergence. Many
of the COG9Y98 models were not so strongly driven that
hyperdiffusivity proved to be unnecessary. As we discuss
in section 5.1, the higher the energy input the slower the
decay of the energy densities with increasing / and the
greater the necessity for hyperdiffusion. Although hy-
perdiffusivity is certainly an arbitrary assumption, it may
be unavoidable for some time to come when strongly
driven dynamos are studied [see Roberts and Glatzmaier,
2000al].

3.3. Boundary Conditions

[ss] The conditions set out in section 2.1.3 are appro-
priate for rigid, constant temperature, electrically insu-
lating boundaries. The resulting conditions (equations
(19)—(22)) are very simple but may not match the real
Earth well. As a result, other boundary conditions have
been explored in an attempt to be geophysically more
realistic. Some models, which may be relevant to the
early Earth before the inner core formed, suppose that
the core is entirely fluid. In such cases, the conditions
that would have been applied at the inner core boundary
are replaced by the demand that all variables are nons-
ingular at the geocenter.
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3.3.1. Velocity

[s9] Most simulations employ rigid (no-slip) condi-
tions at both boundaries. Kuang and Bloxham [1997]
argue, however, that in the real Earth the Ekman bound-
ary layers are too thin to be resolvable in numerical
simulations and that the viscous stress-free boundary
conditions are more appropriate in simulations than the
no-slip conditions. Roberts and Glatzmaier [2000b] point
out that this is not as obvious as at first sight appears (see
also section 5.4.2).

[70] At stress-free boundaries the radial component
of the velocity V, as well as the tangential components of
the viscous stress tensor (0,4, 0,4) must vanish. This
leads to the conditions [Chandrasekhar, 1961]

o a (Vs —0 a (V, _o
r— Y 57_7 57_7

r=R, R;. (61)
[71] Condition (19) at no-slip boundaries assumes
that the inner core rotates with the same angular velocity
Q) as the mantle. If the inner core rotates freely, the
boundary condition at the ICB should be changed to
V = Ql X r, r = Rl’ (62)
where €2, is the angular velocity of the inner core rela-
tive to the mantle. It is then also necessary to add the
equation of motion of the inner core that determines Q.
This was done first by Braginsky [1964] and more re-
cently for the 3-D dynamo models of GR95, GR96, and
SK99.

3.3.2. Magnetic Field
[72] All components of the magnetic field are contin-
uous at the CMB and ICB (see equation (22)). In most
cases, the region above the core is assumed to be elec-
trically insulating, and the field above the CMB is then a
potential field that vanishes with increasing r (see equa-
tion (21)). To assess the effects of electromagnetic core-
mantle coupling, Glatzmaier and Roberts [1995a, 1995b]
assumed that a thin shell, of thickness 0.04D, at the
bottom of the mantle possessed the same electrical con-
ductivity as in the core, giving it the same depth-inte-
grated conductivity as that estimated for the mantle. In
this case, the induction equation is solved including this
layer, and the boundary condition is applied at D +
0.04D. (To be more precise, Glatzmaier and Roberts did
not use the reference frame fixed to the mantle but
instead used the reference frame in which the total
angular momentum of the Earth is zero. By solving an
equation of motion for the mantle they could then
determine the small variations in the angular velocity of
the mantle created by the changing electrodynamic state

of the core.)

[73] Kageyama et al. [1995] assumed that

B, # 0, r=R,,

By=B,=0, (63)
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as had been done previously by Gilman and Miller
[1981], Wang et al. [1991], and others. This condition is
simpler to apply than equations (21) and (22) when finite
difference methods are employed. It has no theoretical
justification but has some observational support in the
case of the Sun [see Howard and Labonte, 1981].

[74] Instead of supposing that the inner core is an
insulator, it is more realistic to assume that its electrical
conductivity is similar to that of the outer core. Then the
condition that the horizontal components of the electric
field should be continuous at 7 = R, becomes important.
V and m continuous at r = R, implies that the horizontal
components of J are continuous. Taken with the conti-
nuity of the magnetic field, it requires that

g AT _oT, S,
=T a=a S=S 5T
r=R1, (64)

where T; and §; are defining scalars for the toroidal and
poloidal field in the inner core. Conditions (64), which
were used by GR95, GR96, and SK99, are required to
determine how the electrodynamic state of the fluid core
determines that of the inner core.

3.3.3. Energy Supply

[75] A specification of the temperature gradient 3, or
equivalently the distributed heat source €, together with
boundary condition (20), provides just one possible way
of controlling the energy supply to a thermally driven
dynamo, and this, in turn, determines the fluid density
and hence the buoyancy force. There are a number of
alternatives. One could set € = 0 but specify the tem-
perature difference, AT, between the two boundaries, or
one could assign the temperature gradient at the CMB,
which, in turn, determines the total surface heat flow,
Q,, at the CMB.

[76] When studying the dynamo in a secularly cooling
Earth, the internal energy released in the bulk of the
outer and inner cores can be represented by an € source
[see, e.g., Sakuraba and Kono, 1999]. There is also a
release of latent heat at the ICB associated with the
progressive freezing of the inner core. This gives rise to
a discontinuity in the heat flux, and therefore in 97/dr, at
the ICB. Because the liquidus and solidus are unlikely to
coincide, light material is released at the ICB during
freezing, and this creates a flux of light constituent.
Unlike heat, the light element cannot (we suppose) flow
into the mantle, which means that

(VE), =0,

This mass fraction, & in the fluid core therefore in-
creases. In other words, conservation of mass requires
that the assumed source of & in the fluid core is consis-
tent with the flux of & or, equivalently, 0&/dr, on the ICB.
This flux, the release of latent heat, and the rate at which
the ICB moves upward because of freezing are all pro-

r=R,. (65)
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portional to one another in a unique way that has been
determined by Braginsky and Roberts [1995] and imple-
mented from 1996 onward by Glatzmaier and Roberts
[1996a, 1996b, 1997]. In their approach the boundary
conditions on 7" and £ at the ICB, and the sources of heat
and composition in the bulk of the fluid core, cannot be
imposed; they are (in a cooling Earth) determined by the
heat flux at the CMB.

[77] Glatzmaier et al. [1999] broke new ground when
they studied dynamos in which the heat flux was sup-
posed to depend on horizontal position on the CMB,
i.e., to vary with 6 and ¢. This assumption seems natural
when we recall that mantle convection, which controls
the heat flux from the core, itself involves cold falling
and hot rising motions above different areas of the
CMB. From a theoretical point of view, the Glatzmaier et
al. [1999] model was a radical departure from earlier
types of dynamo model. The equitemperature surfaces,
even for a stagnant conductive solution of the type we
consider in section 2, were no longer horizontal and
were therefore not perpendicular to g. No matter how
large the viscosity of the fluid (provided it is not actually
infinite, as for a solid), the state of zero motion V = 0
does not satisfy the equations of motion. The fluid must
move for all nonzero Ra. Such a flow is often called free
convection to distinguish it from convective stability,
which concerns situations of the type we considered in
section 2, in which a stagnant conductive solution exists,
which is unstable only when Ra is large enough. Al-
though an experimenter can take pains to ensure that
the equitemperature surfaces are horizontal in his appa-
ratus, nature is not so obliging, and free convection is the
rule rather than the exception. Nevertheless, when Ra is
sufficiently great and the flow is vigorous enough, it is
hard to distinguish between free convection and convec-
tive instability.

[8] Glatzmaier et al. [1999] integrated several dy-
namo models, all with the same total heat flow into the
mantle but each distributing that heat flow differently
over the CMB. They demonstrated that the assignment
of the heat flux over the CMB strongly affects the mode
and frequency of magnetic reversals (see section 6.4.3).
Bloxham [2000a, 2000b] also studied dynamo models in
which heat flux from the CMB is horizontally varying.
He concluded that this determines the dipole/quadru-
pole ratio (see section 6.3.3). The effect of boundary
conditions on the behavior of geodynamo models is
currently a hot research topic, which is being pursued by
several groups.

3.4. Nondimensionalization

[79] Glatzmaier and Roberts [1996a, 1996b] used di-
mensional equations in their dynamo simulations, but
most authors prefer nondimensional equations because
they feel that the properties of the system can then be
understood more naturally. A word of caution is in order
here. It is often thought that once a set of nondimen-
sional parameters (Rayleigh number, Ekman number,
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Table 4. Use and Definition of Nondimensional Numbers in Various Groups®

Group Ra* E Ta* Ro* Pr* Pm* q*
KS95° aB’ gD vk Ta 3v/2k Pm
GRO95 ag0y/2kk ) v/2QD? v/k n/k
KB97 aBigoR32nQ v/2QRZ Ro* K/M
KAK97 ag ATD*/vkR, Ta /K n/k
COG98 agoATD/v ) v/QD? v/k Pm
SK99 aBogoRa/vK V2QR} Pm K/M
GBT99°¢ aBogoD VKR Ta v/k Pm
KMH99 ag ATD?/vk Ta v/k Pm

*Ekman number and magnetic Prandtl number are used by all the groups with the same definition, 7a = (2QD?*/v)? and Pm = v/v. Magnetic
Rossby number was used by KB97 as Ro* = n/2QR3. Subscript 0 and 1 indicate that the values are evaluated at the top and bottom boundaries,
respectively, of the fluid shell. Symbols are as follows: B is the superadiabatic temperature gradient, and Q, = 4wRZkp, is the total heat flow.

Other symbols are defined in the text.
PKS95, from Kageyama and Sato [1977a); Pr* is defined to be v/k.

°GBT99, from Grote et al. [2000b]; the definition of Ra* was changed to agoATD*/vkR,,.

etc.) for a particular experiment or simulation is known,
the results are directly comparable with other experi-
ments or simulations. This is not, however, the case for
the dynamo because the equations can be, and have
been, made nondimensional in several different ways.

3.4.1. Units

[s0] As mentioned in section 2.1.4, the unit of length
can be chosen as either the radius of the core (R) or the
thickness of the spherical shell (D = R, — R;). Similarly,
there are three possibilities for selecting the unit of time:
viscous, thermal, or magnetic diffusion times. Differ-
ences in scaling result in different definitions of the
nondimensional parameters. It is easy (though tedious)
to account for the differences by using, for instance, the
fact that D/R, =~ 0.65 for the Earth. The three Prandtl
numbers (Pr, Pm, and ¢q) determine the ratios of the
three choices of time unit (Table 3).

[81] The selection of the unit of temperature presents
more difficulty. It is often taken to be the temperature
contrast, AT, between the upper and lower boundaries,
but sometimes the product of the temperature gradient
at a certain place (usually the CMB) and the chosen
length scale defines the unit. This variety of possibilities
is accompanied by an equal number of definitions of the
Rayleigh number, and comparisons between them must
be performed with care.

3.4.2. Nondimensional Numbers

[82] In general, dynamo models are completely char-
acterized by a set of four nondimensional numbers and
one constant ratio. In this paper they are the Rayleigh
number Ra, the Ekman number E, the Prandtl number
Pr, the magnetic Prandtl number Pm, and the radius
ratio { = R;/R,. Other combinations are possible and
Table 4 lists the four nondimensional numbers, as de-
fined and used by different groups. (In Table 4, asterisks
emphasize the fact that the numbers are as defined by
each group and may be different from the ones given in
Table 3.)

[83] In defining the Ekman number a factor of 2 was

included by all groups except COG98; some authors
prefer the alternative Taylor number 7a. Two of the
three Prandtl numbers are nearly always defined in the
same way, although Kageyama et al. [1995] at first added
a factor of 3/2 in Pr but later removed it [Kageyama and
Sato 1977a]. The third diffusivity ratio (q) is sometimes
defined as /v and sometimes as n/k.

[84] These considerations, as well as a cursory exam-
ination of Table 4, tell us that conversion from one
groups’ notation to another’s is usually trivial, involving
only a change in the unit of length, from R, to D or vice
versa. Conversion of Rayleigh numbers is less straight-
forward and if incorrectly done can cause significant
errors; different definitions may give values that disagree
by more than 1 order of magnitude! Kono and Roberts
[2001] considered this problem in detail. They pointed
out that the analysis of convection in a rapidly rotating
body by Jones et al. [2000] showed (for reasons given in
section 4.2.1) that Ra,. is almost independent of D when
{ = Ry/R, lies in the range that has been used by most
dynamo simulators: 0.3 < { < 0.5. Thus R, is preferred
over D as unit of length, and the product of the temper-
ature gradient at the CMB and R, is the preferred
temperature unit because it best describes the power
source driving convection and generating magnetic field.

[85] Kono and Roberts [2001] further argued that this
definition of the Rayleigh number can easily be gener-
alized to encompass compositional buoyancy also. Then
in the definition of the Rayleigh number for the thermal
convection it is appropriate to replace a3, by o, +
o*B5C% where B§ is the compositional gradient at the
ICB. The factor ¢* is included in recognition of the
smaller area of that surface.

[ss] Table 5 summarizes how the nondimensional
numbers, as defined for the different simulations, can be
converted to those used in the present paper. As can be
seen from Table 5, some of the factors appearing in the
conversion of the Rayleigh numbers may be quite large.
For instance, 1/(1 — ¢)® is 13.3 when the radius ratio is
0.35.

[87] For a rapidly rotating system such as the Earth’s
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Table 5. Derivation of the Nondimensional Numbers With Common Definition

Group Ra E Pr Pm
This study aBo)goRy/kv+ (CPaBd)g Rk v/2QR2 v/k v/n
KS95 Ra*/(1 — ©)* (1 —¢)? (Ta*)~ 2 2Pr*/3 Pm*
GR95 Ra*/4ﬂrgl - E* (1 -9 E* Pr* Prelq*
KB97 (1 — {)? Ra*lq* E* E* E*/g*Ro* E*/Ro*
KAK97 {Ra*/(1 — L) (1 —0? (Ta*)~ 2 Pr Prjq*
COG98 {Ra*Pr¥/(1 — {)* E* (1 —-0*E*2 Pr* Pm*
SK99 Ra* E* Pm*/q* Pm*
GBT9Y9 Ra*/(1 — {)° (1 =9 (Ta*)™ "2 Pr Pm*
KMH99 {Ra*/(1 — ©)* (1 —¢? (Ta*)~ "2 Pr¥ Pm*

core, many authors prefer a “modified Rayleigh num-
ber” that includes the angular velocity (). Typically, this
is the product of the usual Rayleigh number and the
Ekman number (see section 4.1.3).

3.5. Numerical Methods

[ss] GR95 and GR96 used a slightly different method
from that described in section 2.2.2. Although they rep-
resented the velocity and magnetic field in the toroidal-
poloidal form (equation (28)), they did not eliminate P
by taking the curl of equation (23). Instead, they applied
r, rr'V X, and V. (horizontal divergence) operators
directly to equation (23). This avoids one of the r differ-
entiations, the one that led to equation (33). The result-
ing lower-order system is solved for P, as well as for the
toroidal and poloidal scalars. GR95 and GR96 also
treated the terms involving the Coriolis force (the linear
part of F) implicitly.

[s9] KS95 did not use the pseudospectral method at
all but employed a grid point representation of the r and
6 dependencies. This approach was also adopted in the
intermediate models of Braginsky [1975], Braginsky and
Roberts [1987], and Jault [1995].

[s0] The use of regular grids in spherical coordinates
is difficult because the Courant condition for the stability
of the computation is hard to satisfy near the polar axis,
where the ¢ grid points crowd together. The poles
present a further difficulty because the differencing
scheme is singular there. Kageyama et al. [1995] over-
came these problems by imposing regularity conditions
on the scalars and vectors at the poles and by discarding
fluctuations in the solutions having wavelengths that are
too short [see Kageyama et al., 1993].

4. CONVECTION

[01] The aim of this section is to summarize the sa-
lient properties of magnetoconvection in a rotating fluid.
This serves as a preparation for section 5, in which the
workings of MHD dynamos are analyzed.

4.1. Thermal Convection in a Plane Layer

[92] The classical problem of the subject is Rayleigh-
Bénard convection; this is, in fact, where the Boussinesq
approximation of section 2 originated. The top and
bottom boundaries of a uniform fluid layer of infinite
horizontal extent are maintained at temperatures 7, and
T, + AT, respectively, where AT > 0. It is therefore (in
the usual case a > 0) in a potentially unstable gravita-
tional state; heavy material overlies light. Because its
viscosity and thermal conductivity are finite, the fluid
does not move when AT is small. Nevertheless, if AT is
large enough, motion cannot be prevented, and convec-
tion commences. The driving force of this convection is
buoyancy, which is the difference between the forces
exerted by gravity on the lighter and heavier fluid ele-
ments.

4.1.1. Rayleigh-Bénard Convection

[93] Whether the fluid convects or not is determined
by the value of a single nondimensional measure of AT,
the critical Rayleigh number, Ra,; the fluid remains at rest
if Ra < Ra, and convects if Ra > Ra,.. In the “critical
state,” Ra = Ra,, the flow is infinitesimally weak but has
the same general character as actual convection when Ra
is only modestly in excess of Ra.. The flow consists of a
circulation that carries heat from the lower to the upper
boundary. Viewed from above, the motions have a tes-
sellated pattern (such as an array of parallel rolls or an
interlocking set of hexagons) having a single horizontal
wavelength a,, which is of order D', where D is the
layer depth; that is, the convection cells are “as wide as
they are deep.” Such motions are “preferred” since in
transporting heat across the layer they expend the least
possible energy on viscous dissipation.

[04] The values of Ra, and a, are obtained by linear-
izing the Boussinesq equations and by then seeking
solutions in the form of Fourier modes in which every
variable is proportional to exp(ia,x + iay + M), the
“constants” of proportionality being functions of the
vertical coordinate z. This leads to a linear eigenvalue
problem for the growth rate N. The next step is to find,
for each constant a, and a,, the smallest value, Ra,,(a,,
a,) of Ra for which the real part of \ is zero, i.e., for
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which that particular Fourier mode is marginal, neither
growing nor declining with time. For some stability prob-
lems the imaginary part of A may be nonzero, but such
“overstability” does not arise here, and we may find Ra,,
by setting A = 0 from the outset [see Chandrasekhar,
1961]. Because of the horizontal isotropy of the layer,
Ra(a,, a,) depends only on the total wave number
a= \a; + af, so that we may write Ra,, = Ra,(a). The
final step is to determine the critical wave number a,. by
finding the minimum Ra,. of Ra,,(a) as a function of a. If
we suppose that Ra is initially zero and is gradually
increased, the first modes capable of convection are
those for which a = a_, and this will happen as soon as
Ra reaches the value Ra,. If Ra is increased beyond Ra,,
the previously omitted nonlinearities in the governing
equations become significant and must be restored. They
limit the amplitude of the convective motions, which
increases with increasing Ra. Ultimately, the convective
motions become irregular and finally chaotic, i.e., turbu-
lent.

[95] The numerical values of a,. and Ra, are controlled
by several factors. These include the mode of heat trans-
fer (either the layer is heated from below or from within
or a specified amount of heat is supplied or extracted at
the boundaries) and the nature of the boundaries (either
no-slip, where fluid adheres completely to the boundary
all the time, or stress-free, where the fluid follows the
shape of the boundary but is free to move tangentially)
(see section 3.3.1). Moreover, since the convective mo-
tions are associated with a vertical heat flux that varies in
the horizontal direction, the assumption that the bound-
aries are maintained at constant temperatures implies
that they are good thermal conductors. If this is not the
case, the heat conduction equation must be solved in the
walls and matched to the convective solution in the fluid.
In short, there is scarcely an end to the varieties of
situations that can be addressed, even more than were
contemplated in section 3.3.3.

4.1.2. Effect of Rotation

[96] Suppose next that the bounding walls of the Bé-
nard layer rotate about the vertical with a constantly
maintained angular velocity & = 1., and let this rota-
tion define our reference frame. In the conduction state
the fluid rotates with the walls, i.e., V = 0. We once
more seek the critical a, and Ra, for which the conduc-
tion state becomes unstable.

[97] We recall here the Proudman-Taylor theorem: the
slow, steady motion of an inviscid, incompressible fluid is
two-dimensional. This is easily established. Under the
stated conditions the equation of motion (17) reduces to
a balance between the Coriolis force and the pressure
gradient:

200 x V= —-VP. (66)

Operating on this with V X and recalling that V-V = 0,
we obtain
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(Q-V)V=0, (67)

or V = V(x, y). Even if the buoyancy force is restored to
equation (17), it still follows that (2-V)}V/, = 0 so that by
the boundary conditions on the walls, 1, = 0, and

V = Vu=V(xy)1, + V,(xy)1,. (68)

The admissible flow is horizontal and therefore cannot
transmit heat across the layer. In the case of marginal
convection (in which V is infinitesimal), the only possi-
bilities of breaking this “Proudman-Taylor constraint”
or rotational constraint are by restoring either V2V or
dV/at or both to equation (17). It can be shown [Chan-
drasekhar, 1961] that only the first of these alternatives is
possible when Pr > 1, and we consider that case alone.

[ss] When the viscosity is small (E << 1), the Coriolis
forces are so large, and the implications of the Proud-
man-Taylor theorem are so strong, that the marginal
convective circulations are almost two-dimensional, in
the sense that 0V/dz is much smaller than V.,V almost
everywhere and a, = O(E~'?D™") > O(D"). The
convection cells are much narrower than their height.
Such highly sheared motions are expensive to maintain
against viscous dissipation. The buoyancy forces must be
correspondingly large, and this means that Ra,. must be
much greater than in the nonrotating case, and in fact,
Ra,=0O(E~*?). We conclude that rotation tends to sup-
press convection.

[99] A new possibility arises: subcritical convection.
Let us view the convection from the inertial frame in
which, in the conduction state, the vortex lines form a
uniform vertical array of density 2() across the layer. The
Proudman-Taylor theorem is related to Kelvin’s theo-
rem, which states that vortex lines are carried by an
inviscid fluid in its motion. Since vortex lines have ten-
sion, they are difficult to bend and can only move hori-
zontally as a whole, as indicated by equation (68). The
net vorticity across the layer is determined by the motion
of the boundaries and cannot change. One can, however,
imagine convective motions that rearrange the vortex
lines to crowd them together through some horizontal
areas, thus leaving other areas relatively vortex-free, in
which convection can therefore occur even though Ra is
much less than Ra,. In this way, subcritical states may be
envisaged, i.e., states in which finite amplitude convec-
tion persists even though Ra < Ra,. It is necessary that
the convective motions are strong enough to prevent the
vortex lines from returning to their original uniform
distribution.

4.1.3. Effect of Magnetic Field

[100] Back in the corotating frame, we consider next
the case in which the layer is electrically conducting and
lies in a uniform vertical magnetic field B, = B,1,. The
corresponding problem with a horizontal applied field
has recently been comprehensively analyzed by Roberts
and Jones [2000] and Jones and Roberts [2000a].

[101] We again focus on the case £ << 1 of rapid
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rotation. Because of the Lorentz force (see equation (5))
an additional term (B/pqpo)9B/dz appears on the right-
hand side of equation (66), and this provides another
way of defeating the rotational constraint. If the Elsasser
number, A, is O(1), the Coriolis and Lorentz forces are
of roughly the same size, and it is found that a, is of
order D~'; as in the original nonrotating case, the crit-
ical convection cells are as broad as they are deep. The
magnetic field has increased the scale of the convection
in directions perpendicular to (), and this has reduced
the net (viscous plus ohmic) dissipation, so that the
buoyancy force does not have to work so hard to main-
tain convection. It is therefore not surprising that Ra,. is
reduced. In fact, Ra, = O(E~") which, though large, is
much smaller than in the nonmagnetic case for which
Ra,. = O(E~*?), as we have seen. Stated another way,
the modified Rayleigh number, Ra,,, defined in section
2.1.41is O(1), i.e., the critical temperature gradient 3, for
convection is independent of v; viscosity is no longer
required to break the Proudman-Taylor constraint, as it
was in section 4.1.2. Its role is taken over by the magnetic
field, if large enough, and this can substantially facilitate
convection in the layer.

4.2. Thermal Convection in Spheres and Spherical
Shells

[102] The Earth’s fluid core may be modeled as in
section 2 by a spherical annulus R; < r < R, within a
self-gravitating body » < R, of uniform density p,. The
natural starting point for the study of convection in such
a body of fluid is again the marginal stability problem for
Q =0, i.e., that of determining the value, Ra,, of Ra for
which the conduction solution T = T(r) of equation (13)
becomes convectively unstable. Because of the spherical
symmetry, corresponding to the horizontal isotropy of
the plane layer studied in section 4.1.1, the marginal
Rayleigh numbers Ra,(/) depend only on the harmonic
degree, [, of the convection pattern and not on its order
m (see equation (38)). The objective is to find the critical
value /, of / by minimizing Ra,,(/) over /.

[103] The most unstable modes are those for which
the convection cells are as wide as they are deep. If the
fluid fills the entire sphere (R, = 0), this gives [, = 1,
which means that there is only one upwelling and one
downwelling. For m = 0, for example, the upwelling is
under the north (or south) pole and the downwelling lies
beneath the south (north) pole. Elsewhere, the motions
have horizontal components that carry the fluid between
the two, so completing the convective circulation. In a
thin annulus (D << R,)), curvature effects are unimpor-
tant, and convection is essentially the same as in the
plane layer. The horizontal wavelengths of the critical
modes are comparable with D, so that [, = O(Ry/D) >
1. From the R; = 0 extreme to the D << R, extreme the
critical /. increases progressively from 1 to O(R/D). For
further details, see Chandrasekhar [1961]. Finite ampli-
tude convection for Ra > Ra, has been analyzed by
Busse [1975].
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4.2.1. Rotating Sphere

[104] Rotation of the sphere about Oz destroys the
horizontal isotropy of the system, although the eigen-
value problem still separates in longitude ¢. A marginal
mode therefore involves only a single value of m, al-
though an infinite number of / terms arise in the expan-
sion (38) of the solution. Thus Ra,(m) depends on m
alone. Moreover, although Re(\) = 0 (by the definition
of the term “marginal”), Im(\) # 0, corresponding to a
convection pattern that drifts round Oz. If Q is suffi-
ciently large, the most unstable mode is not axisymmet-
ric, which in view of Cowling’s theorem is a hopeful sign
for the future of this type of convection in generating a
magnetic field; the motions also possesses helicity (V-V
X V).

[10s] The critical mode is the one that minimizes
Ra,,(m). Let us consider the case of the full sphere and
again focus on high rotation (E << 1). Then m, =
O(E~'?). This is because, as for the plane layer of
section 4.1.2, the rotational constraint is most easily
broken by convection cells having dimensions in direc-
tions perpendicular to Q) that are of order E'? times
smaller than their O(R,)) length. Using a local stability
analysis, Roberts [1968] argued that these cells would all
lie within a cartridge belt surrounding the z axis (i.e., in
a thin cylindrical shell at one particular distance ~ s,
from Oz) and that for these, Ra, = O(E~*?) as before
[see also Busse, 1970]. Soward [1977] recognized that the
local analysis had an unsatisfactory feature, and this was
remedied by Jones et al. [2000], who found the correct
critical mode, which consists of a cartridge belt of cells
but at a slightly different distance s, from Oz; again Ra,
is O(E~*?), although with a slightly different constant of
proportionality. For a recent realization of this form of
convection, see Figure 2.

[106] Since the convection is largely confined to a thin
cylindrical shell, the convection pattern and critical Ray-
leigh number are the same for a rapidly rotating spher-
ical annulus as for the full sphere, provided that the
inner radius R, of the annulus is less than s, (which
happens to be the case for the Earth). Similar to the
plane layer case, spherical convection occurs more easily
in the presence of an externally created magnetic field;
Ra, is correspondingly reduced and the scale of the
convection is increased, as it was in section 4.1.2.

4.2.2. Ekman Layer and Ekman Pumping

[107] The 2m, cells in the cartridge belt rotate about
their axes, which are parallel to Oz. The sense of their
rotation is alternately in the prograde and retrograde
directions, depending on whether their spin is parallel or
antiparallel to Q. Looking downward on them from the
CMB, their motions resemble the cyclones and anticy-
clones, respectively, in the Earth’s atmosphere. This is
not true on the CMB itself, where V = 0 (in the coro-
tating frame). The transition from this state of no mo-
tion to the cyclonic or anticyclonic motions underneath
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Figure 2. Snapshot of convection cells aligned nearly parallel
to the rotational axis, visualized by the isosurfaces of the z
component of vorticity W. The yellow (W, > 0) and green
(W, < 0) surfaces indicate cyclonic and anticyclonic convection
cells. Reproduced from Kageyama and Sato [1997c], with the
permission of the authors and the publisher (American Phys-
ical Society).

is accomplished in a thin boundary layer, known as the
Ekman layer; its thickness is 8, = O(E"?R,).

[108] A significant feature of the Ekman layer is the
so-called Ekman suction/pumping; that is, it pumps fluid
downward (V, < 0) or sucks it in from below (V, > 0),
depending on whether the radial component of the
vorticity, W,, of the flow beneath is negative or positive,
i.e., depending on whether the boundary layer lies above
a cyclone or an anticyclone. To satisfy mass conserva-
tion, there must be an inflow of fluid from the Ekman
layer into the cyclonic cells and an expulsion of fluid into
the Ekman layer from the anticyclonic cells. The fluid
pumped downward from the two ends of a cyclonic
column must spread out laterally as it approaches the
equatorial plane, where it helps to supply the fluid re-
quired by the upward motion in the neighboring anticy-
clonic columns. The velocity of pumping/suction is
O(E"?) times the vorticity (of order R,W,) associated
with the spin of the cells about their axes. This means
that no matter whether the cells are cyclones or anticy-
clones, the pumping/suction creates negative helicity in
their northern halves and positive in their southern
halves (Figure 3). The effect of the helicity on the
dynamo process will be considered in section 5.2.

[109] For cartridge belt convection to be the basis of a
dynamo its magnetic Reynolds number, Rm, must be
finite. We must therefore consider the finite amplitude
convection that arises when Ra > Ra, (with B = 0 as
before). For O(1) values of Ra/Ra, the general morphol-
ogy of the cartridge belt is unaltered, but the cyclones
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Differential Rotation

Figure 3. Snapshots of azimuthal averages of (left) the he-
licity and (right) the differential rotation w. The sense of
rotation is positive (solid contours) for eastward and negative
(dashed contours) for westward movement. In this and Figures
4,12, 13, and 17, solid and dashed contours show positive and
negative values, using the usual definition of the quantity. In
Figure 17, the zero contours are made prominent by using
thick solid or dotted lines. Reproduced from Kageyama et al.
[1993], with the permission of the authors and the publisher
(American Institute of Physics).

and anticyclones are no longer on an equal footing, as
may be seen from Figure 2, which was actually produced
for a case of mildly supercritical convection. The cy-
clones are narrowed by the Ekman inflow near the poles
but widened near the equatorial plane by the outflow
there; conversely, the anticyclones are constricted on the
equatorial plane by the incoming flow but expanded near
the poles by the outgoing Ekman flow.

[110] The nonlinear interactions that arise when Ra >
Ra, create a mean flow that is absent in the critical state.
The mean zonal shear is shown on the right-hand side of
Figure 3; it is defined by

w = Vy(r, 0)/r sin 0, (69)

where

2w
I_/d) = (Zw)lf V¢(r, 9, d))dd)

0

is the zonal average of V. This was introduced in section
1.1 when describing the w effect and will be of interest in
section 5. It may be seen from Figure 3 that the mean
flow is eastward far from the rotation axis but is west-
ward elsewhere.

5. MAGNETIC FIELD GENERATION

[111] In section 1 we listed the nine groups that have
so far published results of 3-D MHD dynamo simula-



4-20 ¢« KONO AND ROBERTS: RECENT GEODYNAMO SIMULATIONS

tions (Table 1), and we plotted the position of these
simulations in the Ra — E plane (Figure 1). This pro-
vides a framework for classifying the models. We first
summarize our classification scheme and then describe
the dynamo mechanisms for typical models which char-
acterize the various classes.

5.1. Classification of 3-D Dynamo Models

[112] Although the parameters so far employed in
MHD dynamo simulations are not truly appropriate for
the Earth, a wide variety of models have already been
explored (Figure 1). We summarize the defining param-
eters of the models in Table 6; we have reexpressed
them using the unified scheme that we developed in
section 3.4. There are two main ways of classifying the
models: by Ekman number and by Rayleigh number.

[113] First, we define three classes based on Ekman
number, E. The first class, which includes KS95, KAK97,
and KMH99, is the slow rotators for which E is about
10~* or larger; among these, KAK97 and KMH99 are
really slow rotators. Because the Coriolis force is small,
these can convect at Rayleigh numbers of only a few
times 10*. The benchmark dynamo (E = 2.1 X 1074
Ra = 2.0 X 10°) is a member of this class. The second
class, which includes KB97, COG98, SK99, and GBT99,
is the intermediate rotators, with E ~ 10>, (The COG98
and GBT99 groups also studied slow rotators but em-
phasized intermediate cases.) The third class of models,
which includes GR95 and GRY6, is the fast rotators, for
which E < 107°. Even E ~ 10~ ° is more than 2 orders of
magnitude larger than is appropriate for the Earth (see
Figure 1). Although we may hope that in the future there
will be a fourth class (the very fast rotators for which £ ~
107), this class is currently empty; the fast rotators
define the limit of what is computationally practical at
the present time.

[114] We may also classify a model by how greatly its
Rayleigh number Ra exceeds its critical value Ra.. The
asymptotic theory of rapidly rotating nonmagnetic con-
vection Jones et al. [2000] gives Ra, = cE~*?, where the
constant ¢ is 1.13, 4.12, and 8.05 for Pr = 0.1, 1, and 10,
respectively. The term “criticality” used in Table 6 is
Ra/Ra_ based on the cE~*? measure of Ra,. The repre-
sentative points for some of the models plotted in Figure
1 lie below the solid line defined by the theoretical Ra,
(for Pr = 1). This is because the theoretical Ra,. is based
on one mode of energy supply and one set of boundary
conditions, whereas various other conditions were used
in some of the models studied. The classification by
Rayleigh number is therefore more ambiguous than that
based on Ekman number. Nevertheless, we shall use the
criticality parameter to measure how strongly a dynamo
is driven. It turns out that for all the slow and interme-
diate rotators, Ra/Ra, is rather small [<O(10%)]. We
shall use values of roughly 1 and 100 to classify models as
weakly driven, moderately driven, or strongly driven.
The distinction between weakly and moderately driven
dynamos is based on the velocity field which is more or
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less regular in the former but chaotic in the latter (see
below and Figures 7, 8, and 9). Among the fast rotators,
only GRY5 is strongly driven (RaE*? > 10*); according
to our definition the GR96 model is moderately driven.

[115] We discuss magnetic field generation in dynamo
models based on three typical examples. Figure 4 com-
pares the azimuthally averaged velocity and magnetic
field structures in these three models. The first is the
benchmark dynamo, which is typical of a weakly driven,
slow rotator. This model is of particular interest because
most of the groups listed in Table 1 participated in the
benchmark test using this model, and good agreement
was found between the reported results [Christensen et
al., 2001]. In this model the convection cells maintain a
regular form. The solution is quasi-stationary, with a
time-independent pattern that drifts steadily in the azi-
muthal direction as envisaged by Zhang and Busse [1988,
1989, 1990] (section 3.1). The second model is SK99
[Sakuraba and Kono, 1999], which is an intermediate
rotator, driven by forcing of moderate strength. The
convection pattern is drastically affected by the magnetic
field, and both the velocity and the magnetic fields are
more or less chaotic. The basic structure retains, how-
ever, something in common with the first group of mod-
els, namely, the cartridge belt convection and associated
concentrations of magnetic flux. The third model is
GRY6 [Glatzmaier and Roberts, 1996a], which is not as
strongly driven as the GR95 model but which is a fast
rotator. Because of the dominance of the Coriolis force
and the need to dispose of the energy released above the
inner core, much of the activity is concentrated within
the tangent cylinder, i.e., the imaginary cylinder that
touches the ICB on its equator. Heat transfer is greatest
in regions near the polar caps, and the magnetic field is
strongly concentrated there.

[116] Figure 5 displays the energy spectrum in the core
for all three models. In each case, the magnetic energy
exceeds the kinetic energy. Their ratio depends on how
strongly the dynamo is driven; although the magnetic
energy is about 10 and 50 times larger than the kinetic
energy in the benchmark and SK99 models, it is about
1000 times greater in the GR96 model. Another notable
feature of Figure 5 is the rate of decrease of energy with
increasing harmonic degree /. In the benchmark model
the decay is quite rapid with a reduction of about 10*
between / = 1 and / = 40. The SK99 model shows a
reduction of only about 10 across this range, even
though this model employs a weak hyperdiffusivity. The
GR96 models are usually integrated with rather a severe
hyperdiffusivity (see section 3.2.3 and Table 6), but the
simulation reported by Roberts and Glatzmaier [2000a]
used no hyperdiffusivity whatever, although numerical
resolution required a truncation level of L = 239.

5.2. Comparison of Dynamo Behavior in Typical
Models

[117] In this section, we describe the MHD processes
seen in various dynamo models. We first return to the
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Figure 4. Snapshots of azimuthal averages of meridional and azimuthal components of velocity (V,,, V)
and magnetic field (B,,, B,,) for (top) the benchmark, (middle) SK99, and (bottom) GR96 models. The
positive (negative) contours indicate counterclockwise (clockwise) meridional field lines (V,, and B,,) and

eastward (westward) azimuthal fields (V,, and B,).

supercritical cartridge belt convection described in sec-
tion 4.2, i.e., the slow to intermediate rotators. The way
this convection generates field has, up to now, been
studied at low to moderate energies. We describe why it
is a successful dynamo. We then turn to more strongly
driven dynamos and stress the differences caused by the
greater energy available to the system. We shall also
touch on some issues that are of general interest to
dynamo theorists.

5.2.1. Kinematics of the Cartridge Belt Dynamo
[118] Figure 6 is taken from a cartoon prepared by
Kageyama and Sato [1997c]. Figure 6a shows the distor-

tion of a westward directed zonal field line (labeled 1),
situated just outside but touching the cartridge belt in
northern midlatitudes, by the fluid motions in the vicin-
ity of two adjacent cells, the cyclonic cell being to the
west of the anticyclonic cell. The flow in the “valley”
between the cells is inward (toward Oz) and tends to
draw the field line into the valley, as indicated by the
curve labeled 2. This stretches the field line against its
tension, i.e., —=V-(J X B) > 0, corresponding to the
creation of magnetic energy from kinetic energy (see
section 2.1.1). At the same time, the flow created by
Ekman pumping draws the field line upward within the
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Figure 5. Kinetic (KE) and magnetic (ME) energy densities in the core for the benchmark, SK99, and GR96
models of which the last was calculated without hyperdiffusivity [Roberts and Glatzmaier, 2000a]. The abscissa
and ordinate indicate the spherical harmonic degree / and the energy contained in each degree, as a fraction

of the total magnetic energy.

anticyclone and downward within the cyclone, so giving
the field a meridional component in the z direction, as
indicated by the curve labeled 3.

[119] A similar process operates in the Southern
Hemisphere where, as we show below (Figure 12d), the
toroidal field is directed eastward. The curves labeled 1
and 3 in Figure 6a are shown again in Figure 6b together
with their partners in the Southern Hemisphere. It may
be seen that the two lines of type 3 are in close proximity
near the point labeled a, and one can readily imagine
that they will reconnect and straighten up to create a
magnetic field line lying approximately in a meridional
plane and crossing from one hemisphere to the other, as
in a dipole field. When we consider the net effect of all
the convection cells in the cartridge belt, we see that a
complex field has been created from the initial axisym-
metric zonal field and that the field has a nonzero mean
meridional part. Such processes were considered in sec-
tion 1.1. They correspond to an « effect that is positive

in the Northern Hemisphere of the core and negative in
the Southern Hemisphere.

[120] To close the regenerative loop, we must create
the mean zonal field from the mean meridional field.
Kageyama and Sato [1997c] established unequivocally
that in the case of their dynamo (KS95), this was brought
about by the w effect of the mean zonal flow, which has
a form similar to that shown in Figure 3. This flow is
symmetric with respect to the equatorial plane and
stretches the meridional field lines (which are of dipole
type, see Figure 6) into the ¢ direction, giving them an
east to west component in the Northern Hemisphere
and a west to east component in the Southern Hemi-
sphere. This is exactly what is required to complete the
regenerative loop for the mean field (see section 1.3.1).
The dynamo is therefore of aw-type (see section 1.3), as
are the KS95 models and probably the benchmark and
SK99 models also (see V,, in Figure 4). However, there
is also the possibility that the zonal field required to
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Figure 6. The dynamo mechanism as explained by Kageyama
and Sato [1997c]. (a) A pair of cyclonic and anticyclonic con-
vection cells with clockwise or anticlockwise rotation is associ-
ated with a poleward or equatorward transport (shown by the
open arrows), which deform the toroidal magnetic field lines
from 1 — 2 — 3. (b) Similar deformation of the magnetic field
occurs in the Southern Hemisphere but with the opposite sense
and finally generates the poloidal field by magnetic reconnec-
tion near the points marked a and a’. Reproduced with the
permission of the authors and the publisher (American Insti-
tute of Physics).

complete the regenerative loop is created from the me-
ridional field by the « effect (see section 1.3). It appears
that the COG model is such an o dynamo [see Olson et
al., 1999].

5.2.2. Magnetic Flux Concentration in Cyclones and
Anticyclones

[121] Although the signs of the helicity in both cy-
clonic and anticyclonic columns are the same within a
hemisphere, the distribution of magnetic flux in the two
types of columns is not the same. As one may guess from
the directions of influx and efflux in the columns de-
scribed in section 4.2, the magnetic flux is concentrated
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into the anticylones near the equatorial plane, and into
the cyclones near the poles. Figures 7-9 compare the
complex correspondences between the velocity and mag-
netic fields for the case of the three typical models. The
benchmark model represents a slowly rotating, weakly
driven dynamo, the SK99 model is an intermediate ro-
tator with weak to moderate driving, and the GR96
model represents a fast rotator driven by an moderate
energy supply (see Figure 1 and Table 6).

[122] Figure 7 shows the axial components of the
vorticity (W) and the magnetic field (B,) on the equa-
torial plane for the three models. For the first two
models it is clearly seen that the magnetic flux is strongly
concentrated inside the anticyclones (which rotate coun-
terclockwise as seen from the north, ie., W, < 0). In
equatorial latitudes the fluid within the anticyclones
moves poleward (see below) and can be supplied only by
an inward flow from the outside. This, in turn, draws the
magnetic flux into the anticyclones. In the case of the
benchmark dynamo the patterns can be seen to have
clear fourfold symmetry. In the SK99 model the pattern
is more or less chaotic (and changes with time), but the
strong magnetic flux is again confined within the anticy-
clones. On the other hand, there appears to be no
immediate correspondence between the patterns of W,
and B, in the case of the GR96 model; the distribution of
W, shows that there are about four pairs of cyclonic and
anticyclonic rolls, but the distribution of B, does not
follow suit. Another difference between the benchmark
and SK99 models and the GR96 model is that the
direction of the magnetic field is nearly uniform in the
former two but strong reversed magnetic flux exists in
the latter.

[123] At the surface of the sphere the correspondence
between vorticity and field is completely reversed. In the
benchmark model (Figure 8a) the positions of the con-
centrated magnetic flux are displaced by about 30° to the
west of their equatorial positions (Figure 7a) and now
reside inside the cyclones (clockwise rotation, i.e., W, <
0). In the SK99 model (Figure 8b) the displacements of
the concentrations from their equatorial positions are
not the same in every case, but their positions again
coincide with the cyclones. For the GR96 model (Figure
8c), there seems to be little correspondence between the
convection rolls and the magnetic flux concentrations.
Instead, there is a notable intensification of the of mag-
netic field near the poles (inside the tangent cylinder).

[124] To demonstrate that the magnetic flux concen-
tration in the anticyclones or cyclones in the cartridge-
belt-type dynamos is caused by the convergence of fluid,
the flow pattern in the equatorial plane is depicted in
Figure 9 (left), where the poleward flux (V) is given by
contours and the velocity components perpendicular to
the rotation axis (V; and V) are shown by arrows. Figure
9 (right) presents the flow pattern inside the Ekman
layer (r = 0.98R,)); in this case, contours give the radial
components (V,), and arrows give the horizontal (V, and
V) components of the velocity. In the benchmark and
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(c) GR96

1

Figure 7. Snapshots of the axial components of the vorticity (W.) and the magnetic field (B,) in the
equatorial plane, for (a) the benchmark, (b) SK99, and (¢) GR96 models. In this and Figures 8, 9, 10, and 16,
red (blue) color and contours show positive (negative) values, and green line gives the zero contour. The
concentration of the magnetic flux in the anticyclones (W, < 0) is evident in Figures 7a and 7b but is not
significant in Figure 7c.
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Figure 8. Snapshots of the radial components of the vorticity (I¥,) and the magnetic field (B,) near the CMB
for (a) the benchmark, (b) SK99, and (c) GR96 models. The value of B, is that at the surface, but I, is given
by the value inside the Ekman layer (r = 0.98R,). Contrary to Figure 7, the magnetic flux is concentrated in
the cyclones (W, > 0) in Figures 8a and 8b, and near the north pole in Figure 8c. Shown by orthogonal
projection centered at the north pole.

SK99 dynamos the counterclockwise and clockwise cir- Ekman layer can be seen from the ¢ component of
culation associated with the cyclones and anticyclones is  velocity near the boundaries of two convection cells.
very clearly seen. The convergence of fluid into anticy- This phenomenon is more evident from the velocity
clones in the equatorial plane and into cyclones in the components perpendicular to the plane. For a more
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Figure 9. Snapshots of the flow (left) in the equatorial plane and (right) in the Ekman layer below the CMB
(r = 0.98R,). Color shade and contours give the flux perpendicular to the plane under consideration (V, on
the left and V. on the right). Arrows show the velocity component in the plane (V, and V,, on the left and V,
and V,, on the right). In the benchmark (Figure 9a) and SK99 (Figure 9b) models, flux converges in the
anticyclones (red) in the equatorial plane, and in cyclones (blue) in the Ekman layer. In GR96 model (Figure
9c), a very strong outward flow exists near the pole, which is caused by the strong upward transport in the polar
region associated with the thermal wind.
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detailed discussion on flux concentration in cartridge-
belt-type convection, see Sakuraba and Kono [2000].

[125] There is also circulation of the type discussed
above in the GR96 model (Figure 9c), but the corre-
spondence between the magnetic flux and cyclones or
anticyclones is not so direct in the GR96 model. In this
rapidly rotating system the interior of the tangent cylin-
der plays a more important role than the region outside
it. The highly concentrated V, flux near the north pole
and the associated strong outward flow in the Ekman
layer indicate this fact for the velocity field, while a
strong concentration of magnetic flux is seen near the
north pole in Figure 8c.

5.2.3. MHD of the Cartridge Belt Dynamo

[126] When Ra is so large that the magnetic Reynolds
number, Rm, of the flow significantly exceeds the critical
value, Rm,, at which the kinematic dynamo described in
the section 5.2.2 becomes marginally possible, a weak
seed field will grow until nonlinear terms, and particu-
larly the Lorentz force J X B, halt further growth. Here
we consider some of the ways in which this saturated
solution differs from the nonmagnetic state.

[127] In section 4.1 we saw that in a plane layer the
scale of convection in directions perpendicular to ) is
increased by the presence of a magnetic field. The same
is true for convection in a spherical annulus, and it brings
about a reduction in m,, corresponding to a reduction in
the number of convection rolls. This happens whether
the magnetic field is applied, as in section 4.1, or is
generated by dynamo action, as here. Figure 10 shows
such an example based on the SK99 model, in which the
axial component of vorticity W, in the equatorial plane is
compared for three stages of the same simulation. When
there is no magnetic field, eight pairs of more or less
regularly spaced cyclonic and anticyclonic convection
rolls can be seen (Figure 10a). The convection pattern
also exhibits a “trailing” effect; the cell is elongated in
the direction of rotation. When a magnetic field is gen-
erated by dynamo action, the number of cells is progres-
sively reduced as the magnetic field increases. Also the
trailing of the cells become less and less clear, indicating
that the magnetic field has reduced the zonal shear
present in the nonmagnetic system. In Figure 10b the
magnetic field is still weak, and the kinetic energy is
larger than the magnetic energy, while the magnetic field
is fully grown and its energy is ~50 times larger than the
kinetic energy in Figure 10c. When the magnetic field
becomes strong enough, the symmetry between the cy-
clones and anticyclones is broken and the anticyclonic
rolls (negative W) become more dominant (Figure 10c).

[128] It is well known that when the Lorentz force is
interpreted through the Maxwell stresses, the magnetic
field lines are in tension but repel each other. This
means that they resist being concentrated together in the
way described in section 5.2.2. They therefore oppose
being forced together into the anticyclones in the equa-
torial plane and into the cyclones near the poles. Figure
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(c) Strong magnetic field

Figure 10. Snapshots showing the effect of magnetic field on
the pattern of fluid motions in a convecting spherical shell in
the SK99 model, as seen by the axial component of the vorticity
(W) in the equatorial plane for (a) the nonmagnetic case, (b)
the weak magnetic field regime, and (c) the strong magnetic
field regime. Note the changes in the number of convection
rolls and in the trailing effect.

11 shows one half of the equatorial section at the same
time as in Figure 10c. The strongest concentration of the
magnetic field lines is in the anticyclone situated at 180°
latitude. There the Lorentz force is strong and points
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(a) velocity

Figure 11. A snapshot of (a) the velocity, (b) the Coriolis
force, and (c) the Lorentz force in the equatorial plane based
on the SK99 model. This and Figure 12 show the SK99 model
at the same moment as in Figures 7-10. Reproduced from
Sakuraba and Kono [1999], with the permission of the pub-
lisher (Elsevier Science BV).

away from the center of the convection cell. This strong
outward force is opposed by the Coriolis force which
points inward in the case of the anticyclonic cell. To
establish this balance, anticyclones should grow in size as
the magnetic field becomes stronger [Sakuraba and
Kono, 1999]. Such a strong effect of the magnetic field
on the velocity is not seen in weakly driven dynamos
such as the KS95 and benchmark models.

[129] An even more drastic change can be discerned in
the structure of the azimuthal shear, . When the mag-
netic field is sufficiently strong, the situation for B = 0
(illustrated by Figure 3) is essentially reversed: the mean
flow is westward far from the rotation axis but is east-
ward elsewhere and, in particular, eastward in the vicin-
ity of the inner core. This again can be attributed to the
dominance of anticyclone in the low to middle latitudes
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(a) Helicity

(b) Zonal Flow

Figure 12. A snapshot of the longitudinally averaged (a)
helicity, (b) zonal velocity, (c) meridional, and (d) zonal mag-
netic field from the SK99 model. Reproduced from Sakuraba
and Kono [1999], with the permission of the publisher (Elsevier
Science BV).

[Sakuraba and Kono, 1999]. Such a situation is illustrated
by Figure 12.

5.3. Strongly Driven Dynamos

[130] In section 4.1.3 we considered the onset of con-
vection in a rapidly rotating plane layer when a magnetic
field that owes its existence to sources outside the layer
is present. We observed that the critical Rayleigh num-
ber is reduced by the magnetic field; when the Elsasser
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number A = O(1), for example, it was O(E ") rather
than the much greater O(E~*?) that applies when B = 0.
We attributed this to a weakening of the Proudman-
Taylor constraint by the magnetic field, so that convec-
tion occurs more easily. The situation is not very differ-
ent when the magnetic field is created within the layer by
dynamo action [see Jones and Roberts, 2000b]. A system
convects more readily if it can create its own dynamo;
convection can then occur subcritically at values of Ra
much less than the Ra, for nonmagnetic convection
described in sections 4.1.2 and 4.2. In this sense, strongly
driven dynamos are far more supercritical than is sug-
gested by the steeper set of lines (based on Ra,) drawn
in Figure 1. This is why the thin lines (of constant Ra,,)
were added to Figure 1. However, since convection can
generate the field that it needs to overcome the rota-
tional constraint only if it has finite amplitude (Rm ~ 1),
it cannot be described accurately by marginal theories
such as those outlined in sections 4.1.2 and 4.2.

[131] This discussion highlights the fact that the char-
acterization we adopted in section 5.1, in which a dy-
namo is classified by the size of its Rayleigh number, is
not completely satisfactory. When the field is sufficiently
strong, the value of Ray; = E Ra may provide a more
realistic parameter with which to gauge whether or not
the dynamo is strongly driven. Alternatively and perhaps
preferably, we might distinguish between different dyna-
mos not (through Ra or RaE*?) by how strongly they are
driven but (through A) by how large the magnetic fields
are that they produce. A dynamo is a “strong field
dynamo” if it maintains a field of order, or greater than,
(20Muepy)"? and is a “weak field dynamo” otherwise.
Perhaps the main objection to characterizing a dynamo
in this way is that A is not known until the numerical
integrations have determined how strong the field is that
it creates. Although the Lorentz force is as large as, or
larger than, the Coriolis force in a strong field dynamo,
this does not mean that all vestiges of two dimensionality
are lost. The Lorentz force has no naturally preferred
direction, but in countering the rotational constraint the
magnetic field and Lorentz force acquire a preference
for the direction of . This is ultimately the reason why
the magnetic compass needle points north. A strong field
dynamo is merely a subcritical state of convection which
is available to a sufficiently large body of electrically
conducting fluid. According to our definition in section
5.1, it is not necessarily strongly driven.

[132] The fact that a rapidly rotating system lying in an
externally produced magnetic field convects when Ra >
Ra,, where Ra, = O(E~") for A ~ 1, suggests (but by no
means proves) that the same is true for a strong field
dynamo. If this suggestion is correct, as was essentially
postulated by Taylor [1963], the well-known uncertainty
in the viscosity of core fluid may not have important
dynamical consequences because Ra, = O(E ") implies
that the temperature gradient 3, required for convection
is independent of v (see section 4.1.3); also A ~ 1
implies that the field created by the dynamo is indepen-
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dent of v. Further, from section 4.1.2 one would antici-
pate that the scale of convection in a strong field dynamo
is that of the fluid container; the convection cells are as
broad as they are deep. A degree of caution is, however,
advisable especially in view of the alternative proposal of
Braginsky [1975]; if the geodynamo is of model Z type, it
will operate only if Ray, is larger than O(1). The motions
in the dynamos described below certainly display striking
features on scales much smaller than R,,.

[133] The GR95 and GR96 models are driven more
strongly than the SK99 model and appear to be strong
field dynamos. The magnetic field energy in the GR95
and GR96 models is usually greater than the kinetic
energy density by about 1000; this factor is more typically
50 for the SK99 model. Their magnetic activity is con-
fined more completely than the SK99 model to the
interior of the tangent cylinder. They also operate at
smaller Ekman numbers (see Figure 1), and this gives
them some highly developed two-dimensional features.
Figure 13 shows that the helicity and differential rota-
tion are largely confined to the tangent cylinder, as, in
fact, are the electric currents. Meridional circulations
exist outside the tangent cylinder but are much weaker
than the circulations within it. The temperature gradient
is also greatest inside this cylinder. The buoyancy force
produces an outward flow near and along the rotation
axis. The return flow skirts the surface of the tangent
cylinder. The meridional flow near the poles is therefore
away from the rotation axis but is toward that axis near
the equator. This flow is deflected by the Coriolis force
to create a strong zonal wind, which is eastward near the
inner core and westward near the polar caps. The asso-
ciated o effect is very strong, as are the associated
magnetic stresses on the inner core (which is electrically
conducting in these models) (see section 5.4.1).

[134] From Figures 7-9 we see that the greater ther-
mal forcing of the SK99 model, as compared with the
benchmark model, results in some irregularity in its
structure. This tendency becomes even more pro-
nounced when the models are driven still more strongly.
This is seen with particular clarity in the GR95 and
GR96 models, which behave in a very irregular way, and
it is no accident that these were the first geodynamo
models to undergo polarity reversals [Glatzmaier and
Roberts, 1995b].

5.4. Other Aspects of Dynamo Mechanisms

5.4.1. Rotation of the Solid Inner Core

[135] On the basis of GR95, Glatzmaier and Roberts
[1995a] predicted that the inner core of the Earth drifts
eastward relative to the mantle at about 1° per year. The
reasons were analyzed by Glatzmaier and Roberts
[1996b]. In short, the drift is an example of Lenz’s law. In
their models (in which the inner core is electrically
conducting) the heat from inside the tangent cylinder is
carried mostly by the meridional circulations inside the
cylinder. Because of rotation, circulations produce
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Figure 13. A snapshot of the longitudinally averaged tem-
perature perturbation, helicity, differential rotation, and me-
ridional circulation in the GR95 model. Note the strongly
concentrated activity within the tangent cylinder. Reproduced
from Glatzmaier and Roberts [1995a], with the permission of
the authors and the publisher (Elsevier Science BV).

strong thermal winds, which are zonal and in opposite
directions in the deeper and shallower parts of the fluid
core (Figure 14). The zonal velocity in the neighborhood
of the ICB is eastward, and unless the inner core rotates
at a rate very similar to that of the adjacent fluid, a large
magnetic couple is speedily brought into play that
quickly restores corotation. A similar situation arises in
the SK99 models; Figure 12 clearly shows that the zonal
flow of the fluid in contact with the ICB is eastward, but
in this case a larger effect is caused by the low-latitude
part, i.e., outside the tangent cylinder. Sakuraba and
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Figure 14. A sketch of the flow pattern in the GR models.
The meridional circulations near north and south poles carry
heat from the ICB to the CMB. Because of the rotation these
induce a strong zonal thermal wind in the directions indicated.
The dashed line shows the tangent cylinder. Reproduced from
Glatzmaier and Roberts [1997], with the permission of the
authors and the publisher (Taylor and Francis Ltd).

Kono [1999] attributed this effect to the dominance of
anticyclones near the equatorial plane brought about by
the approximate balance between Coriolis and Lorentz
forces (see Figure 11).

[136] Soon after Glatzmaier and Roberts’ [1995a] pre-
diction, two groups reported seismic evidence for the
superrotation of the solid inner core at about the ex-
pected rate [see Song and Richards, 1996; Su et al., 1996].
Buffert [1996] argued, however, that a strong gravita-
tional couple, produced by the mantle on the solid inner
core, will lock the two bodies together in a common
motion. The situation is still unclear, but the possibility
that new information about the deep Earth may come
from a study of the rotational state of the solid inner
core is exciting. If gravitational locking defeats Lenz’s
law, the zonal velocity shear at the inner core boundary
will be greater, leading to a larger w effect there.

[137] The decadal variations in the length of the day
are attributed to topographic, magnetic, and viscous
couples exerted by the fluid core on the mantle, of which
the viscous couple seems to be negligible. Prior to Buf-
fett’s [1996] discovery the topographic couple was
thought to be somewhat larger than the magnetic cou-
ple, but the gravitational locking of the inner core to the
mantle has reversed this opinion. The inner core has an
electrical conductivity that is probably rather larger than
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the fluid core, and even though the arm of the torque
exerted on the inner core by the magnetic stresses cre-
ated by the fluid core is so small, it makes (with the
gravitational link between the inner core and mantle
acting as a catalyst) a significant addition to the torque
on the mantle.

5.4.2. Dynamos Operating Between Stress-Free
Boundaries

[138] There is insufficient space in this review to de-
scribe in any depth the way that convection and field
generation is affected by adopting stress-free boundary
conditions instead of the no-slip conditions (19). Simu-
lations that use stress-free conditions include KB97,
GBT99, and some of the COG98 models.

[139] This issue of boundary conditions is a conten-
tious one. Proponents of stress-free boundary conditions
argue that the Ekman layer has a thickness of approxi-
mately 8, = (v/Q)"?, which is only ~10 cm for the Earth,
assuming a molecular kinematic viscosity of 10" m?*s ™",
or at most 10 m if a turbulent viscosity about equal to n
is assumed. It may be hard to believe that such small
scales can significantly influence convection and the geo-
dynamo, which operate on lengths of order D ~ 3000
km. It may then seem natural to dispense with the
Ekman layer entirely by adopting stress-free conditions
on the CMB. Nevertheless, there is perhaps a logical
inconsistency in adopting the stress-free conditions
while, at the same time, retaining a viscosity that is all
too large in the bulk of the fluid.

[140] The Ekman layers are very significant in the
dynamics of rotating fluids in the absence of a magnetic
field. They control the axisymmetric flow (or more pre-
cisely its geostrophic part) far from the boundaries. They
give rise to the so-called “spin-up” timescale, 7o, =
E~"*(2m/w), which for E = 10~ is about 3 X 107 days
~80,000 years and which, though correspondingly less
for larger E, is in the range of interesting geomagnetic
timescales. Roughly speaking, 7, is the time taken by a
rapidly rotating fluid to respond to changes in the angu-
lar velocity of its container (assumed axisymmetric); it is
an approximate measure of the importance of the (vis-
cous) coupling of the geostrophic part of the core flow to
the mantle. Potentially, the replacement of the no-slip
conditions by the stress-free conditions has very serious
repercussions in the nonmagnetic case.

[141] When a magnetic field is present, the situation is
less clear, since topographic and magnetic coupling
across boundaries may relegate viscous coupling to
oblivion. Even if the mantle were electrically insulating,
the strong magnetic coupling between the inner and
outer cores would (via the gravitational coupling be-
tween inner core and mantle) create a torque between
the outer core and mantle (see section 5.4.1). The most
stringent test of the effects of boundary conditions is to
exclude gravitational and topographic coupling together
with electrical conduction in the mantle and to retain
only viscous coupling at the core-mantle boundary
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(which arises only in the no-slip case). On this basis,
comparisons between the no-slip and no-stress cases
were made by Kuang and Bloxham [1997] and Roberts
and Glatzmaier [2000b]. These suggest that the models
behave rather similarly, although the effect of the tan-
gent cylinder appears to be more pronounced in the case
of the no-slip boundaries. In explication, we may recall
(section 5.1) that although Ekman pumping/suction at
the ends of the cyclonic and anticyclonic convection
columns is effective in producing helicity and an « effect,
the sloping ends of the columns create flow along the
columns and also an associated a effect.

[142] Figure 15 focuses on a small area of the phase
space shown in Figure 1 in which two groups (COG98
and GBT99) undertook extensive parameter searches.
They selected different modes of energy supply. Chris-
tensen et al. [1999] specified the temperature difference
between the boundaries; Grote et al. [2000] selected a
uniformly distributed heat source. In spite of these dif-
ferences, the stress-free boundaries and no-slip bound-
aries gave similar results (Figure 15b). Only results for
no-slip boundaries are reported by the COG98 group,
but these seem not very different from the stress-free
results of GBT99 (Figure 15a). Although the dipole
models, and the points where no dynamo was found, are
the focus of Figure 15, the existence of quadrupolar
dynamos and the discovery of the bizarre “hemispherical
dynamos” (jointly shown as “other” on Figure 15) are of
some theoretical interest.

6. COMPARISON WITH THE OBSERVED
GEOMAGNETIC FIELD

[143] The prime aim of geodynamo simulations is to
understand the mechanisms that generate the geomag-
netic field and its variation with time. A second and very
significant ambition is to use this understanding to en-
hance knowledge of the Earth’s interior. Both these
objectives require that detailed comparisons be made
between the results of the simulations and the observed
data on the strength and character of the geomagnetic
field in both the recent and remote past. Such compar-
isons, which require a proper appreciation of the limi-
tations imposed by the data, are made below and have
also been the principal thrust of a recently published
review by a French group [Dormy et al., 2000].

6.1. Problems Associated With the Observed Data

[144] Observations may be conveniently assigned to
one of three time windows: the recent field (10'-10°
years), the archeomagnetic field (10°~10* years), and the
paleomagnetic field (>10* years). These intervals span
the characteristic timescale of the dynamo, which we
may take to be the free decay time of the dipole, about
1.5 X 10* years in the Earth’s core.
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Figure 15. A “phase diagram” for dynamos with Ekman number in the range of (2-4) X 1077, Squares and
circles indicate models with Ekman numbers in the ranges of 2-3 and 3-4 times 10~>. Most of the data are
either from Christensen et al. [1999] (squares) or Grote et al. [2000a] (circles). Dynamos producing fields of
dipole type are distinguished from failed dynamos and from other types of dynamo (quadrupolar or

hemispherical).

6.1.1. Instrumental Observations

[145] The recent field is quite accurately known. It is
measured very precisely by magnetic observatories, by
magnetic surveys, and by satellites such as Magsat or
@rsted [Olsen et al., 2000]. The most severe limitation
inherent to this type of data is their brief time span.
Systematic instrumental observations of the global mag-
netic field commenced only in the nineteenth century
when C. F. Gauss organized an international coopera-
tion in magnetic observations [e.g., Langel, 1987]. Even
if the values of the inclination and/or declination that
were measured prior to the time of Gauss are included
(which are accurate to within a degree or so; see the
recent compilation of Jackson et al. [2000]), the total
time interval covered by the data is a mere four centu-
ries. To learn about the field over longer time intervals,
we must necessarily rely on data of much lower accuracy
supplied by the indirect observations.

6.1.2. Observation of the Past Magnetic Field

[146] Although different time windows are their tar-
gets, archeomagnetic and paleomagnetic data are ob-
tained by essentially the same procedures: the measure-
ment of the natural remanent magnetization (NRM) of
either natural objects such as rocks or man-made arti-
facts such as pottery. The main distinction between the
two categories is the resolution in age. For times less
than about 2 X 10 years in the past, there is good age
control, through old documents, archaeology, stratigra-
phy, or '*C and other dating techniques. Data from
different locations can be compared reasonably well
because uncertainties in age are only about 100 years or
less. Such accuracy is unattainable in paleomagnetic
studies.

[147] Paleomagnetic data come mainly from two dif-
ferent sources: volcanic rocks (e.g., lavas) and sediments.
The acquisition of magnetization by volcanic rocks (ther-
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moremanent magnetization, TRM) is well understood
[Véel, 1949]; it can be reproduced and studied in the
laboratory. The main problem is that the intervals be-
tween eruptions are very irregular. Even when samples
are collected from a section that includes tens or even
hundreds of lava flows (good examples are found in
places like Iceland and Hawaii), there is no way to
accurately estimate the length of time between succes-
sive eruptions. They may erupt in quick succession (at
intervals of less than 100 years), but there may be qui-
escent intervals in which eruptions are separated by 10*
years or more. Accordingly, data from volcanic rocks are
mainly used to infer statistical properties of the magnetic
field. Within the limitations imposed by this lack of age
control, volcanic data supply very reliable information,
especially about field directions in the past. Volcanic
rocks also provide an excellent medium with which to
study the intensity of the magnetic field. Regrettably,
however, analysis is still limited by a paucity of reliable
data [Kono et al., 2000a].

[148] Data from sediments provide continuous read-
ings of past changes in the magnetic field in the form of
depositional remanent magnetization (DRM). As long
cores are obtained routinely by the Ocean Drilling Pro-
gram (ODP), new and interesting data sets continually
become available. These cores are usually dated by mag-
netostratigraphic methods, but independent age esti-
mates can often be made on the basis of microfossil
zonation or oxygen isotope stages. Thus magnetic phe-
nomena that require temporal resolution, such as rever-
sals, have been studied almost exclusively using sedimen-
tary data. Unfortunately, the process through which
sediments acquire and retain their magnetic remanence
is incompletely understood. In particular, it is well
known that the intensity of magnetization is controlled
not only by the Earth’s magnetic field but also by envi-
ronmental changes, such as the chemistry of the ocean
water and the productivity of biota [Tauxe, 1993]. This
means that when we detect a variation in the remnant
intensity, it is not absolutely clear if this reflects a gen-
uine change in the intensity of the magnetic field or
merely records a shift in, for instance, the climate.

[149] Recently, curves of the relative paleointensity
variation over the past 200 kyr [Guyodo and Valet 1996]
and then for the past 800 kyr [Guyodo and Valet 1999]
have been generated. This was achieved by a careful
comparison of good quality sedimentary data from the
world’s oceans. The prospects seem excellent that sedi-
mentary data will provide a description of past magnetic
field variations that is temporally well resolved.

6.1.3. Problem of Resolution

[150] Another important limitation of magnetic data
from all time windows is that they inevitably sample the
field at the Earth’s surface, which is remote from the
sources of magnetism, which lie in the core. The ampli-
tude of the /th harmonic of the geomagnetic field de-
creases with distance r from the geocenter as r /2.
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Accordingly, only harmonics of degree 12 or less in the
signal from the core can be discerned at the Earth’s
surface, the remainder being swamped by sources of
permanent magnetism in the crust. In other words, only
features of the surface field with a wavelength of roughly
3000 km or greater are relevant to the geodynamo;
shorter wavelengths have nothing to do with the dynamo
process [Langel and Estes, 1982].

[151] This obstacle is illustrated in Figure 16, which
compares the radial magnetic field produced by the
dynamo model of SK99 at the CMB with the same field
at the Earth’s surface [see also Roberts and Glatzmaier,
2000a]. At the CMB the magnetic fields constructed
from the low-degree harmonics (L = 6, 12) alone show
marked differences from those produced at higher res-
olution (L = 24, 43). There are even some features
which look different at L = 24 and at L = 43 (e.g., in the
Southern Hemisphere near the center of the panels). At
the surface of the Earth, on the other hand, it is already
difficult to distinguish between the models truncated at
L = 6 and L = 12. Figure 16 forcibly demonstrates the
difficulty of deducing from the surface field the true
nature of the core surface field and inference of the core
surface flow.

6.2. Field Structure Seen From Recent Observations
[152] We will now describe some of the characteristics
of the geomagnetic field obtained from the recent ob-
servations and compare them with what we see in some
of the dynamo models. We include only properties that
throw light onto the basic nature of the geodynamo.

6.2.1. Dominance of the Axial Dipole
[153] The geomagnetic field is usually expressed by the
geomagnetic potential P,

R I1+1
v = REZ > (f) P'(cosB) (g]" cos md

m

+ h' sinmd), (70)

where g/", hj"* are Gauss coefficients, Ry is the radius of
the Earth, and P/" is the Legendre function. If it is
assumed that the mantle is an insulator, this expansion
gives the field everywhere outside the core as B = —
VW¥. Gauss coefficients are related to the core field
through the boundary condition (48) at the CMB:

m 1 (1 + 8m0)21T 172 RE I+2 m m
ST'(Ry) = Tl 21 R, (9" —ih]").

(71)

The factor in brackets arises from differences in defini-
tion: completely normalized spherical harmonics (equa-
tion (39)) are mostly used in studying core MHD, but
Schmidt-normalized Legendre functions, which are only
partially normalized, are employed in analyzing geomag-
netic data:
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(a) At the CMB (b) At the surface

Figure 16. Examples of the radial component of the magnetic field as seen (a) at the CMB and (b) on the
surface of the Earth for various truncation levels L. The contour intervals are the same for all the panels in
Figure 16a, which is 50 times that used in Figure 16b. Note the very small change in Figure 16b.
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[154] About 90% of the magnetic field energy at the
surface of the Earth is due to its dipole moment, and the
axial dipole component gj is responsible for most of that
[Langel and Estes, 1982]. The dominance of the axial
dipole throughout geological time is perhaps the most
fundamental property of the geomagnetic field. The
precise field morphology prior to the Mesozoic is hard to
recover not only because of the paucity of data but also
because of the effects of plate motions. Nevertheless, the
paleomagnetic data are consistent with the hypotheses
that the geomagnetic field was generally dipolar and
(when independent information is available) that the
dipole axis was very close to the rotational axis [see, e.g.,
Merrill et al., 1996].

[155] Almost all the MHD dynamo models so far
reported, including all those listed in Table 1, create
dipole-dominated fields. In this, they are in satisfactorily
agreement with observation.

6.2.2. Westward Drift

[156] One of the best known features of the secular
variation of the geomagnetic field is the westward drift
of some of the surface features. This was at first modeled
by a westward motion of the field as a whole at a speed
of a few tenth of a degree per year [Bullard et al., 1950].
This description has given way to a more recent view in
which the surface field has both stationary and drifting
features [Yukutake and Tachinaka, 1969]. The most
prominent drifting features are strong and tend to be
flux patches reminiscent of sunspots [Bloxham et al.,
1989]. Perhaps the drifting features are intrinsic to the
dynamo mechanism, while the fixed ones may be the
result of inhomogeneities in the structure or thermal
state of the lower mantle.

[157] Kono et al. [2000b] examined the surface field
of the SK99 model and discovered that there are
strong foci of magnetic flux near 50° (and 20°) north or
south, which migrate either to the west or to the east.
There did not seem to be much preference in the
directions of motion; the eastward drift occurred with
about the same probability as the westward drift. They
also found that these flux concentrations tend to ap-
pear and disappear rather randomly; the average life-
time of a typical focus is about 1000-2000 years.
Another interesting finding was that because of the
strong attenuation of short wavelengths with distance,
flux concentrations of this type might not be observ-
able at the Earth’s surface (see Figure 16). Conse-
quently, they concluded that drifting features seen on
the Earth’s surface may not directly correspond to
anything significant at the CMB.
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[158] Figure 17 compares the longitudinal drift of
the radial geomagnetic field at the equator during the
last 400 years [Jackson et al., 2000] with the drift of the
radial field produced by the homogeneous model of
Glatzmaier et al. [1999] during a period of 5000 years.
Most of the core surface features in the model drift to
the west (in agreement with the observations), and the
same features can be correlated with what is seen at
the surface of the Earth. The zonal flow in the GR95
and GRY6 simulations is dominantly eastward, but the
magnetic field pattern drifts westward; this is true
even at the surface of the inner core. The westward
drift in such strongly driven models is clearly a wave
phenomenon. Because these models are strongly sto-
chastic, the dominant longitudinal wave number of the
field changes with time, as the wave pattern repeatedly
forms, breaks down, and reforms, a vacillation that
may be related to the finite lifetimes of secular vari-
ation foci.

[159] The character of a diagram of the type shown
in Figure 17 depends on the time interval selected and
the latitude chosen for the display. It appears, how-
ever, that the typical morphology of the Glatzmaier et
al. [1999] model shown in Figure 17 differs from that
of the SK99 model analyzed by Kono et al. [2000b].
The magnetic flux is more strongly concentrated in the
SK99 simulation than in most of the GR95 and GR96
simulations, perhaps because of the fact that stronger
hyperdiffusivity (section 3.2.3) and a rather low trun-
cation level (L = 21) were employed in the latter
models. Very intense flux concentrations were, how-
ever, created by the highly resolved model of Roberts
and Glatzmaier [2000a]. This suggests that westward
drift may depend sensitively on the computer model
used to derive it and therefore that comparisons be-
tween observed and simulated westward drifts may
provide a basis for preferring one simulation over
another as a model of the geodynamo.

6.2.3. Magnetic Power Spectrum

[160] The energy density (also often called the “pow-
er”) of a potential field of degree / on the surface of a
sphere of radius r, within which the field is generated,
may be written in terms of Gauss coefficients as [Lowes,
1974]

Ry 2(1+2) 1
R(r) = (r) ¢+ 1) 2 (g +hr

m =0

(73)

The dependence of R, on the harmonic degree [ is
usually referred to as the geomagnetic spectrum. Global
measurements by the Magsat satellite showed that R,
decreases exponentially with increasing / with an expo-
nent that is small at the CMB. In other words, it could be
represented by a white source lying only slightly beneath
the CMB [Langel and Estes 1982]. Although this prop-
erty has only been established for the present-day mag-
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Figure 17. Time-latitude section of the radial component of the magnetic field at the equator for (bottom)
the homogeneous model of Glatzmaier et al. [1999] compared with (top) the geomagnetic field in the last 400
years [Jackson et al. 2000]. The left and right sections show the patterns at the CMB and at the surface of the
Earth, respectively. Note that for the top panel the time axis is expanded 2.5 times.

netic field, it is often speculated that it is a fundamental
property of the geomagnetic field throughout geologic
time (e.g., see section 6.3.2 and Constable and Parker
[1988]).

[161] The spectra implied by some dynamo models
also support this idea [Glatzmaier and Roberts, 1995b;
Kono et al., 2000b]. Figure 18 compares the present-day
magnetic power spectrum obtained by @rsted satellite
[Olsen et al., 2000] with the ones obtained from several
dynamo models. Although the spectra for the dynamo
models were derived only from “snapshots,” they are not
much altered if the snapshots were taken at different
times (provided, of course, they are not taken during a
reversal). It may be seen that the decay of the power is
quite rapid both for the benchmark model as well as for
the two GR96 models, but the reasons are rather differ-

ent. The benchmark model is forced rather weakly, so
that R, decreases strongly and systematically; the GR
models are (hyper)diffused rather strongly, resulting in a
rapid decrease in R; beyond / ~ 10.

[162] In contrast, the power spectrum for the SK99
model (for which only a weak hyperdiffusivity was re-
quired) does not decay as quickly. This is also true of the
highly resolved Roberts and Glatzmaier [2000a] model,
which employed no hyperdiffusivity whatever. One
interesting feature of Figure 18 is that in all the models
as well as in the observed field, the power residing in
the quadrupole field (I = 2) is much less than in the
dipole. In fact, there is a tendency for the power to drop
quite sharply at / = 2 and to recover at a higher degree
(! = 3 or larger). This may be another important
property of Earth-type dynamos, but we still lack com-
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Figure 18. Magnetic field power at the core surface. “@rsted” refers to the present field measured by the
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pelling evidence for, and a good explanation of, this
phenomenon.

6.3. General Field Structures in the Long Term

[163] We shall now concern ourselves with character-
istics mostly revealed by analyses of the paleomagnetic
field. They are statistical properties but seem to be quite
robust. Any dynamo model with ambitions to simulate
the geomagnetic field must replicate these properties.

6.3.1. Strength of the Dipole Moment

[164] It is known that during the last 5 or 10 Myr the
strength of the magnetic dipole follows a normal distri-
bution, having a mean and standard deviation of 8.9 and
3.5 X 10%*A m?, respectively [Kono and Tanaka, 1995b)].
Within the experimental uncertainties, both the normal
and reversed polarity data can be fitted by the same
distribution. It is of particular interest that the mean
value is not significantly different from the present-day
value of 8 X 10**A m*. McFadden and McElhinny [1982]

argue that the fit of the data to a lognormal distribution
is closer. Selkin and Tauxe [2000] suggest that the mean
would be reduced if only very reliable data were used.
Very extensive paleointensity determinations on a Ha-
waiian drill core [Laj and Kissel, 1999] suggest, however,
that the dipole moment really does follow a normal
distribution and also that the mean is similar to the one
determined by Kono and Tanaka [1995b].

[165] Figure 19 compares the distribution of the axial
dipole moment (g7) derived from paleomagnetic data
with those of three MHD dynamo models. It is clearly
seen from Figure 19a that the observed distribution in
each of the normal and reversed polarities is unimodal
and has a similar shape. In the final analysis, it is this fact
that justifies the geodynamo hypothesis (section 2.1).
Nondynamo sources of magnetic field would favor one
polarity over the other and would create an asymmetry
that is conspicuously absent from Figure 19a.

[166] In discussing the geomagnetic data we shall from
now on adopt the geodynamo hypothesis. Consequently,
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Figure 19. Distribution of the axial dipole moment g9 during (a) the last 5 Myr according to paleomagnetic
observations [Kono and Tanaka, 1995b], (b) about 5 X 10* years according to the SK99 model [Kono et al.,
2000b], and about 3 X 10° years according to (c) the homogeneous and (d) the tomographic models of

Glatzmaier et al. [1999].

we shall assume that that all statistical properties of the
observed geomagnetic field that are linear in B are zero,
any deviation from this being attributed to insufficient
data. This must also be true of the fields created by the
dynamo models, but here we face a difficulty with sta-
tistical sampling. The models are computationally ex-
pensive, and it is rarely possible to integrate them for
long enough to put the normal and reversed states on an
equal statistical footing. Indeed, some models reverse
rarely or not at all, so that “long enough” can mean “for
ever”! These are models in which the distributions for
normal and reversed polarity overlap very little, or not at
all. For example, the benchmark dynamo is quasi-sta-
tionary, and its unimodal distribution is therefore a
single “spike” (a delta function), at the constant value of
g! that it steadily maintains. The degree of overlap of the
normal and reversed distributions is related to the fre-
quency of reversals [Kono, 1972]. Such an overlap is seen
in Figure 19a. Figure 19b concerns the SK99 model. This

maintained only one polarity, but it seems doubtful from
the form of its distribution that it is truly unimodal.
More likely it is a reversing dynamo that, because it was
integrated for only about 50,000 years, did not have
sufficient time to reach the other polarity state even
once.

[167] Figures 19c and 19d focus on the two MHD
models on which Glatzmaier et al. [1999] concentrated
most of their attention: the “homogeneous” model and
the “tomographic” model. These underwent polarity re-
versals, but their distributions of g{ are quite different
from each other and from that of the Earth. Small values
of g are practically absent from the homogeneous
model but are quite abundant for the tomographic
model, for which there is little distinction (in terms of
the frequency of occurrence) between “typical” values of
g} and “abnormally low” ones. In this respect, the tomo-
graphic distribution differs substantially from those of
the paleofield and the homogeneous model, but the
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latter distributions themselves differ significantly from
one another in other ways. The two well-populated parts
of the distribution generated by the homogeneous model
are well separated and are not similar to each other in
shape. Their large separation suggests that this model
spends most time in stable polarity states which are not
seriously threatened by the possibility of reversal. This
also explains the pronounced differences in the shapes
of the normal and reversed distributions in Figure 19c¢;
even though this model was integrated for more than
550,000 years of simulated time, this was insufficient to
make the two distributions very similar.

[168] The tomographic model is driven at the core-
mantle boundary by a heat flux that is asymmetric with
respect to the Northern and Southern Hemispheres. It is
important to reiterate that this asymmetry does not
introduce any bias that favors the normal over the re-
versed state or vice versa; B and —B are equally good
solutions of the equations governing the convective dy-
namo, irrespective of differences in the thermal forcing
or, indeed, differences in the internal structure of the
Earth. The asymmetry of Figure 19d merely indicates
that the 300,000 years over which this model was inte-
grated was again insufficient to establish statistical sym-
metry between the polarities. This does not mean that
geomagnetic data are incapable of detecting inhomoge-
neities in the structure of the Earth. However, future
studies of “magnetic tomography” must rely on qua-
dratic properties of B, such as the power spectrum
studied in section 6.2.3, or correlations between B at
different times or places or between Gauss coefficients.

[169] None of the three dynamo models featured in
Figure 19 reproduces the Earth’s g distribution well,
and all the models listed in Table 1 are equally unsatis-
factory in this respect. It therefore seems likely that the
distribution of g will prove useful in testing the credi-
bility of every new model as a viable geodynamo, though
only if the model is integrated for a long enough time for
convincing statistics to be assembled.

[170] Prévot et al. [1990] observed that the intensity in
the lower Mesozoic was smaller, by a factor of 2-3, than
it was before or after. They called this the “Mesozoic
dipole low.” This also features in the recent paleointen-
sity data compilation of Tanaka et al. [1995] and appears
to be robust. Kono and Tanaka [1995b] pointed out that
throughout the time during which paleointensity data
are available (a period of ~3 Gyr), the intensity seems to
lie within a rather narrow range, in which the maximum
and minimum differ only by a factor of ~4. They suggest
that the geodynamo mechanism operated in essentially
the same way for more than 3 Gyr. This view conflicts
with that of Hale [1987], who argued that a sudden
increase in the dipole moment occurred about 3 Gyr
ago, coinciding with the birth of the inner core. Sakuraba
and Kono [1999] compared two simulations that were
identical except that one has an inner core, and the other
does not. Although there were differences in the work-
ing mechanism of the two dynamos, the fields they
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created, as seen at the outer boundary, were very similar
in both form and magnitude. The model was, however,
integrated over too short a time for dogmatic claims to
be made. For another exploration of the effects of vary-
ing the core radius, see Roberts and Glatzmaier [2001].
Decisive examination of questions of this type will un-
doubtedly be a target in future geodynamo research.

6.3.2. Paleosecular Variation

[171] As noted earlier, by their nature, data from
volcanic rocks are best suited for statistical treatment. In
paleomagnetism the most popular method of analysis of
paleosecular variation (PSV) used to be that developed
by Cox [1970]. In this method the mean directions of
magnetization of individual lava flows are converted to
the position (0,, ¢,) of the virtual geomagnetic pole
(VGP) by

cos 0, = cos 0 cos p + sin 0 sin p cos D (74)

sin($, — &) = sin p sin D/sin 6,

where 6 and ¢ are the colatitude and longitude of the
sampling site, / and D are the inclination and declination
of the magnetic field, and p is the magnetic colatitude
given by the dipole formula cotp = % tan /. The angular
standard deviation (ASD) of the VGPs is then calcu-
lated from

(75)

where N is the number of lavas and A, is the angular
distance of the ith pole from the mean pole position. Cox
[1970] showed that the ASD is mainly determined by the
latitude of the sampling site, increasing monotonically
from about 14° at the equator to ~20° at 70°N or 70°S.

[172] A very different approach for the study of PSV
was suggested by Constable and Parker [1988]. They
proposed that over a sufficiently long time interval,
Gauss coefficients (apart from the axial dipole term gY)
behave as normally distributed variates having zero
means and variances independent of the order m of the
harmonic. Appealing to the geomagnetic power spectra
derived from satellites (see section 6.2.3), they further
supposed that the expectation values of the power spec-
trum (equation (73)) at the core surface is exactly flat.
(Strictly speaking, this implies that the total magnetic
energy outside the core is infinite. In reality, the spec-
trum is slightly “pink” at the CMB, as seen in section
6.2.3.)

[173] The assumptions of Constable and Parker [1988]
lead to a unique form for the variances of the individual
Gauss coefficients:

_ (RJR)%
S+ DRI+ 1y

o}

(76)
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where a is a constant, to which they assigned a value of
27.7 T (which is quite similar to the present-day value
of 30 wT). As equation (76) implies that all Gauss
coefficients (after suitable normalization) are distributed
in the same way (i.e., the normal or Gaussian distribu-
tion), they called their proposal the “giant Gaussian
model.” Ideally, this model can describe the changes in
Gauss coefficients by only two parameters (the mean of
g} and «). However, it was found necessary to assign a
nonzero mean to g5 and a variance o7 for dipole coeffi-
cients which is different from the value given by equa-
tion (76) [Constable and Parker, 1988]. Their original
model was further modified later to account for the
dependence of the ASD of the VGPs on latitude [John-
son and Constable, 1997]. Nevertheless, it can be truly
said that their model provides a fresh approach to PSV
studies. Its viability can be quantitatively assessed by
using paleomagnetic data. It is also well suited for com-
parison with the results of dynamo simulations.

[174] Figure 20 shows the distributions of Gauss coef-
ficients of degrees 1 and 2 for the homogeneous and
tomographic models of Glatzmaier et al. [1999]; similar
diagrams were provided for the SK99 model by Kono et
al. [2000b]. (Distributions for the axial dipole were al-
ready given in Figure 19 and are not included again in
Figure 20.) It may be seen that all the coefficients follow
a unimodal distribution which can be approximated very
well by a normal distribution. Apart from g5 in the
tomographic model, all the coefficients have means that
are not statistically different from zero. Furthermore, as
predicted by the giant Gaussian model, the distributions
depend only on the degree / of the spherical harmonic
and not on its order m. In short, the models of Glatz-
maier et al. [1999] seem to satisfy the assumptions of the
giant Gaussian model rather well.

[175] Kono and Tanaka [1995a] showed that the orig-
inal giant Gaussian model cannot reproduce the ASD—
latitude relation deduced from the paleomagnetic data.
They further demonstrated that the paleomagnetic ob-
servations can be explained most naturally by assigning a
greater variance to the (2,1) harmonics (i.e., g5 and h3)
than the giant Gaussian model envisages. Interestingly,
the SK99 dynamo model exhibits this greater variance
[see Kono et al., 2000b]. The Glatzmaier et al. [1999]
simulations give very similar variances for all the degree
2 coefficients (Figure 20), so they are more consistent
with the original giant Gaussian model than is the real
Earth! (It should perhaps also be mentioned that the
(3,2) harmonics provide another, though much less
likely, way of explaining the behavior of the ASD.)

[176] Figure 21 compares the ASD—Iatitude relations
derived from the paleomagnetic data with those simu-
lated by three dynamo models. While the two models of
Glatzmaier et al. [1999] give essentially constant values of
the ASD, the SK99 model (with its larger (2,1) vari-
ances) exhibits a strong latitude dependence that some-
what resembles the observations [Kono and Tanaka
1995a]. The similarity between the observation (Figure
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Figure 19) for the homogeneous and tomographic models of
Glatzmaier et al. [1999], for the same time interval as Figure 19.
All the coefficients except g3 of the tomographic model can be
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only on the degree /.

21b) and the behavior of the SK99 model (Figure 21c)
may be just a coincidence; the model was integrated for
a time equivalent to only about 50,000 years. Neverthe-
less, by highlighting deviations from too idealized sym-
metric states, characterizations of the geomagnetic field
of this kind may provide useful insights into the geody-
namo mechanism and may motivate more realistic geo-
dynamo simulations.

6.3.3. Departure From Axial Dipole Field
[177] It is well known that the Earth’s surface mag-
netic field is approximately that of a dipole located at the
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center of the core, with its axis aligned with the rota-
tional axis. This observation is extended to the geocentric
axial dipole (GAD) hypothesis, by which we assume that
the suitable average of the field of the Earth in the past
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is exactly that of the axial dipole at the geocenter. This is
the basic postulate of paleomagnetism. Data analysis has
shown that the GAD hypothesis is a good approximation
for the last 200 Myr or so. It is difficult to test the
hypothesis prior to about 200 Ma, however, because all
ocean floor of that age has been destroyed by subduc-
tion.

[178] The GAD hypothesis is an idealization and does
not hold perfectly, however. Wilson [1970] discovered
that the distribution of the younger Cenozoic VGPs is
not centered at the north pole but is shifted to the far
side of the north pole as seen from the sampling site.
Paleomagnetic data from other sampling sites subse-
quently confirmed this. The phenomenon can be ex-
plained by supposing that the axial dipole is located not
at the geocenter but is displaced slightly, by ~100 km, to
the north. Equivalently, it can be interpreted by a com-
bination of the axial dipole and quadrupole, g + g5.
Because this feature is seen in both polarities, it can be
concluded that g! and g5 are correlated. Figure 20 shows
that the mean of the g9 distribution is nonzero for the
tomographic model of Glatzmaier et al. [1999]. It is
difficult to judge if this feature corresponds to the “di-
pole offset” seen in paleomagnetism; the sampling pe-
riod for the tomographic model is not quite long enough
to satisfy the geodynamo hypothesis, as seen from the
asymmetric distribution of g{ in Figure 19d (see also
sections 2.1 and 6.3.1). Even so, it may represent a
feature which persists quite a long time, as may be the
case for the observed dipole offset itself. The relation
between model and field behaviors can better be judged
after carrying out a long enough integration of the
model; if we find that the mean of g5 changes sign with
that of the axial dipole, we can conclude that a hetero-
geneous boundary condition can also cause the dipole
offset.

[179] There are observations that indicate that the
GAD hypothesis may be poor approximation for older
fields [Kent and Smethurst, 1998]. The distribution of the
inclination (actually its absolute value |I|) is not compat-
ible with the GAD hypothesis. Bloxham [2000a, 2000b]
proposed an explanation based on a dynamo model
which, like the earlier models of Glatzmaier et al. [1999],
assumed that the heat flow at the CMB is inhomoge-
neous, i.e., varies with horizontal position on the CMB.
More explicitly, he found that by supposing that the heat
flux from the core is a combination of a uniform flow
together with a flow that varies with colatitude as
P,(cos 6), he could simulate the proposed distribution of
|I| prior to 250 Ma. His model is perhaps the first that has
been designed with the specific aim of explaining a single
feature of the paleomagnetic observations. Such studies
will become more common in the future.

6.4. Magnetic Reversals

[180] Geomagnetic reversals are the marvels of geo-
magnetism, one of the most spectacular phenomena in
the whole of geophysics. Although the details of the
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reversal process are still incompletely understood, the
occurrence of reversals is well documented by volcanic
rocks, by sediments, and especially by oceanic magnetic
anomalies [Cande and Kent, 1995]. Since the seafloor is
younger than 200 Ma, the reversal history is less well
known for the lower Mesozoic and earlier ages [Opdyke
and Channell, 1996].

[181] The first reversal of polarity in a MHD dynamo
model was presented by Glatzmaier and Roberts [1995a,
1995b]. An extensive study was performed by Glatzmaier
et al. [1999] to examine the conditions that control the
occurrence and the nature of reversals. This work
reached provocative conclusions that were pursued by
Coe et al. [2000] in a very detailed study of the simulated
reversal process.

[182] It appears that the polarity reversals are realized
only in strongly driven dynamo models, which (as we
have seen) require either very high levels of truncation
or the injection of hyperdiffusivity. Some doubts were
expressed that the reversals of the GR95, GR96, and
Glatzmaier et al. [1999] models were direct consequences
of the hyperdiffusivity they assumed and would not oc-
cur if it were removed. These doubts were laid to rest by
Ochi et al. [1999], who reported the occurrence of two
reversals in their compressible model (KS95) which does
not employ hyperdiffusivity. They had, however, to inte-
grate the equations for quite a long time and to increase
Ra beyond the value assumed in the original simulation
of Kageyama et al. [1995].

[183] Reversals are a quite complex phenomenon. In
the reversals observed in the MHD dynamo simulations,
each occurrence seems to show some unique property. It
is therefore difficult to cover every aspect of this diverse
phenomenon. What we discuss in the following is only a
brief summary of the problems posed by reversals. In-
terested readers are referred especially to the work of
Coe et al. [2000].

6.4.1. Normal and Reversed Polarities

[184] Several analyses of paleomagnetic data have at-
tempted to establish differences between the states of
normal and reversed polarity, but these have been uni-
formly unsuccessful or unconvincing. The present con-
sensus in the paleomagnetic community is that the geo-
magnetic field has no significant preference for one
polarity over the other [Merrill et al., 1996]. This is no
surprise to dynamo theorists, since it merely confirms
the validity of the geomagnetic dynamo hypothesis (see
section 2.1).

6.4.2. Reversal Frequency

[185] The geomagnetic reversal timescale is very well
established for the last 160 Myr. The reversal frequency
in the last 20 Myr or so is ~5 Myr ' but steadily
decreases as we go back in time. Between about 85 and
125 Ma, there was a long interval without any reversal
whatever. This is the Cretaceous Long Normal (CLN)
superchron. Going backward in time from the CLN, it is
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found that the reversal frequency increases from zero to
about its present value over a time span of ~40 Myr. It
has been suggested that the CLN reflects a state of the
geodynamo that differs fundamentally from the geody-
namo in ordinary times [McFadden and Merrill, 1995].
Further back in time, another very long reversed state
existed during the Permian [Opdyke and Channell, 1996].
Perhaps this indicates that a process exists, having a
characteristic time constant of about 10° years, that
takes the dynamo from a frequently reversing state to a
nonreversing state and back. Dynamo simulations cov-
ering such long intervals of time have not yet been
performed. Glatzmaier et al. [1999] did, however, exam-
ine the effects on the geodynamo of different heat flow
boundary conditions at the CMB and found these were
very significant. This provided concrete support for the
popular notion that changes in the lower mantle, occur-
ring on the timescale of convective overturning in the
mantle, affect the workings of the core dynamo and
change the reversal frequency.

6.4.3. Reversal Morphology

[186] In the last 20 Myr or so, a magnetic reversal
occurred on average once every 200 kyr [Cande and
Kent, 1995]. A magnetic reversal is generally of short
duration compared with the intervals of time between
reversals, during which the field remains in a normal or
reversed polarity state. During a reversal, the field de-
creases substantially to 1/5 or even 1/10 of its prereversal
intensity. There is no unique or satisfactory way of
defining the duration of a reversal. Even if we defined it
to be, for example, the time taken by the VGP to move
from within 10° of one geographic pole to within 10° of
the other, the answer would depend on the site from
which the observations were made. Even if this were not
the case, the MHD simulations suggest that no two
reversals are the same and are not completed in the
same time [Coe et al., 2000]. It is not surprising therefore
that on the basis of the change in field direction, esti-
mates of geomagnetic transition times mostly lie in a
wide range, from 2000 to 5000 years. The weakening and
recovery of the intensity may take longer than the rever-
sal in field direction [Merrill et al., 1996]. A transition
time estimated from the drop in field intensity therefore
tends to be longer.

[187] It is difficult to understand the global character-
istics of a reversal because it is rare that detailed records
for the same reversal are available from different parts
of the world. (For some recent reversals, however, mul-
tiple data are becoming available [see Love and Mazaud,
1997].) Consequently, a reversal is studied mostly
through the VGP path that pertains to a single site.
These paths are in many cases quite complex. A reversal
is not a smooth movement of the VGP from the vicinity
of one pole to the neighborhood of the other. There may
be periods of extremely rapid movement [Coe and Pré-
vot, 1989]. Prior to the reversal proper, an aborted
reversal, known as a “kickback event,” may occur; some-
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times, in a so-called “cryptochron,” one reversal is
quickly followed by another that restores the original
polarity [Cande and Kent, 1995]. In some cases the VGP
remains at an intermediate position for a prolonged
period of time [Hoffman, 1991].

[188] Figure 22 is reproduced from Glatzmaier et al.
[1999], who examined how the frequency and morphol-
ogy of polarity reversals are altered when the total heat
flowing from the core to the mantle is assigned on the
CMB in different ways. Some assignments made rever-
sals frequent events (e.g., Figure 22¢); others seemed to
discourage reversals (e.g., Figure 22¢). These findings
suggest that slow changes in the lower mantle tempera-
ture distribution, due to plate tectonics and mantle over-
turning, may account for the existence of long intervals
of one polarity (e.g., the Cretaceous Long Normal) and
may also explain why during other periods (e.g., the
Cenozoic) reversals are quite frequent events.

[189] In Figure 22, the “homogeneous” (Figure 22g)
and “tomographic” (Figure 22h) models are of special
interest; this is why some of their characteristics have
already been described above. The tomographic model
was so named because by choice of heat flux over the
CMB it attempts to form a link with a study of seismic
tomography from which the temperature distribution in
the Earth’s lower mantle was inferred. During the sim-
ulated time over which this model was integrated, the
field reversed twice, but the morphology of the reversals
was somewhat dissimilar to that of geomagnetic rever-
sals. The homogeneous model assumes that the outward
heat flux is uniform over the CMB, a very simple bound-
ary condition which, however, led to reversals that seem
to be consistent with the paleomagnetic observations
[Coe et al., 2000].

[190] It is clear that the study of magnetic reversals is
still incomplete, but exciting times lie ahead. As multiple
data from worldwide sites become available, paleomag-
netism will tell us what really happens to the field during
a reversal, and this information will help to guide dy-
namo theorists toward models that are consistent with
the data.

6.5. Other Observations

[191] There are a host of other paleomagnetic obser-
vations that may in the future play a significant role in
guiding dynamo modelers. Some of these are not yet
sufficiently well established. Others are based on obser-
vations whose relevance to the geodynamo is hard to
judge at this time, and they will remain hard to evaluate
until dedicated studies are undertaken by dynamo sim-
ulators. Some of them are described below because of
their potential importance in understanding dynamo
process.

6.5.1. Longitudinal Preference in the VGP Paths

[192] The longitudinal preference phenomenon is per-
haps one of the best known in geomagnetism, and it is
also one of the most controversial. It was pointed out by
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Laj et al. [1991] that the reversal VGP paths inferred
from Quaternary and early Tertiary sedimentary records
lie in preferred bands, one centered on the Americas
and the other about 180° in longitude away. Prévot and
Camps [1993] did not find any such preference from past
lava flows in Iceland.

[193] Researchers in favor of preferred bands suggest
that they may be related to the anomalously low velocity
region in the lower mantle centered on the Pacific dis-
covered by seismic tomography [e.g., Su et al., 1994].
There is no doubt that the mantle controls core dynam-
ics through the boundary conditions it imposes at the
CMB, but whether this explains the preferred VGP path
is still an open question. Coe et al. [2000] performed a
very detailed analysis of the reversals experienced by the
homogeneous and tomographic models of Glatzmaier et
al. [1999]. In the case of the tomographic model they
found that the low-latitude VGP path tended to be
confined to one sector. Figure 23 shows the heat flow
pattern assumed for the tomographic model and the
density of VGPs obtained by this dynamo model. It can
be seen that the transitional VGPs seem to be concen-
trated on two latitude bands, remarkably reminiscent of
the observation by Laj et al. [1991]. However, this may
again be just a coincidence. A more detailed study is
needed before we can conclude that the lower mantle
controls the VGP paths.

6.5.2. Sawtooth Pattern in Intensity

[194] Valet and Meynadier [1993] found that in some
sediment cores covering the last few million years the
intensity of magnetization changed in a peculiar saw-
tooth pattern and that magnetic reversals and excursions
occurred when the intensity was smallest. According to
their ideas, after the polarity reversal, the field quickly
attained its largest magnitude and then starts to weaken
again. Valet and Meynadier [1993] interpret this phenom-
enon by supposing that the dynamo weakens until it
reaches a transitional state but after undergoing a rever-
sal or an excursion it climbs to a high-energy state before
starting to weaken again. Whether this process truly
represents a change in the magnetic field intensity is
controversial. Also, Kono and Tanaka [1995b] observe
that this interpretation conflicts with the observed nor-
mal distribution of the dipole moment, since an increase
in intensity linear in time produces a flat distribution of
intensity (or dipole moment).

6.5.3. Excursions as Aborted Reversals

[195] The normal polarity of the Earth’s field has
persisted throughout the last 790 kyr [Cande and Kent,
1995], but there have been reports of numerous occa-
sions on which the field direction deviated by a large
amount from its usual direction and may in some cases
have nearly reversed [Champion et al., 1988]. These
short-lived (~10? years) deviations are called the mag-
netic excursions. They are usually defined as states in
which the VGP deviates from the pole by more than 45°.
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Figure 22. Results of eight dynamo simulations reproduced from Glatzmaier et al. [1999]. For each model
the pattern of the CMB heat flux, the trajectory of the VGPs during reversals, and the evolutions of the VGP
latitude and dipole moment with time are shown from top to bottom. The heat flow patterns for the models
(except the tomographic model) are a combination of a uniform heat flux corresponding to the spherical
harmonics (}, m) = (0,0) and heat fluxes proportional to (a) (1,0), (b), (2,2), (c) and (d) (2,0), and (e) and (f)
(4,0); (g) in the case of the homogeneous model, there are no further harmonics. (h) Model assumes a heat
flux based on an interpretation of results from studies of the seismic tomographic model of the lower mantle.
Reproduced with the permission of the authors and the publisher (Nature Publishing Company).
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TOMOGRA
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Figure 23. Correlation between the boundary conditions and the VGP distribution in a model of Glatzmaier
et al. [1999]. (top) Heat flow pattern assumed at the CMB and (bottom) VGP density calculated for a period
including the second of the two polarity reversals observed in their “tomographic model.” Reproduced from
Coe et al. [2000], with the permission of the authors and the publisher (the Royal Society of London).

It is often argued that excursions are aborted reversals.
Glatzmaier and Roberts [1995b] proposed that excursions
are reversal attempts in the outer core that were not
completed because the inner core did not have time to
respond. This idea is based on the observation by Holler-
bach and Jones [1993] that because of its long time con-
stant, the inner core tends to suppress rapid changes in the
outer core. The time constant of the fluid core is deter-
mined by convection and is short (~100 years), while that
of the inner core is its magnetic diffusion time, which is
quite long (~1500 years). While the explanation of Glatz-
maier and Roberts [1995b] is certainly a possibility, it would
be premature to believe it. Reliable observations of excur-
sions are almost exclusively from the present Brunhes
chron. During earlier chrons the short duration of excur-
sions makes reliable observations quite difficult.

7. SUMMARY AND CONCLUSIONS

[196] We have reviewed recent simulations that are
three-dimensional, truly nonlinear, magnetohydrodynamic
(MHD) models of the geodynamo. These have already
considerably advanced understanding of mechanism gen-
erating the Earth’s magnetic field in a way that was not
thought possible even a few years ago. Some of their more
significant implications are summarized below.

1. For the first time, the dynamo process has been
modeled without making arbitrary or artificial assump-
tions; the physics is complete. The basic equations are
fully self-consistent and include all nonlinear interac-
tions. In this respect, these integrations can be said to be
“first principles calculations.”

2. In dynamos that are driven weakly or driven mod-
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erately strongly, the fluid motion is of cartridge belt type,
in which convection cells are aligned approximately with
the rotation axis and are almost uniformly spread around a
cylindrical surface centered on that axis. These cells appear
as pairs of cyclones and anticyclones, and in addition to this
circulation around their axes, there are convective flows
along the axes associated both with the Ekman suction/
pumping in the boundary layers at the CMB and the
sloping ends of the cells where they meet the CMB.

3. The cyclones rotate anticlockwise as seen from the
north and are associated with an equatorward flow. In
the anticyclones the situation is reversed (clockwise ro-
tation with poleward flow). Consequently, both the cy-
clones and anticyclones have negative (positive) helicity
in the Northern (Southern) Hemisphere, which helps to
stretch and twist the magnetic field to convert toroidal
field into poloidal, a process that in the past has been
parameterized by the a effect.

4. The converging flows in the Ekman boundary layer
at the CMB as well as in the equatorial region tend to
concentrate magnetic flux within the cyclones (at the
CMB) or anticyclones (at the equator). This process is
significant in intensifying the magnetic field and is lim-
ited by the Maxwell stresses of the field itself, which try
to spread the magnetic field lines apart.

5. In strongly driven dynamos the interesting dynamic
and magnetic activity is largely confined to the interior of
the tangent cylinder. This is because of the large amount
of heat that has to be carried outward. The thermal
winds in the north and south polar regions play a very
important role in generating the highly concentrated mag-
netic field in the polar regions. This is in striking contrast to
the less strongly driven dynamos in which the concentra-
tions of magnetic flux are found at about 50°N or about
50°S and are associated with the cartridge belt convection.

The dynamo simulations have opened up the possi-
bility of making comparisons between the behaviors of
models and the observations of recent and paleomag-
netic fields. Although these comparisons are currently at
a rudimentary level, it is hoped that ultimately, at some
time in the future when models are created that repro-
duce all known facts about the geomagnetic field past
and present, such comparisons will allow new facts about
the Earth’s internal structure and dynamics to be confi-
dently inferred. This is because it is obviously possible to
probe all characteristics of a model in a way that will
never be possible for the real Earth. Some of the more
significant results of comparisons between the existing
models and the Earth are listed below.

6. Almost all the dynamo models reported so far
create a strong axial dipole component (g7). More pre-
cisely, the field harmonics define a power spectrum of
approximately power law form, but the dipole lies
“above” this spectrum; the quadrupolar contribution
(! = 2) tends to lie below the spectrum. Both these
characteristics are in encouraging agreement with the
present Earth’s field.

7. Other dipole and nondipole components seem to
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behave in a stochastic way, so that in a long run, their
magnitudes follow normal distributions with zero mean.
Such features were already anticipated from studies of
the paleomagnetic field. The harmonics of the same
degree [ seem to have similar statistical properties.

8. An important exception to the above rule, seen
both in the observations and in the behavior of the SK99
model, concerns the anomalously large amplitude of the
m = 1 harmonics for [ = 2. However, the coincidence
may be a merely due to the short integration time of the
SK99 model.

9. Some of the models showed that under certain
inhomogeneous boundary conditions the axial quadru-
pole (g9) or octupole (g3) may be significantly correlated
to the axial dipole (g7). This is similar to the “dipole
offset” observed by paleomagnetists.

10. A few models underwent magnetic reversals, which
represent perhaps the most important characteristic of the
Earth’s magnetic field. In particular, Glatzmaier et al.
[1999] showed that the frequency as well as the morphol-
ogy of reversal depends strongly on the boundary condi-
tions at the CMB. Some of their models gave reversals
which are, in many ways, surprisingly similar to the paleo-
magnetically observed ones [see Coe et al., 2000].

The remarkable progress in dynamo simulations is
likely to continue for many years to come. There are
some obstacles that may, however, not easily be sur-
mounted. In closing this review, we shall point out some
of the more important of these.

11. To attain the parameter range appropriate for the
real Earth in dynamo simulations is a truly formidable task
that no computer will be able to overcome in the near
future. For example, consider the difficulty of resolving an
Ekman layer of thickness 10 cm (or even 10 m) at the
surface of a core 3500 km in radius! The increased spatial
resolution necessitates the concomitant expense of very
small time steps in the integrations. The large Rayleigh
number and very small Ekman number of the Earth’s core
will pose severe obstacles for many years to come. Lacking
an explosive growth in computer technology, one can hope
for theoretical development or innovation in numerical
methods that either can parametrize the physics well or can
drastically diminish the computational load of small Ek-
man number calculations (see section 2.2.4).

12. Even if difficulty 11 were overcome, the corre-
spondence between the simulations and the real Earth
would remain imperfect until the physical properties of
the core become better known than they are at present.
However, we confidently expect that advances in seis-
mology and mineral physics, including high-pressure ex-
perimentation and first principles calculations, will grad-
ually fulfill the needs of geodynamo simulators.

13. In trying to compare the simulations with the obser-
vations, we became strongly aware of the inadequacy of the
available data in many respects. Some of the shortcomings
are inevitable: such as bad time resolution in paleomag-
netic data or the geometrical factor R./R, defining the
signal level at the surface of the Earth, which prohibits the
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direct observation of small-scale features at the sur-
face of the core. We felt, however, that many of the
remaining problems can be solved. In particular, the
paleomagnetic data do not yet have high enough qual-
ity nor a tolerable distribution in space or time. To
make fruitful comparisons with simulation results, a
dedicated effort will be required on the paleomagnetic
side to obtain data that are sufficiently reliable and
complete. We believe that the paleomagnetic commu-
nity will rise to the challenge.

[197] In this review, comparisons were made mostly
between the dynamo models and magnetic observa-
tions. Observations related to the core (and lower-
most mantle) from other branches of geophysics are
not so abundant nor easy to compare with dynamo
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models at present, but it can be hoped that compari-
son with these will become possible in the near future.
For instance, length of day changes and polar wander
on timescales of 100 years or longer or seismic signals
related to core oscillation (the Slichter mode) are
some of the candidates which can provide tests for
geodynamos. For such comparisons, it goes almost
without saying that the quality of the observed data
will be of prime importance.

APPENDIX A: NOTATION AND CORE VALUES

[198] The symbols with the meaning and typical values
appropriate for the core are summarized in Table Al.

Table Al. Notation and Typical Values Applicable to the Core®

Symbol Meaning Definition Value Unit

a thermal expansion coefficient 1077 K!

at compositional expansion coefficient dimensionless
B temperature gradient aT/or 1x107*2 Km™!

€ generation of heat in a unit volume Ks!

L radius ratio (inner core versus outer core) R,/R, 0.351 dimensionless
n magnetic diffusivity /oo 2 m? s~}

(¢} temperature perturbation T-T 1073 K

K thermal diffusivity klp c, 5% 10°° m?s!

A Elsasser number B*2Q) popm 0(10) dimensionless
o permeability of vacuum 4 X 1077 Hm™!

v kinematic viscosity 10°° m*s !

£ fraction of light elements dimensionless
p density 9.9-12.2 X 10° kg m—?

o electric conductivity 4 x 10° Sm™!

U] magnetic potential (for external field) Tm

Q rotation rate of the mantle 727 X 1073 st

B magnetic field 3x10°? T

B magnetic field outside the core -V 10~* T

C codensity dimensionless
¢, heat capacity at constant pressure 840 7 Jkg ' K!
D spherical shell thickness R, — R, 2.26 X 10° m

E Ekman number V2QRE 1071 dimensionless
€ Electromotive force VXB A%

G gravitational constant 6.67 X 10! kg ' m?s?
g gravity 10.7-4.4 ms?

H helicity VV X V ms 2

J electric current V X B py A

k thermal conductivity 6 x 107° Jmts K
P pressure 136-329 x 10° Pa

Pm magnetic Prandtl number v/n 5% 107° dimensionless
Pr Prandtl number v/K 0.2 dimensionless
Q dissipation Wm?

q diffusivity ratio K/M 2x 1077 dimensionless
R, radius of the outer core 3.48 x 10° m

R, radius of the inner core 1.22 x 10° m

Ry radius of the Earth 6.37 X 10° m

Ra Rayleigh number aoBugoRy/vK 10%° dimensionless
Rm magnetic Reynolds number VRy/m 0(10%) dimensionless
T temperature 5000 K

A% velocity 4x107* ms*

W vorticity VXV st

“Subscript 0 and 1 are used to indicate values at the CMB and the ICB; § is the estimated superadiabatic temperature gradient in the core,
which is different from the one used in the Boussinesq approximation [Braginsky and Roberts, 1995]. All diffusivities and Prandtl numbers are
based on molecular values. The use of turbulent diffusivities, of the order of v, is probably more appropriate when studying core MHD; see

Braginsky and Meytlis [1990].



40, 4 / REVIEWS OF GEOPHYSICS

GLOSSARY

a effect: The process through which a small-scale motion
and a small-scale magnetic field create a large-scale
electromotive force of the form «(B), where (B) is the
large-scale magnetic field. Close correlation between the
a effect and helicity is noted.

Convection roll: An elongated convective cell, having
the axis nearly parallel to the rotation axis, and occurring
in convection in a rapidly rotating sphere or spherical
shell.

Cowling’s theorem: A theorem stating that a purely
axisymmetric magnetic field cannot be sustained by dy-
namo action.

Critical Rayleigh number: The Rayleigh number (Ra,)
at which a convective system becomes marginally unsta-
ble. Convection takes place if the Rayleigh number Ra
exceeds Ra,.

Cyclone (anticyclone): A flow in a rotating fluid, associ-
ated a low (high) pressure, that has an anticlockwise
(clockwise) circulation as seen from the north. The vor-
ticity of such a system is parallel (antiparallel) to the
angular velocity of the system.

Ekman layer: A boundary layer in the fluid adjacent to
a solid surface in a highly rotating system, i.e., a system
in which the Ekman number E is small.

Ekman suction/pumping: The flow into (out of) an Ek-
man boundary layer, created by anticyclonic (cyclonic)
flow beneath the boundary layer.

Free convection: Convection which takes place in a fluid
when the isothermal surfaces are necessarily oblique to
gravity. Then convection must occur (unless the Ray-
leigh number is zero). This stands in contrast to situa-
tions where a motionless state can exist in which the
isothermal surfaces are perpendicular to gravity. Then a
critical Rayleigh number must be exceeded before con-
vection can occur.

Geocentric axial dipole (GAD) hypothesis: A hypothesis
that the magnetic field of the Earth can, when averaged
over some long enough interval and excluding the rare
cases of magnetic reversals and excursions, be well ap-
proximated by a field produced by a dipole located at the
geocenter and aligned with the rotational axis.
Geodynamo hypothesis: The hypothesis that the Earth’s
magnetic field is produced by the dynamo action in the
conducting liquid core, and not from other sources such
as thermoelectric or electrochemical emfs, or permanent
magnetism.

Geomagnetic spectrum: The dependence of the power
R, of the magnetic field on harmonic degree [. This
depends on distance from the geocenter and is known,
for the accessible values of /, to be nearly flat at the
core-mantle boundary.

Helicity: The scalar product of velocity and vorticity
(V-V x V), which is positive (negative) if the streamlines
of the flow spiral in a right-handed (left-handed) sense.
Hyperdiffusivity: A diffusivity that increases with de-
creasing wavelength. For example, hyperviscosity for
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horizontal scales of spherical convection may be defined
by v = vo(1 + al’), where v, and a are constants and [ is
the spherical harmonic degree.

Intermediate dynamo: A two-dimensional MHD dy-
namo in which only the axisymmetric field and flow are
considered, the field being prevented from collapse by
an «a effect.

Kinematic dynamo: A solution of the electrodynamic
equations for a specified motion in a simply connected
body of fluid conductor (such as a sphere or spherical
shell) that maintains a magnetic field.

Magnetic excursion: A large swing in the direction of the
paleomagnetic field (usually defined by the VGPs which
deviate from the rotational axis by more than 45°) which
almost reaches the reversed polarity but eventually re-
turns to the original polarity. It is interpreted as either a
very large amplitude secular variations or as an aborted
reversal.

MHD dynamo: A homogeneous dynamo satisfying the
full magnetohydrodynamic equations for a specified en-
ergy source (e.g., thermal or compositional buoyancy)
and maintaining a magnetic field.

Model Z: An intermediate dynamo for a highly rotating
fluid in which the zonal flow is so large that its Ekman
pumping creates in the bulk of the fluid a significant
meridional flow. A characteristic of the solution (which
led its name) is that the meridional field created is
almost parallel to the polar (z) axis, except near bound-
aries.

Natural remanent magnetization (NRM): Permanent
magnetization carried by rocks, sediments, or artifacts
such as bricks. They may have been acquired by cooling
from high temperature (thermoremanent magnetiza-
tion, TRM), by deposition (depositional remanent mag-
netization, DRM), or by other mechanisms.

o effect: The process of stretching the meridional com-
ponent of the magnetic field into zonal direction through
the differential rotation in the fluid core.

Polarity reversal: The magnetic field of the Earth, which
is, for most of the time, either in normal or reverse state.
In the normal (reverse) state the VGP stays near the
north (south) pole. A rapid transition from normal to
reverse states, or vice versa, is called the polarity reversal
and takes ~4000 years.

Proudman-Taylor theorem: A theorem that states that
the slow, steady motion of a rotating, inviscid, incom-
pressible fluid is two-dimensional with respect to the axis
of rotation. It is therefore independent of the coordinate
parallel to that axis. This provides what is called a
rotational constraint.

Rayleigh-Bénard convection: Convection in a layer of
uniform fluid of constant thickness and of infinite hori-
zontal extent. A state of convective instability is created
by maintaining the bottom of the layer at a higher
temperature than that at the top.

Secular variation (SV): The fluctuations of the Earth’s
magnetic field over time spans of several decades or
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longer. The long term (>10" years) fluctuations define
the paleosecular variation (PSV).

Tangent cylinder: An imaginary cylinder drawn parallel
to the angular velocity vector, and touching the inner
core boundary on its equator.

Taylor state: An MHD dynamo for a rapidly rotating
fluid in which inertial forces are negligible and in
which viscous forces and Ekman layers play no essen-
tial role.

Virtual geomagnetic pole (VGP): A hypothetical dipole
located at the center of the Earth which would produce
the observed magnetic field direction at a specified site.
Magnetic reversals are most often studied by the VGP
paths corresponding to transitional directions.
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