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Preface

When most people think of space, they think of physical space. Physical space,
which is primarily the concern of physicists and geometers, is defined in refer-
ence to objective, physical measures such as rulers and protractors. As a per-
ceptual psychologist, I am interested in another sort of space: Visual space. Vis-
ual space concerns space as we consciously experience it, and it is studied
through subjective measures, such as asking people to use numbers to estimate
perceived distances, areas, angles, or volumes.

Space perception is an important area to consider for a number of reasons.
First, the study of space perception has a long pedigree. Many of the greatest
philosophers and scientists in history including Descartes, Reid, Berkeley,
Hume, and Kant have examined how well our perceptions of space match physi-
cal reality. The space perception problem has concerned some of the greatest
minds in the history of psychology as well, including Helmholtz, Luneburg,
Titchener, Wundt, James, and Gibson. Space, together with time, is the funda-
mental basis of all sensible experience. Understanding the nature of our spatial
experience, then, addresses one of the most basic intellectual problems. Second,
psychology began as the study of conscious experience. Behaviorism arose in
the 1920s by asserting the proposition that it is impossible to say anything sig-
nificant about conscious experience. Behaviorism is just part of a larger materi-
alist philosophy that pervades modern science and medicine. I believe this mate-
rialist philosophy is over emphasized, and that consciousness is at least as fun-
damental and important as the physical world. This work on space perception is
an attempt to show that one can develop a sophisticated and coherent under-
standing of conscious experience. Finally, there are potential practical applica-
tions of work on this topic. In the real world, predictable errors in spatial per-
ception can have very real consequences, from landing planes badly to driving
mistakes that can cost lives.

Numerous studies have found that physical space and visual space can be
very different from each other. This past work has demonstrated that mis-
matches between physical and visual space are not isolated occurrences, but that
large, systematic mismatches regularly occur under ordinary circumstances. This
book reviews work that explores this mismatch between perception and physical
reality. In addition, this book describes the many factors that influence our per-
ception of space including the meaning we assign to geometric concepts like
distance, the judgment method we use to report our experience, the presence or
absence of cues to depth, the orientation of a stimulus with respect to our point
of view, and many other factors.

Previous theorists have often tried to test whether visual space is best de-
scribed by a small set of traditional geometries, such as the Euclidean geometry
most of us studied in High School or the hyperbolic and spherical geometries
introduced by 19"-century mathematicians. This “synthetic” approach to defin-
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ing visual space relies on laying out a set of axioms characteristic of a geometry
and testing the applicability of the axioms. This book describes this sort of re-
search and demonstrates that the synthetic approach has largely failed because
the empirical research commonly does not support the postulates or axioms
these geometries assume.

I take a different approach based on what mathematicians call metric func-
tions; that is, I attempt to specify the measurable properties of visual space, such
as distances, angles, and areas, using functions that take into account the loca-
tion of a stimulus in physical space and other psychological factors. The main
theme of this book is that no single geometry describes visual space, but that the
geometry of visual space depends on stimulus conditions and mental shifts in the
subjective meaning of size and distance. Yet, despite this variation, our percep-
tions are predictable based on a set of relatively simple mathematical models.

Although this work is primarily intended for scholars in perception, mathe-
matical psychology, and psychophysics, I have done my best to make this dis-
cussion accessible to a wider audience. For example, chapter 2 reviews the
mathematical, philosophical, and psychophysical tools on which this book relies
at what I believe is a very readable level. Because of this, I believe this book
would also make for a good graduate-level textbook on space perception.

Plan of the book. The first two chapters contain philosophical, mathematical,
and psychophysical background material. Visuals space is defined, and I explain
why the problem is important to study. These chapters trace the history of phi-
losophical work on space perception, which antedates psychology. They also
explain how mathematicians approach geometry, describe some of the most im-
portant and widely known geometries, and discuss the psychophysical tech-
niques used to explore visual space.

Chapter 3 looks at synthetic approaches to space perception including work
on hyperbolic, spherical, and Euclidean geometries. I lay out the axioms for
geometries of constant curvature and consider the extent to which these axioms
are supported by empirical work. Chapter 4 proposes an alternative way to in-
vestigate the geometry of visual space, the analytic approach. Here, geometries
are defined by using coordinate equations to express the metric properties of the
space, such as distance, angle, area, and volume. I describe ways of assigning
coordinates to visual space, talk about the origin of visual space —the egocenter,
and talk about the general form of equations to describe metrics. Finally, I dem-
onstrate that visual space violates the assumptions of one of the most general
types of geometries, metric spaces.

The next three chapters review the three other major domains of psycho-
physical research on space perception. Chapter 5 presents a meta-analysis of
studies that ask observers to directly estimate size, distance, area, angle, and
volume. This meta-analysis examines how judgments of the measurable proper-
ties of visual space depend on contextual factors such as instructions, cue condi-
tions, memory vs. direct judgment, the range of stimuli, judgment method, and
so on. Chapter 6 looks at the size constancy literature in which observers are
asked to adjust a comparison stimulus to match a variety of standards at differ-
ent distances away. This chapter discusses the history of this literature and con-
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siders the effects of many variables on size constancy judgments such as in-
structions, cue conditions, age, and stimulus orientation. Chapter 7 discusses
research that takes a multi-dimensional approach toward studying visual space.
These studies look at how size and angle judgments change when stimuli are
oriented horizontally, vertically, or in-depth. In all three chapters, mathematical
models are presented that integrate data presented in the literature reviews.

Chapter 8 talks about how spatial experience is influenced by memory. In
particular, I review factors that affect the development and structure of cogni-
tive maps, including individual difference variables such as age, navigational
experience, gender, and personality. In addition, it describes the types judgment
errors that are unique to cognitive maps. Chapter 9 summarizes and synthesizes
the data and theories discussed in the earlier chapters of the book. In addition,
this chapter discusses spatial experience arising from modalities other than vi-
sion.

Acknowledgments. This book would not have been possible without the as-
sistance of many people. First of all, I would like to thank my editors at Law-
rence Erlbaum Associates, Bill Webber and Lori Stone, who helped guide me
through the publication process in a gentle and professional way. In addition, I
wish to thank Nadine Simms for her help with the production process. I'd also
like to thank Jim Brace-Thompson of Sage Publications for the encouragement
and help he provided shortly after I began writing this book.

I am also grateful to Elaina Shapiro, my undergraduate assistant, who helped
me track down many hundreds of the articles that have gone into this work. She
always approached this monumental task with good humor and enthusiasm. In
addition, I would like to express my appreciation to Evan Feldman and Heather
Kartzinel, whose research has contributed to this book.

I’d like to thank Stephen W. Link and several anonymous reviewers who
gave me sage advice that helped improve the quality of the final product. Steve,
in particular, gave me incredibly detailed feedback and much needed encour-
agement. Thanks, Steve!

I"d also like to acknowledge Susan Bernardo and Katie MacDonald for their
love, tolerance, and support. Finally, I’d like to thank John C. Baird, my mentor,
collaborator, and friend. This book would not have been possible without the
vision and professionalism he displayed throughout our many collaborations.

—Mark Wagner






Introduction
Contrasting Visual, Experiential,
and Physical Space

Time and space are the two pure forms of all sensible perception, and as
such they make a priori synthetic propositions possible.
Immanuel Kant, Critique of Pure Reason

Contrasting Conceptions of Space

This book will investigate the properties of our visual perceptions of space. The
concept of space has been an object of speculation and dispute throughout the
history of philosophy and science. Great philosophers and scientists—Immanuel
Kant, Thomas Reid, Henri Poincaré, Issac Newton, and Albert Einstein (to name
a few)—have considered space (together with time) to be one of the corner-
stones on which existence is based and from which philosophy and science
arise.

At the outset, two terms need to be defined and distinguished: physical space
and visual space. While it is tempting to distinguish between the two by saying
that the latter reflects conscious experience and the former does not, I believe
one must resist this temptation. Both concepts reflect aspects of our experience
of the world. But the attitude we take toward that experience differs between
physical and visual space. Perhaps, I risk offending some readers by reviving the
shadows of Wundt and Titchener, but in perception at least, Titchener was accu-
rate in observing:

All human knowledge is derived from human experience; there is no
other source. But human experience, as we have seen may be considered
from different points of view.... First, we will regard experience as alto-
gether independent of any particular person; we will assume that it goes
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on whether or not anyone is there to have it. Secondly, we will regard
experience as altogether dependent on the particular person; we will as-
sume that it goes on only when someone is there to share it. (Titchener,
1900/1909, p. 6)

However, conscious experience can be a rather slippery conceptual fish to
grapple with. A scientist can only theorize based on solid data, and conscious-
ness does not itself make marks on paper nor does it directly leave other physi-
cal traces that can be studied at leisure.

Harvey Carr once noted, “Consciousness is an abstraction that has no more
independent existence than the grin of a Cheshire cat” (Carr, 1925). To open our
experience to scientific investigation, we must rely on objectively observable
behaviors and verbal reports that attempt to capture some aspect of experience,
and we must resort to operational definitions of our concepts in order to render
them concrete enough to use.

With this in mind, let me define my terms. By physical space I mean the
space revealed to us by measuring devices such as rulers and protractors. Physi-
cal space is objectively defined; that is, the properties of physical space are
largely observer independent. By visual space, I mean the space revealed by the
psychophysical judgments of an observer. Visual space is not objectively de-
fined; that is, the properties of visual space may depend critically on certain as-
pects of the observer, such as location in physical space, experimental condi-
tions, and the mindset of the observer.

Defining visual space this way sidesteps the central issue: do the judgments
people give accurately reflect their subjective experience of the world? Are the
introspective reports that people generate a fair reflection of what is really wit-
nessed internally? No doubt I would be wisest to simply drop the issue; how-
ever, I am too much of a philosopher to pass on without venturing an opinion.

Let me boldly state my own equivocal belief. While I believe that observers
do attempt to base their judgments on their subjective experience of the world
and I believe they really do try to be accurate, it is impossible to say how well
they accomplish their goal. It is impossible to independently verify what is
really in the subjective experience of an observer. The closest proxies we have
are the judgments themselves.

Of course, if we did not believe that the numbers generated in psychophysi-
cal experiments reflected something of a person’s internal experience, we would
quickly lose interest in the subject. Why would one really care about mere num-
ber generating responses? A true behaviorist should find perception boring.

Geometry and space. A variety of geometries have been employed to de-
scribe physical space at different levels of scale. When the distances under con-
sideration are large, Einstein (1922) pointed out that a hyperbolic geometry
might best describe physical space. When the slightly less grandiose distances of
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the earth’s surface are considered, a spherical (or elliptical) geometry makes
sailing or flying around the world quicker and more efficient. Yet, if we confine
ourselves to that range of distances which humans commonly experience; that is,
if we confine ourselves to the ecological level of analysis mentioned by Gibson
(1979); then any curvature in the earth’s surface or in the fabric of space itself is
small enough to be ignored. The world is Euclidean. When distances are meas-
ured by a ruler, the square of the hypotenuse of a right triangle is equal to the
sum of the squares of the two legs to a high degree of approximation—just as
Euclidean geometry would predict. When angles are measured by a protractor,
the sum of the angles of any triangle is always very, very, very close to
180° —just as Euclidean geometry would predict.

The same definite conclusions cannot be made regarding visual space. Peo-
ple are capable of thinking about geometric concepts in different ways. By a
simple mental shift, we can think of the distance from home to work as the crow
flies, as the length of the path to get there, as the time it takes to drive, or as a
segment of the “great circle” that intersects the two points. We can think of dis-
tance as the physicist sees it or take the artist’s perspective and see distance as
the amount of canvas lying between two objects in a painting. One time we can
use category estimation to judge distance and try to keep differences between
categories subjectively identical while another time we use magnitude estima-
tion and try to reflect the ratio of the subjective sizes of targets; and emphasizing
these different mathematical aspects of the situation leads to very different psy-
chophysical functions. Which of the geometries of visual space that result from
these different perspectives is correct? I believe it is best to simply admit that no
single view is correct, but that they all are. All may be valid descriptions of our
varying subjective experience.

In addition, our experience is influenced by the situation we find ourselves
in. Trying to judge the distance to an on-coming car is more difficult at night
than it is during the day. Things that are far away can seem different than when
they are brought close to us, and the angle from which we regard an object can
make a difference to our perceptions of it. The world can seem large in the mind
of a child, but the adult who returns to the old neighborhood is struck by how
small and underwhelming things seem.

As we will see later, many have attempted to specify the geometry of visual
space, but in my view that enterprise is hopeless from the outset. There is no
single geometry that describes visual space, but there are many. The geometries
of visual space vary with experience, with mental set, with conditions, and with
time.

The purpose of this book is to determine how the geometry of visual space
changes along with conditions. In addition, as part of that, this book will look at
the changing relationship that exists between physical space and our visual per-
ceptions of it.
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Memory and space. The foregoing hints that physical and visual spaces are
not the only ones of interest to the psychologist. What of memorial space, space
as we remember it based on a past viewing of an object or setting? Even if one
believed that space as it is directly perceived is both accurate and Euclidean as a
Gibsonian would suggest, a psychologist would have good reason to suppose
that the process of memory would distort our judgments into a very non-
Euclidean form. Memories are incomplete and reconstructed.

Cognitive maps are another step away from direct perception. Cognitive
maps refer to our mental representations of the layout of our surrounding envi-
ronment. Cognitive maps generally concern large-scale environments that are
too big to ever be seen at one time (except perhaps from an airplane or a space
ship); so, cognitive maps are constructed across time based on our unfolding
experience. As we will see later, cognitive maps are riddled with holes (that rep-
resent unexperienced territories), distortions, discontinuities, and non-spatial
associations. A complete characterization of cognitive space is not only non-
Euclidean; it is probably non-Riemannian. In fact, there may be no simple
mathematical system that could ever fully characterize the richly chaotic nature
of our cognitive maps. Cognitive maps may consist of a patchwork of loosely
connected parts.

From a psychological standpoint, memorial space and cognitive maps cer-
tainly deserve our attention, and this book will describe something of their na-
ture. Once more, the family of geometries that describe human experiences ex-
pands. Who could think there might be only one?

Experiential space. Of course, one need not stop here. A more general con-
ception than visual space is that of experiential space. By experiential space I
refer to our experience of space of any kind. By its very nature, the term visual
space excludes spatial perceptions based on the other senses. Yet, clearly we do
perceive space in extra-visual ways. Not only does it make sense to speak of
visual space, but one may also meaningfully speak of auditory space, haptic
space, gustatory space, kinesthetic space, proprioceptive space, and olfactory
space. This book will largely confine itself to vision because the vast majority of
research studies on spatial perception concern visual stimuli, but I will have a
few words to say about these other spaces in various places in this book.

Why Is This Problem Important?

A noble intellectual pedigree. The problem of space perception is one with a
long and prestigious pedigree. According to Wade (1996), ancient Greek phi-
losophers including Aristotle and Euclid recognized that spatial perception did
not always correspond to physical measures and that variables such as binocu-
larity, aerial perspective, and distance to the stimulus can alter size estimates.
Roman era thinkers including Galen, Lucretius, and Ptolemy noted that variables
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like linear perspective and the orientation of a stimulus can lead to breakdowns
in size constancy. The great 11th Century Islamic philosopher, Ibn al-Haytham,
spoke of the effects of stereopsis and familiar size on spatial perception. Leon-
ardo da Vinci reiterated the importance of binocularity and aerial perspective on
size perception.

Philosophers throughout the modern era often wrote about spatial experience
as part of their systems of philosophy. Wade (1996) mentions Francis Bacon’s
and René DesCartes’s interest in the problems of space perception. As will be
discussed at length in Chapter 2, Berkeley, Hume, Kant, Reid, Poincaré, and
Husserl all held well-developed views on the geometric character of our spatial
experience.

Interest in the problem of space perception also played an integral role in the
development of psychology as a discipline. Helmholtz (1868/1921) extensively
wrote about space perception and empirically investigated the problem as part of
his assault on Kantian philosophy. Weber’s studies of two-point limen in touch
were largely motivated by his wish to understand how humans develop our
sense of space. Other early founders of psychology, including Titchener and
James, wrote extensive chapters (or even multiple chapters) on space perception
in their foundational works on psychology. In fact, the longest single chapter in
James’s two-volume The Principles of Psychology is dedicated to the subject.
Wundt, whom some consider the founder of psychology, was so dedicated to
studying the nature of space perception that James said of him: “Wundt has all
his life devoted himself to the elaboration of space theory” (James, 1890, p.
276). (By the way, I tend to agree with Link (1994, 2002) that Fechner is a bet-
ter candidate for the role of psychology’s founder than Wundt. While Wundt
may have been better at self-promotion, psychology was alive and well before
he ever came on the scene.)

Harvey Carr (1935), the great American Functionalist, wrote an entire book
on space perception. In addition, when G. Stanley Hall was granted the first
Ph.D. ever awarded in psychology in America, his dissertation was on (you
guessed it) space perception (Boring, 1950).

In short, some of the greatest philosophers and psychologists in history fo-
cused considerable attention on the problems of space perception. The present
book follows this rich tradition and reconceptualizes our spatial experience in
the light of the massive body of empirical research performed in more recent
years.

Space is foundational. These great minds devoted so much of their attention
of spatial experience for a very good reason. Space is foundational. The universe
itself may represent little more than the interplay of space, time, and energy.
Modern physics seeks to explain gravity, black holes, and the expansion of the
universe in terms of alterations in the fabric of space.
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Psychologically, space is one of the fundamental building blocks of human
experience. Without a conception of space, object perception and meaningful
interaction with the world would be impossible. One literally could not live
without some ability to sense the layout of the world. At times, one literally can-
not live when this perception is in error at a critical time.

Kant (1781/1929) firmly believed that spatial experience served as the base
out of which our phenomenal experience grows. In his words:

Space is a necessary a priori representation, which underlies all outer
intuitions. We can never represent to ourselves the absence of space,
though we can quite well think it as empty of objects. It must therefore be
regarded as the condition of the possibility of appearances, and not as a
determination dependent on them. (Kant, 1781/1929, p. 24)

Like Kant, I feel that spatial experience represents something particularly
fundamental that deserves detailed study. Unlike Kant, I believe that explicating
the nature of visual space is an empirical, rather than a logical, a priori issue.
This book describes the nature of visual space as revealed by the research lit-
erature.

A paradigm for measuring mind. Fechner (1860) and Wundt (1874/1904)
attempted to apply mathematical tools and the scientific method to the study of
consciousness, and for a while all of psychology focused on the study of con-
scious mind. But as time passed, psychology became ever less interested in con-
sciousness and ever more interested in behavior. Why did this happen? Some
believe early Structural Psychology died due to its methodological defects. Carr
(1925), who did not wholly reject the introspective method of the Structuralists,
pointed out the defects of introspection. He felt that introspection was too diffi-
cult to do to give much detailed information about consciousness, that intro-
spective reports were not subject to independent verification, and that Struc-
turalists tended to rely on trained observers whose observations were too easily
influenced by their knowledge of the research hypotheses —what James (1890)
referred to as the Psychologist’s Fallacy.

A more fatal line of attack on introspection came from Watson (1914, 1919,
1924, 1925). Watson felt that it was impossible to make any real progress with a
science based on introspection and that the whole enterprise could be dismissed
as irrelevant. “The psychology begun by Wundt has thus failed to become a sci-
ence and has still more deplorably failed in contributing anything of a scientifi-
cally usable kind to human nature” (Watson, 1919, p. 3).

While I realize that modern psychology has lost much of its behaviorist char-
acter, Watson’s challenge is still one I take very seriously. Is it possible to take
introspective reports and develop them into an organized, sophisticated, devel-
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oping body of knowledge? If Watson is right, then it is not only difficult to study
the mind, but mind becomes a mere wisp or vapor of no importance.

But, one can develop a sophisticated science based on introspective reports.
And I believe no area of psychology is fitter to demonstrate this point than the
spatial perception literature. Space perception can be seen as a paradigm of suc-
cess in the study of mind. This book is an attempt to answer Watson’s charge.

More recently, a second serious charge was leveled against the whole enter-
prise of psychophysics. Lockhead (1992) accused psychophysicists of generat-
ing a sterile discipline that consists of a series of unidimensional investigations
that fail to adequately grapple with the effects of context on judgments. I see the
present book as a lengthy refutation of Lockhead’s charge. When taken together
the spatial perception literature paints a rich, multidimensional picture that dy-
namically changes as a function of contextual variables.

Practical applications of visual space perception. James (1907/1964) felt
that scientists could be divided into two groups based on their temperaments.
The forgoing justifications might appeal to those with what James referred to as
a “tender-minded make-up,” but might not convince those with a more “tough-
minded make-up.” A final justification for the study of space perception might
even satisfy readers of the hard-nosed persuasion. Space perception research can
have many practical applications.

For example, Kong, Zhang, Ding, and Huikun (1995) found that accident-
prone railroad drivers had poorer spatial perception skills, particularly those
related to depth perception, than safe railroad drivers. Another group of Chinese
researchers divided drivers into excellent, regular, relatively poor, and accident
prone groups based on driving test scores and accident records and found that
the worst drivers had significantly poorer visual depth perception (Zhang,
Huang, Liu, & Hou, 1995). Hiro (1997) noted that the faster people drive, the
more they underestimate the distance to the car ahead of them. Given that it
takes more time to stop at faster speeds, this underestimation of distance could
prove to be fatal.

Another skill that drivers need is the ability to read maps accurately. Gillan,
Schmidt, and Hanowski (1999) found that contextual variables such as Miiller-
Lyer Illusion elements in the map can lead to map reading errors.

Pilots need to perceive accurately spatial layout in order to land their planes
safely. Lapa and Lemeshchenko (1982) found that pilots who use an egocentric
coordinate system have slower reaction times and make more errors in judging
layout than those using a geocentric coordinate system. Of course, these pilot
errors can cost lives.

Other pilot tasks involving spatial perception include searching for places or
landing fields, flying in formation, aerial refueling, collision avoidance, weap-
ons targeting, and low-level flight (Harker & Jones, 1980). Westra, Simon,
Collyer, and Chambers (1982) found that landing on aircraft carriers depended
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more on a pilot’s spatial abilities and training than on equipment factors. Un-
fortunately, distance judgments made from up in the air often lack many of the
cues to depth usually found for terrestrial observers. Roscoe (1979) found that
spatial perception was particularly difficult at dusk or in the dark, when flying
over water, and when coming out of a bank of clouds. Roscoe (1982, 1985) also
found that inaccuracies in spatial perception occur when pilots accommodate to
their dark focus depth or on the cockpit window rather than on objects external
to the cockpit.

If pilots have difficulty judging spatial layout because cues to depth are often
absent, astronauts are likely to experience even more difficulty in determining
the location of objects external to their capsule since many cues to depth are
totally absent in space. Understanding spatial perception in outer space can be
an important area of future research to assist the development of projects such as
the International Space Station.

Space perception can also be critical for sports performance. For example,
Issacs (1981) found that poor depth perception was an important variable in
free-throw shooting in basketball. Similarly, McBeath, Shaffer, and Kaiser
(1995) and Shaffer, Karauchunas, Eddy, and McBeath (2004) have shown how
complicated the simple process of catching a baseball can be. In fact, Oudejans,
Michaels, Bakker, and Dolne (1996) indicate that stationary observers are very
poor at judging the catchableness of a baseball compared to moving observers.
Obviously, this suggests that a running start may be an essential trick to being a
good outfielder.

Another place where the ability to accurately perceive spatial layout is im-
portant is in surgery. Reinhardt and Anthony (1996) found the ability to engage
in remote operation procedures involving internal cameras depended on the ade-
quacy of depth and distance information. Conflicts between monocular and
stereoscopic cues proved particularly problematic.

In another recent medical study, Turano and Schuchard (1991) found spatial
perception deficits often result from macular and extramacular-peripheral visual
field loss. (Although some subjects with quite extensive loss showed normal
space perception.) What is more, these perceptual deficits occurred even outside
of the damaged areas and when visual acuity is good.

Inaccuracy in distance estimates can also be an issue in some court cases. At
least as far back as Moore (1907) legal scholars have been aware of a multitude
of variables that negatively affect the reliability of witness testimony regarding
spatial layout and the speed of movement. These variables include the amount of
time witnesses observe a layout, the passage of time since the incident, the emo-
tional state of the witness, motion in the object observed, darkness, and whether
the incident is seen through water or air. At times witness estimates of layout
can be critical information in courtroom testimony.

Because our ability to correctly perceive spatial layout is necessary for
proper performance in so many areas, it is important to know which factors lead
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to spatial estimation errors so that we may engage in actions that may eliminate
those errors. This book will examine many of these factors.

The Plan of the Book

All of the chapters of this book are directed at two central purposes: to describe
our perceptions of visual space and to compare these perceptions to physical
layout. The domain delimited by these objectives still covers a vast amount of
material, because these two problems have many facets and can be approached
from many different directions. The remainder of this chapter describes the vari-
ous approaches this book takes toward addressing these central objectives. It
lays out the basic plan of the book, briefly describing the contents of each of the
chapters that follow.

Chapter 2. Like all issues in psychology, the questions discussed in this book
arise within a larger historical context. As someone who has a deep interest in
the history of psychology —I even co-edited a book on American Functionalism
(Owens & Wagner, 1992)—1I believe it is important to set up the discussion that
follows by providing a bit of this historical background. Chapter 2 also describes
some of the mathematical and psychophysical tools that may be used to charac-
terize the geometries of visual space.

In particular, this chapter first discusses the ways mathematicians addressed
geometry across history. Secondly, like the rest of psychology, the study of vis-
ual space grew out an attempt to apply scientific methods to a long-standing
philosophical problem. This chapter speaks about early philosophical ap-
proaches to space perception. Finally, Chapter 2 discusses how the study of
space perception fits into the wider domain of psychophysics, which provides
the basic techniques necessary to paint a picture of visual space.

Chapter 3. Mathematicians define a space in two ways: synthetically and
analytically. In the synthetic approach to geometry, the mathematician lays out a
set of postulates that define a geometry and deduces theoretical statements that
are the consequence of these statements. Chapter 3 describes the work of psy-
chologists who applied this synthetic approach to visual space, particularly em-
phasizing Luneburg’s hyperbolic model. Theoretical works proposing Euclidean
and other more exotic geometries are also mentioned. Chapter 3 discusses the
assumptions made by these theorists, the predictions made by each theory, and
the degree to which empirical research supports these synthetic models.

Chapter 4. My approach to describing visual space is analytic. In an analytic
geometry, a set of coordinates is assigned to a space and equations are used to
describe the measurable properties of the space like distance, angles, and area.
This chapter discusses the advantages of the analytic approach. It describes
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methods for assigning coordinates to visual space, the location of the origin of
visual space, and general formulas for distance, area, and volume judgments.
The chapter also talks about how visual space sometimes fails to satisfy the axi-
oms of a metric space, one of the most general forms of an analytic geometry,
and describes some dramatic consequences of this failure.

Chapter 5. An expansive literature shows that judgments of the measurable
properties of visual space depend on contextual factors such as instructions, cue
conditions, memory vs. direct judgment, the range of stimuli, judgment method,
etc. Chapter 5 performs a meta-analysis of the effects of these factors on the
parameters of psychophysical functions and on the goodness of fit of these psy-
chophysical functions. This meta-analysis is based on over seven times as many
studies and experimental conditions than any previously published meta-analysis
on space perception. Multiple regression analyses of this data produce a set of
general psychophysical equations for distance, area, and volume judgments as a
function of contextual conditions. Angle judgments are also briefly examined.

Chapter 6. A second spatial perception literature concerns the perception of
size constancy. In this literature, a near comparison is adjusted to match the size
of standard stimuli at varying distances from the observer, at varying orienta-
tions, and under varying cue conditions. This chapter discusses the history of
this literature and considers the effects of many variables on size constancy
judgments. It also develops a theory to explain the results that is a generalization
of the classic Size-Distance-Invariance Hypothesis. The virtue of the present
theory is that it allows one to unify the size constancy literature and the psycho-
physical literature addressed in the previous chapter. Finally, the chapter briefly
talks about the link between size-constancy and the moon illusion.

Chapter 7. The vast majority of the psychophysical literature is based on
unidimensional judgments, where depth and egocentric distance are looked at
independently from frontal size perception. Chapter 7 talks about a few excep-
tions to this unidimensional rule that look at spatial judgments as a function of
two or even three dimensions simultaneously. I describe two of my own studies
of this type and present several models to describe this data. Here, at last, we
create models that fully specify the geometry of visual space under a given set of
conditions. The rest of the chapter discusses other work of this type. These
studies look at changes in visual space as a function of distance from the ob-
server, elevation of gaze, and the presence of context-defining objects. The
chapter also mentions evidence for the presence of multiple visual systems, one
that guides motion and the other that produces visual experience.

Chapter 8. Memory adds yet another layer of complexity to the analysis of
spatial experience. This chapter contrasts the data and theoretical approaches
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produced by the direct perception and memory literatures, particularly focusing
on the cognitive mapping literature. It describes the structural elements of cog-
nitive maps and how cognitive maps are acquired across time. I look at the af-
fect of individual difference factors on cognitive maps such as age, navigational
experience, gender, and personality. I also look at the nature of the errors that
cognitive maps contain. After this, Chapter 8 compares the psychophysical
judgments of size and distance that observers give under direct perception,
memory, and cognitive mapping conditions. The chapter also develops a theo-
retical framework for understanding these data. Finally, I list a few objections to
the cognitive-science paradigm that pervades much of this literature and mention
an alternative way to think about memory.

Chapter 9. The final chapter summarizes and synthesizes the data and theo-
ries discussed in the earlier chapters of the book. In addition, Chapter 9 will
touch on spatial experience arising from modalities other than vision. Finally,
the chapter discusses the ecological, philosophical, and practical implications of
the spatial perception literature.

The End of the Beginning

In summary, a wealth of data that are discussed in the following chapters indi-
cates that visual space is different from physical space. In fact, the geometry that
best describes visual space changes as a function of experimental conditions,
stimulus layout, observer attitude, and the passage of time.

In addition, the problem of human spatial perception is one of great antiquity,
long-standing philosophical import, and considerable practical significance. The
spatial perception literature is well enough developed to convincingly show that
a sophisticated science can be based on the introspective reports of observers.



2

Traditional Views of
Geometry and Vision

Like most psychological problems, the problem of space perception exists
within a context larger than itself. This chapter provides a bit of this context. In
particular, this chapter examines the historical background of the problem and
looks at the empirical and analytical tools available to describe visual space.

The first leg of this contextual tour looks at the approaches mathematicians
use to define the geometry of a space. Following this, we discuss the works of
early philosophers whose views about visual space naturally led to more recent
psychological developments. Finally, this chapter briefly discusses the psycho-
physical methods that are employed to empirically measure visual space percep-
tion.

Geometry as the Mathematician Sees It

Because the problem of visual space perception is explicitly geometric in nature,
a logical place to begin searching for tools to work on the problem is with ge-
ometry. How do mathematicians define a space? According to Kline (1972),
there are two general approaches to geometry. One is synthetic, and the other is
analytic.

Synthetic approaches. Ancient Babylonia and Egypt possessed forms of ge-
ometry; however, these geometries were concrete, primitive, and lacked unify-
ing principles. This early work focused on solving practical problems associated
with flood control, building, and trade. They relied on approximation rather than
exact numbers. For example, & was thought to be three. While these ancient
mathematicians anticipated many important elements of geometry (such as the
Pythagorean Theorem), their works were empirically derived. They lacked the
modern concept of proof, and the various mathematical findings were not inte-
grated into a coherent structure.

The first real sophistication in mathematics began with the classical Greeks,
who created many geometry theorems. The earliest proof is generally attributed

12



TRADITIONAL VIEWS OF GEOMETRY AND VISION 13

to Thales about 600 BC. Over the next few centuries, the Pythagoreans and oth-
ers added many new geometrical proofs. Euclid theorems organized these theo-
rems into a coherent structure in his book Elements.

In this book, Euclid laid out proofs for 465 geometrical propositions.
Euclid’s method, however, was of far greater importance than this impressive
number of proofs. Euclid began his development by making a list of definitions
and postulates. His ten postulates consisted of global, rather than algebraic, as-
sumptions. The most famous example is the Parallel Postulate that states
“Through a point P not on a line L, one and only one parallel to L can be
drawn.” Euclid (and others subsequently) then deduced his many theorems
based on these definitions and postulates. Such a geometry, consisting of global
definitions, postulates, and theorems, is called a synthetic geometry.

For over a millennium, mathematicians believed that Euclid’s geometry was
the only one possible. Asking what geometry best describes visual space would
have made no sense to them. Visual space could only be Euclidean.

The self-evident certainty of Euclidean geometry crumbled in the early 19th
century as a result of mathematical investigations of the Parallel Postulate.
Euclid’s Parallel Postulate had always been unsatisfactory to mathematicians. In
1733, the Jesuit mathematician Saccheri vainly attempted to prove the Parallel
Postulate based on the other nine postulates. While other mathematicians largely
rejected the “proof” he generated, his work induced others to take an interest in
the problem.

Finally, in 1829, Lobatchevsky demonstrated not only that the Parallel Pos-
tulate could not be proved but that a perfectly consistent geometry could be con-
structed from the assumption that more than one parallel exists to a line through
a point not on the line. A few years later Bolyai (1833) published his work dem-
onstrating the same point. (Gauss’s notes indicated that he had developed similar
proofs earlier than Lobatchevsky and Bolyai, but he never published the work).

The geometry defined by this new form of parallel postulate is called a hy-
perbolic geometry. A hyperbolic geometry has many properties that are different
from those in Euclidean geometry. In a hyperbolic geometry, the sum of the
angles of a triangle is less than 180°. The “straight” lines of the space are shaped
like hyperbolas. No infinity exists in the hyperbolic space; that is, the space is
bounded.

In 1854, Riemann invented a third type of synthetic geometry that arises
from another variant of the Parallel Postulate. In this case, Riemann assumed
that no parallels to a line could be drawn through a point not on the line. Such a
geometry is called a spherical geometry. A simple example of a spherical ge-
ometry is the surface of the earth. Here, “straight lines” are circles whose centers
are coincident with the center of the earth. All lines (known as Great Circles)
defined this way must intersect at two points.

A spherical geometry has a number of other interesting characteristics. First
of all, all lines have a finite length. Because pairs of lines intersect at two points,
spherical geometry violates Euclid’s postulate that two straight lines cannot en-
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close a space. The sum of the angles of a triangle is always greater than 180°
(but less than 540°). The perimeter and area of all figures cannot exceed a
maximum size.

Analytic approaches. Geometry was almost exclusively synthetic in nature
until the 17th century. In 1637, René Descartes introduced analytic geometry.
He established what we now call the Cartesian coordinate system (although he
only defined the first or positive quadrant). He demonstrated that many hitherto
unsolved geometric problems were solvable by means of analytic geometry.
Three key ideas separate analytic from synthetic geometry. First, numbers are
associated with the locations or coordinates of points. Second, equations are
associated with curves. Third, coordinate equations are used to define distance
and other metric properties.

Descartes’s ideas proved to be extremely important. Algebra and geometry
merged into one discipline. As geometry could now be quantitative, mathemati-
cians put more effort into the study of algebra. The calculus became possible. In
short, mathematics became far more flexible and powerful. This analytic ap-
proach to mathematics and geometry made many of the profound discoveries of
Newtonian physics possible.

The analytic approach can be used to describe all of the synthetic geometries
we just mentioned. For a time after Lobatchevsky, synthetic and analytic ge-
ometry contested for supremacy. In the end, analytic geometry won the battle. In
1854, Riemann introduced an extremely general form of geometry. The syn-
thetic Euclidean, hyperbolic, and spherical geometries were simply special cases
of this more general analytic geometry. Where synthetic geometry had only in-
troduced a handful of possible geometries, Riemannian geometry allowed for a
potentially infinite variety. In addition, analytic geometries can make use of
powerful tools such as algebra and calculus. Since Riemann’s time, synthetic
geometry gradually faded from the mathematical world. In fact, one of the few
places where it still finds adherents is in psychology (as we will see later).

In Riemann’s terms, Euclidean, hyperbolic, and spherical geometries are
referred to as geometries of constant curvature. A Euclidean geometry is consid-
ered flat and has a curvature of zero. A spherical geometry has a constant posi-
tive curvature, and a hyperbolic geometry has a constant negative curvature.

Metric spaces. A Riemannian geometry has two essential characteristics
(Eisenhart, 1925): First, the space must be a manifold. That is, there must be
some way to assign coordinates to the points in the space, and functions assign-
ing these coordinates must be smooth. (There should be no discontinuities be-
tween the coordinates of points lying close to each other.) Second, the nature of
the space is critically related to the distance function that is defined on the space.
Different distance functions are indicative of different spaces. In fact, in 1871
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Klein showed that Euclidean, hyperbolic, and spherical geometries essentially
only differ in their respective distance functions.

Riemann’s ideas are stated in their most general form in modern topology
and real analysis. One of the most general types of distance-defined spaces is
called a metric space. A metric space consists of two parts. First, there must be a
non-empty set of points (X). Second, there is a function (d) defined on the set
which assigns a distance to any pair of points (x,y). Such a distance function,
called a metric, must satisfy four conditions:

Let x, y, and z be elements of set X, then d(x,y) is a metric on X if
(1) Distance is always non-negative. That is,

d(x,y) = 0. 2.1)
(2) Non-identical points have a positive distance. That is,

d(x,y) =0if and only if x = y. 2.2)
(3) Distance is symmetric. That is,

d(x,y) = d(y,x). (2.3)

(4) Distance is the shortest path between points. In other words, a path be-
tween two points which is traced through a third point can never be shorter than
the distance between the two points. (There are no short cuts.) This property is
often called the triangle inequality. That is,

d(x,y) = d(x,z) + d(z,y). 2.4

These metric axioms express much of what is essential to our every day con-
cept of distance.

The metric axioms are also quite general. An infinite variety of possible met-
ric spaces exist. Three of the most well known metrics are the Euclidean, city
block, and Minkowski metrics. Let’s look at these three metrics as examples of
metric functions.

In a two dimensional Cartesian coordinate system, the Euclidean distance
between two points P; and P, located at the coordinates (x;,y,) and (X,,y,) re-
spectively is

d(P,P2) =V (x1-x2)2+(y1-y2)?. (2.5)

This is the typical “straight line” distance between two points. The metric
space defined in this way has all the properties of a Euclidean space.
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Distance need not be defined in a Euclidean manner. Other metrics may be
more natural under various circumstances. For instance, imagine that you are in
New York City at 96th street and 1st Avenue, and you want to walk to a diner at
90th street and 3rd Avenue. Unless you can walk through buildings, the distance
you would need to walk would not be the Euclidean, as-the-crow-flies distance.
In this case a more realistic conception of distance is that your destination is six
blocks downtown and two blocks cross-town. In other words, the diner is eight
blocks away. The metric we have just described is appropriately called the city
block metric. It is expressed mathematically as

d(P,.Pp) = ‘Xl-Xz‘ + \Y1-}’2\- (2.6)

A final example shows how general and powerful metrics can be. A third
type of metric is the Minkowski metric, defined as

d(P1.Py) = [x;-xaR +y;-yoR]R. @2.7)

Here, R may take on any positive value greater than or equal to one. If R=1, the
city block metric results and we have Equation 2.6. If R=2, the Euclidean metric
results and we have Equation 2.5. Clearly, R can take on an infinite number of
values resulting in a infinite number of potential metric spaces. Metrics also
exist for hyperbolic and spherical geometries.

People are capable of looking at distance, of creating metrics, in more than
one way, and stimulus conditions can also influence the metric used. As a sim-
ple example, most city dwellers tend to think of the distance between places in
terms of a driving time metric. Because different roads travel at different speeds
at different times of the day, this driving time metric would be quite complicated
and very non-Euclidean.

A second more whimsical metric should be familiar to anyone who lives in a
cold climate. I might call it the pain metric. People are often willing to walk a bit
out of their way as long as they can stay out of the cold. The pain metric, then,
would be the path that produces the minimum amount of pain from the cold.

An interesting account of metrics and their applications can be found in
Shreider (1974). In terms of the psychology literature reported later in this book,
we will see that the metric of visual space under laboratory conditions varies
depending on which instructions are given to the subject and stimulus condi-
tions. One of the primary themes of this book is that there is no single metric
that describes visual space.

Metrics are sometimes stated in a differential form. Here we assume that if
the metric function is true on a large scale it is also true on an infinitesimal
scale. In terms of differentials, we would express the Euclidean metric (Equation
2.5) as
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ds? = dx? + dy? . 2.8)

Here, dx indicates a very small change in the x-dimension, dy indicates a very
small change in the y-dimension, and ds indicates the change in distance. This
form of the distance equation makes it possible to use differential equations and
tensors when working with geometrical problems. You will notice throughout
this book that I will tend to prefer algebraic expressions most of the time, be-
cause I believe that clarity demands using the simplest form of an equation pos-
sible.

Banach spaces and other more esoteric variations. Another way to employ
spatial coordinates is to think of them as representing vectors. The length of
vectors is expressed in terms of norms. In a normed-linear space, the norm is a
function that assigns a number lIxll to each vector such that:

(1) The norm is always non-negative and only zero if the vector has no
length. That is,

[IxIl = 0, and lIxIl = 0 if and only if x is the zero vector. 2.9)

(2) The triangle inequality holds
lx+yll < lIxIl + llyll. (2.10)
(3) Multiplying the coordinates by a scalar increases the norm by that scalar
llax!l = lal lIxII. (2.11)

A normed-linear space that is also a complete metric space is called a Banach
space. Thus, a Banach space is a metric space that assumes that distances have a
ratio property in addition to the other assumptions. The distance between two
points in a Banach space is simply lIx-yll.

Even more general spaces exist such as Hausdroff spaces, Normal spaces, T1
spaces, and topological spaces. For the most part, these spaces are of lesser im-
portance to the present enterprise because the concepts of size and distance are
not as central in these spaces. The most general form of geometric space is a
topological space. Topology looks at the properties of a space that remain in-
variant under continuous transformations. A continuous transformation is one in
which two points that are close to each other to begin with will still be close to
each other after the transformation, i.e., a bend or a stretch, but not a break or a
tear. We will examine some of the topological properties of visual space later.
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Quasimetrics. Angles and areas are also types of measures on a space. Many
of their properties may be described by metric-like axioms. Angles may be de-
fined on three points x, y, and z (where y is the vertex) by the function A(x,y,z)
where 0° < A < 180°. The area of a triangle defined by three points x, y, and z
may be expressed by the function T(x,y,z). Thinking in terms of a Euclidean
space as an example, both of these functions should have the property of being
non-negative. Angles are symmetric in that

AXy,z) = A(z,y,X). (2.12)

Areas are entirely symmetric in that all six possible orders for x, y, and z pro-
duce the same area. A form of the triangle inequality also holds. That is, in-
cluding a fourth point ¢,

A(x,y,z) < Axy,0D + A(ty,z). (2.13)
And T(x,y,z) < T(x,y,t) + T(x,t,z) + T(t,y,z). (2.14)

I will call measures that satisfy metric-like axioms quasimetrics. The quasimet-
rics and metrics of a space taken together will be referred to as the metric prop-
erties of the space. Geometry is largely the study of distances, angles and areas
and there interrelationships. By defining the metric properties of a space, we can
set down a reasonably complete description of the geometry of that space.

I will also use the term quasimetric in another sense. Distance functions may
satisfy some, but not all of axioms of a metric space. That is, we will find that
peoples’ judgments of size and distance do not always satisfy all of the axioms
of a metric space, but still express peoples’ perceptions of these quantities. I will
also call distance functions that don’t quite satisfy metric assumptions, but still
reflect our mental conceptions of distance, quasimetrics. Failures to meet the
metric axioms will make us question how well visual space fits together into a
coherent structure.

Geometry as transformation. Because the same objects exist in both physical
and visual spaces, points that exist in one space should also exist in the other.
Once approach to understanding visual space then is to ask how points in physi-
cal space are transformed or mapped onto visual space. In 1872, Felix Klein, a
German mathematician, proposed that different geometries can be defined by
the transformations they permit and the properties that remain invariant in an
object’s structure after these transformations. (See Tittle, Todd, Perotti, and
Norman (1995) for a excellent review of Klein’s concepts and an empirical in-
vestigation of how they apply to visual space.) For example, Euclidean geome-
try allows an infinite variety of translations and rotations of coordinates which
still preserve the distance between any two points in a space.
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One of the simplest possible transformations between visual space and
physical space would be a similarity transformation. Here, visual space would
simply be a larger or smaller version of physical space, while the basic structure
of physical space would be preserved in all other ways. After a similarity trans-
formation, observers would report the absolute sizes of objects in visual space to
be larger or smaller than the corresponding size in physical space, but they
would be able to accurately report on ratios of distances, angles should be accu-
rately perceived, and factors such as orientation and position in space should
have no affect on judgments.

Another transformation that could be involved in transforming physical
space to visual space would be a conformal transformation. The geometries of
constant curvature mentioned earlier are of this type. While these geometries
allow a considerable degree of distortion to exist between the two spaces on the
macro level, they assume that both spaces are locally Euclidean. That is distance
and angle relations in sufficiently small, local regions of the space are essen-
tially Euclidean. On the macro level, however, straight lines in physical space
may appear curved in visual space.

Another sort of transformation that proves to be very relevant in describing
visual space is an affine transformation (c.f., Tittle, Todd, Perotti, & Norman,
1995; Todd & Bressan, 1990; Todd & Norman, 1991; Wagner, 1985; Wagner &
Feldman, 1989). An affine transformation would allow space to be stretched in
one direction compared to physical space. After such a transformation, the cur-
vature constants of the space would remain the same and parallel lines would
still look parallel. The geodesic, or the shortest path between two points, would
remain the same. Observers would be able to correctly judge distance ratios for
stimuli with the same orientation; however, the judged size of an object would
systematically change along with changes in stimulus orientation.

A final transformation allowed in a Klein geometry is a fopological trans-
formation. A topological transformation would allow very complicated distor-
tions to exist in visual space relative to visual space subject to the constraint that
points adjacent to each other in physical space must still be adjacent to each
other in the transformed space. Visual space is almost certainly of this type;
however, the same cannot be said for memorial space or cognitive maps. Cogni-
tive maps have many gaps and discontinuities that make them difficult to de-
scribe in geometric terms.

Philosophical Approaches to Visual Space Perception

The concept of visual space has a long history that antedates psychology as a
discipline. Physical space, experiential space, and mathematical space occupied
the attention of many great philosophers. In a recent article reviewing the history
of a broad range of perceptual phenomena, Wade (1996) repeatedly demon-
strates that pre-20th century philosophers and scientists often anticipated the
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observations of their modern counterparts. Experiential geometry is no excep-
tion to this rule.

According to Kline (1972), the ancient Greeks recognized a difference be-
tween the mathematical space described by their geometry and experiential
space. Many subsequent philosophers lost this subtle distinction.

Newton pointed out that all mathematicians up to his time were convinced
that Euclidean geometry correctly represented the properties of physical (and
experiential) space. Isaac Barrow listed eight reasons for the absolute truth of
Euclidean geometry. Hobbes, Locke, and Leibniz believed that Euclidean ge-
ometry is inherent in the design of the universe.

Bishop Berkeley (1709/1910) rediscovered the distinction between physical
space, mathematical space, and visual space. Berkeley believed that nothing
exists outside of conscious experience. Berkeley went on, however, to distin-
guish between the space defined by touch (“tangible extension”) and the space
defined by vision (“visible extension”). The tangible space was thought to be
primary and is equivalent to the space revealed by measuring devices (what I
call physical space). Visible space, on the other hand, was thought to be derived
through associations between vision and touch. However, Berkeley clearly de-
clared that tangible space, visible space, and the abstract space of mathemati-
cians need not be the same.

Having made this bold statement, Berkeley then retreated into showing why
the two types of space are equivalent. Berkeley believed that the eye itself is
incapable of depth perception because objects at different distances can fall on
the same point of the retina. Visual sensations of distance were said to arise be-
cause “when we look at a near object with both eyes, according as it approaches
or recedes from us, we alter the disposition of the eyes, by lessening or widening
the interval between the pupils. This disposition or turn of the eyes is attended
with a sensation ... ” from which perceptions of distance arise. These perceptions
of distance are not direct, however, but rather arise from the repeated association
of tangible experience with visible experience. Thus, Bishop Berkeley con-
cluded that visual space ends up being identical to physical or tangible space.
That is, visual space is Euclidean.

On the other hand, Berkeley argued that visual space is not continuous. He
believed there exists a minima visibilia or a minimum size visible that we can
perceive. Visual experience is composed of these small, but finitely-sized com-
ponents. This viewpoint would imply that visual space does not satisfy one of
the axioms of a Riemannian geometry of which Euclidean space is a subset. As
Berkeley lived before Riemann’s time, he did not see this implication. Once
again, Berkeley believed visual space is Euclidean and is equivalent to tangible
space.

Berkeley’s idea that touch is the basis of all spatial knowledge and that
minima visibilia exist would later influence psychology through the work of
Weber. Weber’s creation of the just noticeable difference (JND) concept came
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from his studies of touch and how touch is the basis for our concept of space.
Weber later influenced Fechner, and Fechner influenced Helmholtz.

The first major philosopher to deviate from Berkeley’s position was David
Hume in his Treatise of Human Nature (1739/1896). Hume did not deny the
existence of a world outside of human experience. He did feel, however, that no
one could justify such a belief. Thus, all statements made by philosophers and
scientists concerning space must be in regard to experiential space. Hume also
felt that there were no self-evident truths or universal laws. As such, Euclidean
geometry could not be thought of as a certain truth. Like any other question, the
validity of Euclidean geometry is subject to empirical investigation. Even if sci-
entific investigation proved to support the Euclidean position, there is no guar-
antee that the universe will always be Euclidean or is Euclidean everywhere.

Immanuel Kant reacted violently to Hume’s nihilism. In his Critique of Pure
Reason (1781/1929) Kant asserted that the Euclidean nature of space is a syn-
thetic a priori truth. In other words, it is a truth which goes beyond logic per se
but which nevertheless is certain. This certainty does not arise from knowledge
of a pre-experiential world. Instead, space is a fundamental element of human
experience; it is a necessary precondition for a person to experience anything at
all.

In Kant’s words:

Space is not an empirical concept which has been derived from outer ex-
periences. For in order that certain sensations be referred to something
outside me (that is, to something in another region of space from that in
which I find myself), and similarly in order that I may be able to repre-
sent them as outside and alongside one another, and accordingly as not
only different but as in different places, the representation of space must
be presupposed. The representation of space cannot, therefore, be empiri-
cally obtained from the relations of outer appearance. On the contrary,
this outer experience is itself possible only through that representation.
(Kant, 1781/1929, p. 23)

Kant made no distinction between space as the individual experiences it and
as the physical scientist experiences it. Both represent phenomenal experience as
opposed to the “noumenal world” that lies beyond experience. The geometry of
the noumenal world is unknown. The Euclidean geometry reflected in our expe-
rience and in our physical science is a function of the organizing power of the
human mind. The visual world has three dimensions not because this is the true
nature of the universe but because our mind gives it to us in this form.

Helmbholtz (1869/1921) was drawn to the study of geometry and experience
by his opposition to Kantian nativism. While he did agree with Kant that some
sort of basic concept or intuition of space must exist before we can perceive the
world spatially at all, Helmholtz believed that determining the specific geo-
metries that best describe visual experience and the physical universe were em-
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pirical problems to be settled by observation rather than philosophical analysis.
Because more than one consistent geometry can be imagined, Euclidean spatial
axioms can not be considered necessary for us to conceive of space. A general
spatial sense can be transcendentally given without the axioms that govern it
being so. The axioms that are expressed in spatial experience can be empirically
investigated.

Helmbholtz (1868/1921) believed that he could establish three axioms which
described visual and physical space. In particular, he believed the following
three characteristics describe our spatial experience: 1) Space is a three dimen-
sional manifold. That is space can be coordinatized, and motion produces a con-
tinuous change in the coordinates. 2) Rigid objects display the property of free
mobility such that moving from one part of space to another does not change the
structure of the object. 3) Space is monodromic. A complete rotation of an ob-
ject around any axis will produce a figure that is congruent to the original figure.
Helmholtz believed that these three axioms taken together imply that experien-
tial space is a geometry of constant curvature. That is, experiential space must
be either Euclidean, spherical, or hyperbolic.

Helmbholtz (1868/1921) felt that one could show empirically that physical
space is Euclidean, at least within the limits of measurement possible for terres-
trial measures. Experiential space, on the other hand, could be consistent with
any of the geometries of constant curvature. Helmholtz went on to describe how
the world would be experienced if our perceptions were spherical or hyperbolic.
Which of these geometries best describe visual space is an open empirical ques-
tion.

Meanwhile, back on the British Isles, Thomas Reid, a Scottish philosopher,
published a book entitled Inquiry into the Human Mind (1764/1813). With this
book, the study of visual space per se began.

Thomas Reid was interested in “what the eye alone can see” without regard
to deeper processing due to cognition, experience, or motion. Indeed, Reid re-
jected the representational view of mind altogether (Ben-Zeev, 1989,1990).
With this view of perception in mind, Reid developed a geometry for this visible
space which was synthetic in nature. As summarized by Daniels (1974), Reid’s
geometry was presented in four steps: (1) He used standard notions of points,
lines, angles, etc.; (2) he applied these notions to what an idealized eye would
see; (3) he claimed that the eye itself is incapable of depth perception for much
the same reason as Berkeley; as such, he stated that his “visible” space can be
represented by a sphere of arbitrary radius encompassing the space; (4) he de-
duced some central theorems of the geometry. (For example, no parallel lines
exist is the space. The sum of the angles of a triangle is greater than 180°. A
straight line in visual space will cut the space in two and come around to meet
itself if followed through its whole circuit.) Mathematically, these assumptions
are consistent with a spherical geometry (technically called a doubly elliptic
Riemannian geometry).
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Reid conducted a thought experiment with a hypothetical race called the
Idomenians who could see, but not touch the world. He believed that such crea-
tures would possess no conception of depth. Like Berkeley, Reid believed that
depth perception arises from our sense of touch.

Thomas Reid’s theory is significant for several reasons. First, his statement
of a non-Euclidean geometry antedates Lobatchevsky’s mathematically rigorous
work. Second, Reid’s geometry is explicitly applied to a visual space as opposed
to physical space (which Reid also believed existed) and as opposed to a purely
mathematical space. Third, Reid was also interested in how observers were ca-
pable of depth perception. He may be the first to submit that frontal and in-depth
perceptions of extent might come from different sources. If frontal and in-depth
perceptions of extent might come from different sources, we might conjecture
that it is possible that the two spatial dimensions could be perceived differently.

Henri Poincaré, one of the greatest mathematical philosophers of the 20th
century, wrote extensively about the nature of space. Poincaré concluded that
there is no “true” geometry. Many geometries may be applied to experience.
Some geometries are simpler and more convenient than others, however.

Poincaré spoke explicitly about visual space in one section of his Science and
Hypothesis (1905). In several respects, Poincaré’s views were similar to Reid’s.
The eye itself only receives a two dimensional view of the world. This visual
space is clearest at the center of the field of vision. More importantly, Poincaré
reiterated that perception of depth arises from “sensations quite different from
the visual sensations which have given us the concept of the first two dimen-
sions. The third dimension will therefore not appear to us as playing the same
role as the two others. What may be called complete visual space is not therefore
an isotropic space” (p. 53). Once again, the untested possibility exists that fron-
tal and in-depth perception of space may be quite different.

The viewpoint that visual space is represented by a spherical geometry is
common among more modern philosophers who have been influenced by
Husser]’s (1910) phenomenological approach. Husserl felt that during most of
their lives people assume a natural attitude in which the focus of our awareness
is turned outward toward the world and we experience it without examining our
thoughts. In contrast, the phenomenological attitude of Husserl involves turning
ones mind inward and attempting to “bracket out” all presuppositions arising
from our knowledge of and theories about the outer world.

In terms of space perception, Husserl believed that our experience of space is
layered (Scheerer, 1985). His first layer is the visual field. The visual field is
similar to an artist’s canvas on which sensations are spread out left and right,
and up and down, but the visual field lacks depth. Objects only present one face
to the observer. In other words, we see what Idhe (1986) referred to as the mani-
fest profile of an object. His second layer involves eye movement. In this occu-
lomotor field, visual and kinesthetic experiences are integrated to produce a
wider area of clear visual experience. The third layer involves head movement;
this kephalomotor field exposes us to a hemisphere of visual experience. Up to
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this point, Husserl’s analysis produces an experience similar to being inside a
sphere of arbitrary size. The third dimension of depth is only added to our expe-
rience through motion. In this locomotor field, the horizon of my experience
shifts with the movements of my body and the properties of three-dimensional
space begin to emerge. Locomotion within the field produces an experience of
expansion of approaching objects and contraction of receding objects. This ex-
pansion and contraction of objects is correlated with our perception of distance
and depth. In other words, we experience visual flow patterns similar to those
Gibson (1950) describes.

This description of the world reminds me of Helmholtz (1868/1921) who
described the experiences of a person living in a hyperbolic space (which he
termed a “pseudospherical” space) in a similar fashion to this analysis. Accord-
ing to Helmholtz, if the experiences of a person were hyperbolic they would
“give him the same impression as if he were at the center of Beltrami’s spherical
image. He would believe he could see all round himself the most distant objects
of this space at a finite distance, let us for example assume a distance of 100
feet. But if he approached these distant objects they would expand in front of
him, and indeed more in depth than in area, while behind them they would con-
tract” (p. 21).

More recently, Daniels (1974) and Angell (1974) have proposed that visual
space is phenomenologically best represented by a spherical geometry, just as
Reid (1764/1813) suggested. Along similar lines, French (1987) published an
excellent philosophical treatise on space perception that also takes a phenome-
nological point of view. French contrasts his conception of “visual space” with a
naive realist view of space. To French, visual or phenomenal space is defined by
an attitude shift from the outward-oriented view of a physical scientist to an in-
ward-oriented view of the world which examines the experience of space that is
phenomenally immediately present.

French believes that phenomenological space is continuous and bounded
within a region of about 170° horizontally and 120° vertically. Phenomenal
space is two-dimensional because it does not possess thickness. In fact, to
French, phenomenal space is like seeing a projection onto part of a sphere where
the viewer is located at the center of the sphere. Depth perception is a distinctly
different topic and may be thought of as a separate dimension, separately deter-
mined. On the other hand, depth does influence our perception. French believes
that objects at different distances are projected onto spheres of varying curvature
and that this curvature is a function of distance from the observer.

In my opinion, the various philosophers who argue that visual space is
spherical are not wrong, but they are incomplete. Under monocular conditions
where binocular depth cues are unavailable (and head and body movement are
not allowed) and when the observer is asked to assume a phenomenal attitude in
which cognitive cues to depth are ignored, the spherical model probably does
describe our perceptions of visual space. Although these conditions seem rather
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narrowly drawn, humans are capable of assuming such an attitude under such
conditions and therefore the spherical models deserves a legitimate place among
the geometries of visual space. However, the phenomenological attitude is not
the only attitude that may be included sensibly within the definition of visual
space. Our ordinary understanding of space as we manipulate it to achieve our
ends is certainly a very different experience of space than the phenomenological
view, but it is none-the-less an experience of space. In fact, it is the more com-
mon and useful experience of space. Neither of these sorts of spatial experience
need correspond to space as physical measures reveal it to us. A complete un-
derstanding of visual space then, must take into account the varying attitudes
that people are able to assume when thinking about space. We will speak more
of this matter when we discuss the effects of instructions on spatial judgments in
Chapters 5 and 6.

Opening the Psychophysical Toolbox to Build a Window into Visual
Space

Physical space can be measured using a variety of physical instruments such as
rulers and protractors. The results of these measures are objective in that more
than one observer can simultaneously examine the results of the measurement
and different observers should come up with precisely the same results through
repeated measurement. Unfortunately, experiential space (and visual space in
particular) is subjective by its very nature. It is impossible to open up a person’s
conscious experience to allow multiple observers to make observations. The
only route available to investigate visual space is to allow people to report on
their own experiences using the tools of psychophysics.

The purpose of the last section of this chapter is to briefly introduce the tools
available for examining visual space perception and to say a few words about
their weaknesses and the meaning that can be assigned to the results they pro-
duce. Subsequent chapters will contain a more complete discussion of the issues
and techniques raised here, but saying a few words now will make it easier to
develop those other points later.

Psychophysical tools and their limitations. Psychophysical methods are of
three basic types: numeric estimation, magnitude production, and sensitivity
measures. Numeric estimation techniques require an observer to assign a num-
ber to a perceived intensity or extent. Two commonly employed numeric esti-
mation methods are magnitude estimation and category estimation. In magnitude
estimation observers attempt to preserve ratios, that is, if one stimulus seems
twice as large another, the observer is asked to assign a number that is twice as
big. In category estimation, observers are asked to assign each stimulus to a
limited number of perceptually equal categories. In space perception, numeric
estimation techniques have been used to estimate perceived areas, volumes, an-
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gles, and other metric characteristics of a space, but they have been employed
primarily for estimating size and distance.

Magnitude production techniques require an observer to match perceptions.
In a perceptual matching task, the observer may be asked to adjust the intensity
or extent of a stimulus under standard conditions until it is perceived to be
equivalent to a fixed stimulus under varying conditions or they may be asked to
pick which of a series of standard stimuli best matches their perception of a
comparison stimulus. Alternatively, the observer might be asked to draw or
physically produce their impressions of a stimulus arrangement. For example,
the observer might be asked to draw a map of the perceived layout of a set of
stimuli. This mapping technique is most commonly employed in cognitive map-
ping studies that involve large-scale environment whose spatial layout is learned
across time. It is seldom used for the perception of smaller-scale stimuli that are
physically present and simultaneously observable at the time of the testing (al-
though there are exceptions).

Sensitivity measures ascertain the smallest physical difference between stim-
uli that observers can discriminate. The most common sensitivity measurement
techniques are the method of constant stimuli, the method of limits, and the
method of adjustment. These techniques are typically directed at small-scale
stimuli such as the perception of line length and seldom employed to measure
perceptions of large-scale environments. In general, sensitivity measures give
two sorts of information (Ono, Wagner, & Ono, 1995; Wagner, Ono, & Ono,
1995). First, one can determine the accuracy of a perception; that is, how much a
perception deviates from some objective value. This is particularly useful in
quantifying spatial illusions. Second, one can determine the precision of per-
ceptual processing; that is, how little must a stimulus change before the observer
notices a difference. These just noticeable differences may be thought of as
measures of perceptual sensitivity where sensitivity is highest when the just no-
ticeable difference is small.

All of these psychophysical methods have been applied extensively to the
spatial domain. From a geometric point of view, this extensive body of literature
suffers from several weaknesses. First of all, psychophysical work has been
concerned almost exclusively with unidimensional stimuli (Lockhead, 1992),
although there are exceptions to this rule (Wagner, 1992). Distance perception,
for instance, has been extensively investigated. Many studies explore perception
of distance in-depth (stretching away from the observer). Other studies explore
distance perception in the frontal plane. Yet, few studies systematically explore
depth and frontal perception simultaneously. The infinite number of possible
orientations for distances in between frontal and in-depth orientations is virtually
an untapped void. We will mention a few studies that apply psychophysical
methods to multidimensional stimuli in Chapter 7, but these studies are rare.
Second, the psychophysical literature on space perception is largely disorgan-
ized. Providing a multidimensional geometric model for visual space may allow
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us to fit unrelated studies into a more coherent framework. This is the goal of
Chapters 5, 6, and 7. Third, it is rare for any researcher to report results from
more than one method in the same paper. This makes it impossible to know
whether the psychophysical functions found in any given study are due to per-
ception itself or due to response processes inherent in the method. A few studies
will be mentioned later that do apply several alternative techniques at once.
Commonalties resulting from these converging measures are more likely to rep-
resent aspects of visual space that are independent of the methods employed.
Yet, few studies bother to take this step.

Fechner, Stevens, and the power function. When people are asked to report
on their spatial perceptions using numeric estimation methods, the relationship
between judged (J) and actual (D) distance is most often described by a power
function (Baird, Wagner, & Noma, 1982; Cadwallader, 1979):

J=AD (2.15)

where o is an exponent and A is usually thought of as a scaling constant (al-
though it has other possible meanings such as indicating the existence of an illu-
sion as we will see later). In psychophysics, this equation is sometimes known
as Steven’s Law and it is commonly thought to describe the relationship be-
tween magnitude estimates and almost any unidimensional stimulus continua
(Stevens, 1957, 1975). Theoretically, category estimates are said to follow a
logarithmic function (Galanter, 1962), but a many researchers (Krueger, 1989;
Wagner, 1982, 1989) feel that Equation 2.15 also describes these judgments and
is the more useful and meaningful formulation.

If our perceptions perfectly matched reality, we would expect that the expo-
nent for the power function should be exactly 1.0. Yet, past research has shown
that there is no single exponent that holds under all conditions (Wiest & Bell,
1985). In fact, there are times when the exponent is considerably higher than
1.0, and conditions under which it is considerably lower than 1.0. The exponent
in perceptual studies depends on instructions, the richness of depth information,
and stimulus orientation (Baird, 1970). Similarly, when people are asked to
judge distance from memory, as in cognitive mapping studies, exponents are
typically less than one and often range widely depending on factors such as the
familiarity of the environment, the presence of barriers, and the informational
density of the environment (Wagner, 1998; Wiest & Bell, 1985). In summary,
the exponent is not a constant, nor is it generally equal to 1.0 in either the direct
perception or recall of spatial information.

What does the exponent to the power function mean? Wagner (1998) pur-
posed that the exponent for the power function is related to the concept of un-
certainty reduction. Uncertainty about spatial layout in turn should influence
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judgment precision. Conditions that make our knowledge of stimuli less precise
should in theory lead to a decline in the exponent.

Baird and Noma (1978) and Teghtsoonian (1971) believe the exponent re-
flects the relative sensitivity of the subject to the response and stimulus dimen-
sions. Teghtsoonian (1971) also believed that the exponent is directly related to
the stimulus range. When a broad range of stimuli are presented the exponent
should decline compared to presenting a narrow range of stimuli.

Warren (1958, 1969, 1981) proposed a Psychophysical Correlate Theory. He
believed that subjects do not always directly estimate the stimulus dimension
that the experimenter intends them to, but rather base their judgments on some
other aspect of the stimulus. For example, instead of actually judging area, esti-
mates may actually reflect the size of a single dimension of the stimulus. Varia-
tions in exponents result when the experimenter attempts to compare the sub-
ject’s estimates to the wrong stimulus dimension.

Steven’s (1970, 1971) felt variations in the exponent result from the varying
degrees of transformation that occur in the process of transducing stimulus en-
ergy into neural firing and in the process of carrying that information up to and
through the brain. Similarly, Baird’s Complementrity Theory (1996) posits that
the exponent arises from the competition of two processes, a sensory process
that depends on the activation of neural populations by stimuli and a second
cognitive process that reflects the subject’s uncertainty when giving a response
on a given trial.

Whatever the true meaning of the exponent, we may think of the process of
arriving at a psychophysical judgment as having two stages. First, the perceptual
process produces a sensation that we experience, and then a judgment process
operates on this sensation to produce a number that represents our judgment. So
the exponent of the power function really has two parts and Equation 2.15 can
be rewritten as in the following equation:

J=A(D) (2.16)

Where s indicates that some portion of the exponent is determined by sensory
factors, and r indicates that some portion of the exponent is determined by re-
sponse factors. (For some even this may be too strong a formulation. Perhaps
such a reader will accept that the exponent is some function of sensory and re-
sponse factors.)

The Holy Grail for a psychophysicist interested in space perception would be
to determine the equation that truly reflects a person’s experience of world as a
function of physical layout. Unfortunately, if Equation 2.16 or something like it
is correct, this Holy Grail will be forever out of reach. We will never know the
degree to which the judgments observers produce reflect their conscious experi-
ence as opposed to judgment factors related to number usage or production er-
Tors.
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However, because this issue cannot be resolved, the theorist is forced to take
the data as it is and define visual space in terms of the data. The geometry of
visual space is really the geometry of the judgments subjects produce.

There is one final issue I would like to discuss concerning psychophysical
functions. Generally, the parameters of Equation 2.15 are thought of as being
constants. Lockhead (1992) criticized psychophysical work for not sufficiently
taking into account context when generating psychophysical equations, and I
have agreed with him that it is important to take such things into account (Wag-
ner, 1992). In truth the parameters of Equation 2.15 should be thought of as be-
ing functions of these contextual conditions, not constants. Perhaps Equation
2.14 is better rewritten as

a(f.y.0,...)

J=MBy.S,...)D (2.17)

where B, y,and d represent varying experimental conditions. Here, the “scaling
constant” and the exponent are no longer thought of as constants, but as func-
tions of judgment conditions such as instructions, cue conditions, etc. This final
equation reflects the essential spirit of this book. There is no single geometry for
visual space perception, but the geometry of the space is a function of condi-
tions.
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Synthetic Approaches to Visual
Space Perception

As is often the case with problems in perception, psychology took over where
philosophy left off. The Kantian (1781/1923) notion that only one geometry for
phenomenal space was possible, because this way of seeing the world is one of
the organizing structures of the mind without which perception is impossible,
gave way to Helmholtz’s (1869/1921) view. According to Helmholtz, because
more than one geometry may be consistently apprehended by the mind, the na-
ture of space as it is experienced is an empirical question best left to scientific
investigation.

Visual Space as a Hyperbolic Geometry

The empirical investigation of visual space also began with Helmholtz (1867,
1896/1925). (Although a good case could be made for Gotz Martius’s (1889)
work on size constancy which we will discuss in Chapter 6.) Helmholtz found
that when an observer is asked to arrange three luminous points in the horizontal
plane in a straight line, the resulting arrangement is not always physically
straight. The configuration can be physically concave toward the observer for
near points, physically straight at a small range of intermediate distances, or
convex relative to the observer for physically distant triplets.

In another classic experiment, Hillebrand (1902) asked observers in a dark-
ened room to arrange pairs of luminous points stationed at various distances
from the observer to form an alley with walls equidistant from each other. The
resulting arrangement was not physically straight, but both walls of the alley
curved outward with increasing distance from the observer.

Blumenfeld (1913) replicated Hillebrand’s work and extended it in important
ways. Like Hillebrand, Blumenfeld asked observers to arrange two rows of lumi-
nous points to form an alley whose walls were equidistant. The most distant pair
of points was fixed. The resulting “distance alley” arrangement was neither
physically straight nor were the walls parallel in a Euclidean sense. As before,
the physical distance between pairs of points gradually increased with increasing
distance of the pair from the observer. Blumenfeld also asked the observers to
arrange the points to form straight lines parallel to each other. The resulting
“parallel alley” arrangement is similar to that obtained for the “distance alleys.”
The distance between pairs of points gradually increases as the pairs lie farther
from the observer. The parallel alleys were consistently different from the dis-
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tance alleys in one respect, however. The parallel alleys were always located in-
side the distance alleys; that is, the distance between pairs of points is always
smaller for parallel alleys than it is for distance alleys. Blumenfeld’s experiments
have been replicated many times by other observers (Hardy, Rand, & Ritter,
1951; Hardy, Rand, Rittler, Blank, & Boeder, 1953; Higashiyama, Ishikawa, &
Tanaka, 1990; Indow, Inoue, & Matsushima, 1962b, 1963; Indow & Watanabe,
1984a). However, attempts to extend this work to the fronto-parallel plane have
generally found distance and parallel alleys to coincide and not display significant
curvature (Indow, 1988; Indow & Watanabe, 1984b, 1988).

Luneburg’s theory of binocular space perception. Luneburg (1947, 1948,
1950) used Helmholtz and Blumenfeld’s demonstrations as evidence that visual
space is hyperbolic. Luneburg’s approach was synthetic in nature. He began by
listing a series of axioms about visual space similar to those Helmholtz pro-
posed (which we discussed in the previous chapter). Based on these axioms, Lu-
neburg concluded that visual space is a hyperbolic geometry.

After Luneburg’s death in 1949, a number of talented mathematical psy-
chologists have kept Luneburg’s work alive by proposing modified versions of
the theory. Blank (1953, 1957, 1958, 1959) refined Luneburg’s theory somewhat
along the same synthetic path. Blank more explicitly laid out the axioms and
hypotheses on which the theory was based and accounted for the experimental
evidence that existed at the time. Following Blank, Indow (1967, 1974, 1979,
1990, 1995) became the primary proponent of the theory, producing a series of
mathematically sophisticated papers and empirical tests of the theory. More re-
cently, Acz€l, Boros, Heller, & Ng (1999) and Heller (1997a, 1997b) have writ-
ten clear papers that present additional refinements of the theory.

Luneburg’s theory was based on a fairly sizeable set of axioms. First, Lu-
neburg assumed that visual space is a metric space as defined in the last chapter.
Second, the theory assumes that visual space is convex. This axiom says that for
any two points (P and P3) on a line a third point (P2) exists on the line be-

tween them such that
D(P1,P2) + D(P2, P3) = D(P1,P3) 3.1

where D is the metric for the space.
Third, the theory assumes that visual space is compact. This means that for
any point P; and any number &, there exists another point P2 such that

0<D(P,P)) <& (3.2)

This axiom allows one to assume that the metric is continuous and well-
behaved. It also allows one to express the metric in a differential form, because
the distance function is defined at the smallest levels.

Fourth, the theory assumes that visual space is locally Euclidean. This means
that, within a sufficiently small neighborhood, metric relationships between
points are essentially Euclidean, even though the space as a whole may not be.
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For example, the surface of the earth may best be described by a spherical ge-
ometry, but within any local region we get along rather well using Euclidean
concepts of measurement to perform our daily tasks.

Fifthly, the theory assumes that visual space is Desarguesian. This says that
for any two points on a visual plane, the geodesic (or shortest path between the
points) does not depart from the plane.

Finally, Luneburg assumed visual space has the property of free mobility.
That is a rigid structure moved through visual space should retain its distance
and angular relationships. In other words, visual space is homogenous, and one
can construct visually congruent configurations at any location and orientation.

Taken together, these axioms imply that visual space is a Riemannian ge-
ometry of constant curvature. Riemannian geometries of constant curvature are
of three types: Euclidean, elliptical (spherical), and hyperbolic. Blumenfeld’s
demonstration that more than one set of “parallels” could be produced by different
instructions led Luneburg to conclude that visual space is non-Euclidean. The
fact that the “parallel alleys” tend to be inside the “distance alleys” allowed Lu-
neburg to conclude that visual space is hyperbolic.

Knowing the visual space is a Riemannian geometry of constant curvature
also defines the metric function that allows us to specify the distance between
points in space. Using differential form, the length of a line element ds is

dx? + dy? +dz? 3.3)
[1+ % (X2+Y2+72)]

ds? =

where dx, dy, and dz represent small changes in the x, y, and z dimensions of a
point located at coordinates X, Y, and Z. Here, K is the curvature of the space. If
K is positive, the space is spherical. If K is zero, the space is Euclidean. In Lu-
neburg’s theory, K takes on the negative value of a hyperbolic space.

In this hyperbolic space, points lying along the same Vieth-Miiller circle are
perceived as being equidistant from the observer. Here, Vieth-Miiller circles are
circles that contain the center of each eye as part of their circumference. (See
Figure 3.1.) Under idealized assumptions about the structure of the eye, the
Vieth-Miiller circle consists of stimulus locations that are projected on corre-
sponding places on the two retinas when the observer fixates on one point of the
circle (Howard & Rogers, 1995). The lines in the hyperbolic space consist of
Hillebrand hyperbolae. These lines should be perceived to have a constant visual
direction. If the observer fixates on a point along an Hillebrand hyperbola, other
points along the hyperbola are projected on retinal points that deviate the same
extent from the fovea in both eyes but in opposite directions.

Luneberg’s theory makes several testable predictions outside of those already
mentioned. First of all, the sum of the angles of any triangle should always be
less than 180°. Second, Luneburg established a correspondence between physical
space and visual space. This correspondence yields a metric formula (in terms of
physical coordinates) that relates physical space to distance in visual space. This
formula could be tested empirically. Third, the mapping from physical space to
visual space is conformal. That is, an angle in physical space is mapped onto an
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equal angle in visual space. (The validity of each of these predictions will be
discussed in detail in Chapter 7.) In addition, Luneburg’s formulation requires
visual space to be bounded. The most distant objects in physical space should
seem to lie at a finite distance from the observer.

Left Eye Right Eye

Figure 3.1. Vieth-Miiller circles and hyperbolae of Hillebrand. Points lying along
Vieth-Miiller circles are theoretically perceived as being equidistant from the ob-
server, while points on Hillebrand hyperbolae are theoretically perceived as having
the same visual direction.
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A beautiful theory, but does it work? Anyone who has worked with Lu-
neburg’s theory is impressed by its brilliance, precision, and scope. The theory
stands as one of the most sophisticated and beautiful contributions ever made to
psychology. (Interestingly, Luneburg was actually a physicist rather than a psy-
chologist.) This very elegance may account for the fact that the theory has sur-
vived over 50 years. As Blank (1959) said “There is something more to be said
for an apt mathematical model. So elegant was Luneburg’s theoretical develop-
ment that it was not abandoned despite the initial failure of experimental results
to conform to theory” (p. 398). Despite the brilliance of Luneburg’s theory, em-
pirical results have not always supported it.

Of course, the weakest point of any well-developed axiomatic system is in
the axioms themselves. Luneburg’s theory is no exception. Luneburg’s first
axiom is that visual space is a metric space. A number of researchers have dis-
puted this claim. For example, Cadwallader (1979), Codol (1985), and Burroughs
and Sadalla (1979) report that distance judgments are not always symmetrical;
that is, the distance from point A to point B is not always the same as the dis-
tance from point B to point A. Baird, Wagner, and Noma (1982) demonstrated
that distance judgments often violate the triangle inequality. Baird et al. also
show that another of Luneburg’s assumptions, that visual space is convex, rou-
tinely fails to describe distance judgments. We’ll speak more about the logic and
evidence behind these statements and the consequences of their violations in the
next chapter of this book.

Convexity and metricity are not the only axioms of Luneburg’s system that
may be open to doubt. For example, is visual space really compact? This axiom
requires that for any detectable distance percept, yet finer discriminations must
be possible. In other words, there should be no limit to our ability to discrimi-
nate stimuli. However, all psychophysical dimensions have a threshold for detec-
tion and a finite just noticeable difference for distinguishing between stimuli.
Similarly, there is a minimum size to allow detection of an object, and there is a
minimum difference between sizes that is distinguishable. For example, the We-
ber fraction for line lengths is about .04 (Baird & Noma, 1978). While this is
very good, it is not good enough to satisfy the compactness axiom. Bertrand
Russell (1971) expressed this conclusion eloquently

We must do one of two things: either declare that the world of one man’s
sense-data is not continuous, or else refuse to admit that there is any
lower limit to the duration and extension of a single sense-datum. The
later hypothesis seems untenable, so that we are apparently forced to con-
clude that the space of sense-data is not continuous... (p. 107)

The compactness axiom is necessary to allow the expression of distance met-
rics in differential form. Luce and Edwards (1958) argue that existence of finite
sized just noticeable differences makes the use of differential form illegitimate. If
taken seriously, this objection is general enough to lead us to reject more than
Luneburg’s hyperbolic model; without the compactness axiom, we also need to
conclude that visual space is not even Riemannian.
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Similarly, the rejection of the compactness axiom casts into doubt Lu-
neburg’s axiom that visual space is locally Euclidean. The local Euclidean prop-
erty states that metric relations are Euclidean in a sufficiently small neighbor-
hood. Yet, if one can’t speak of differential sized regions, one also can’t speak of
the metric relations within such a region. Under such circumstances, it is hard to
assign any meaning to the locally Euclidean axiom.

Another critical axiom is that visual space is Desarguesian. According to this
axiom, the visual geodesic (the shortest distance) connecting any two points in a
perceptual plane should not depart anywhere from that plane. Foley has tested
this property. Foley’s early work (1964a, 1964b) supported the Desarguesian
property, while his later work (1972) denies it.

Foley’s (1972) work also casts into doubt the free mobility axiom. Foley
asked observers to construct two separate triangles that seemed identical to the
observer in different positions in space. Having constructed the triangles, observ-
ers make judgments about the corresponding portions of the triangle. The judg-
ments of corresponding sides were not congruent, showing that what seemed to
be the same configuration as a whole was not the same in terms of its parts.

Similarly, according to this axiom, it should be possible to move figures
through visual space without distortion. Moving an object through space should
preserve distances and angles. Angles in particular should be conformal; an angle
in physical space should correspond to the same angle in visual space. Wagner
(1985) showed that distance and angle judgments for physically similar objects
changed dramatically depending on the location and orientation of the object in
space. In particular, objects oriented frontally with respect to the observer were
seen as much larger than those oriented in depth, and angles facing toward or
away from an observer where seen as much larger than those seen to the side.
Thus, it would seem that the location and orientation of an object in space will
influence our perceptions of it, and the free mobility axiom does not hold.

Based on Foley (1972) and Wagner (1985), Suppes (1995) concluded that
describing visual space would require radically different assumptions than those
of Luneburg. Suppes believed that visual space was unlikely to be any of the
geometries of constant curvature. Instead, Suppes believed that visual space is
not unitary, but that different geometries may be required to describe different
experimental results.

Cuijpers, Kappers, and Koenderink (2001) also challenged the free-mobility
axiom using a different method. The authors presented reference targets at various
orientations and locations relative to the observer. Observers were asked to rotate
a comparison target until it appeared parallel to the reference target. Contrary to
the Luneberg’s predictions (or that of any geometry of constant curvature), the
comparison’s orientation systematically deviated from the reference orientation
and that the degree of deviation varied as a function of relative location of the
stimuli in space. They also found that the degree of deviation was influenced by
how the stimuli were oriented compared to the walls of the room in which the
experiment was conducted. Thus, the angular judgments not only varied with
position in space, but also were influenced by the presence of reference stimuli.
Cuijpers et al. hold out the possibility that free mobility might hold in an envi-
ronment free of reference stimuli, such as a completely darkened room (condi-
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tions similar to the parallel alley experiments that Luneberg’s proponents have
used to support the Hyperbolic model), but the authors feel that geometries of
constant curvature can not account for their data when reference information is
present. Because most ordinary perception takes place under information rich
conditions with many reference stimuli present, Cuijpers et al’s data rules out
the applicability of Luneberg’s theory under most ordinary conditions.

Taken together Luneburg’s axioms imply that visual space is a Riemannian
geometry of constant curvature. What is more, Luneburg used the alley experi-
ments to conclude that this curvature was negative. Is visual space a geometry of
constant negative curvature? Some evidence indicates that this may not be the
case. Based on alley experiments, Hardy, Rand, and Rittler (1951) and Ishii
(1972) found that for about half of their observers, the curvature was negative
and for the remainder it was positive. Higashiyama, Ishikawa, and Tanaka (1990)
found that the parallel and distance alleys did not differ under a variety of condi-
tions, indicating a curvature of zero. On the other hand, Indow, Inoue, and Ma-
tsuchima (1962a, 1962b, 1963), Hagino and Yoshika (1976), Higashiyama
(1976), and Zajaczkowska (1956a, 1956b), have found negative curvature for the
great majority of their observers. If one steps away from alley experiments,
however, the picture changes. Higashiyama (1981, 1984) asked observers to
move a light until it generated either a right triangle or an equilateral triangle
relative to a second point and the observer’s location. Based on this experiment,
he concluded that the curvature of visual space is variable, depending on how far
points range from the median plane and how far they are away. Koenderink, van
Doorn, and Lappin (2000, 2003) also used triangle adjustment to determine that
the curvature of visual space was positive for near stimuli and negative for dis-
tant stimuli. The curvature ranged from very negative to very positive. Simi-
larly, Ivry and Cohen (1987) determined that the curvature varied from positive
to negative for different stimulus configurations. Therefore, it would seem that
visual space does not consistently display negative curvature. In fact, the curva-
ture may not be constant at all, just as French (1987) proposed.

On the other hand, Cuijpers, Kappers, and Koenderink (2003) derived metric
functions for visual and haptic space using a parallelity task. Their model found
that a model assuming zero curvature fit data related to fronto-parallel horopters,
parallel alleys, and distance judgments (based on data from Gilinsky (1951) and
Wagner (1985)). A zero curvature would signal a Euclidean space rather than a
hyperbolic one.

Luneburg’s theory predicts that the sum of the angles of a triangle should be
less than 180°. Moar and Bower (1983) had subjects estimate the direction from a
location to two other locations, and calculated the angle between these direction
estimates. They then asked the subjects to make similar judgment from each of
the other two locations. The sum of the derived angles tended to be consistently
greater than 180°, a result that is inconsistent with both the Euclidean and hy-
perbolic geometry formulations, and more consistent with a spherical geometry
model. Of course, the direction estimates were based on memory; so, it is possi-
ble that they do not apply to direct perception. Lucas (1969) made a similar ob-
servation from a phenomenological standpoint. Based on careful introspection he
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observed that the sum of the angles of a quadrilateral appear to sum to more than
360°, once again consistent with a spherical geometry and not a hyperbolic one.

Luneburg’s theory asserts that visual space is bounded; that is, the most dis-
tant objects should seem to lie at a finite distance from the observer. While no
definite conclusions can be reached about the boundedness of visual space, a few
studies bear on this issue somewhat. Plug (1989) investigated the measurement
systems of ancient astronomers. He concluded that the Babylonians, Arabs,
Greek, and Chinese believed the stars to lay no more than 10 to 40 meters away
from the observer. Similarly, Rock and Kaufmann (1962) attempted to explain
the moon illusion through a similar conception that the night sky is perceived as
being a finite length away. In the case, of Rock and Kaufmann, the sky was
thought to have the shape of an upside-down soup bowl. Baird and Wagner
(1982) refuted this claim. They had subjects use magnitude estimation to have
observers judge the distance to the night sky at various elevations. They found
that some observers saw the zenith sky as being closer than the horizon just as
Rock and Kaufmann predicted. On the other hand, slightly more observers saw it
the other way around, the zenith was seen as being farther away than the horizon.
Other subjects were in the middle, with the horizon and zenith being perceived as
equally far away. What is more, the judgments of distance to the horizon sky
were highly correlated with the physical distances to objects located along the
horizon. Baird and Wagner concluded that the night sky is not perceived as a sur-
face located at a specific distance away from the observer. As the article summa-
rized “To the query ‘How high is the sky?” we suggest the retort, “What a mean-
ingless question?’* (p. 303).

If the distance to celestial objects is indeterminate except in terms of our per-
ceptions of distance along the ground, the next question that needs to be asked is
whether our perceptions of distance along the ground are bounded. The exponent
for egocentric distance judgments is typically greater than one (Wiest & Bell,
1985). This would indicate that the distance to physically far away stimuli is
actually overestimated, and this over-estimation increases with increasing dis-
tance from the observer. Thus, not only do distance judgments not approach a
limit, but the precise opposite appears to obtain. In addition, while there are
circumstances where judgments of egocentric distance from the observer do show
a tendency for judgments to distant objects to be compressed relative to what we
would expect based on the judgments made toward nearer objects (because the
exponent for the power function relating perceived distance to physical distance
is often less than one), even these judgments do not approach a limit.

I might offer one observation that I have made introspectively that shows
there to be no obvious limit to our ability to perceive that one object along the
ground is farther away than another object. Anyone who has ever climbed a
mountain knows that as one ascends the distance one can see continues to ex-
pand. From the top of the mountain, one can see that one hill is farther away
than another even though the hills are many miles away. If visual space is
bounded, the boundary must lie further away than one can see along the surface
of the earth.

Another aspect of the theory can also be questioned. According to the theory,
points along the Vieth-Miiller circles should be perceived as being an equal dis-
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tance from the observer. Yet, Hardy et al. (1953), Foley (1966), and Higashi-
yama (1984) have shown that distance judgment deviate systematically from this
prediction. In particular, perceived equidistance lies between the Vieth-Miiller
circle and physical equidistance, where this deviation from prediction is greatest
for stimuli close at hand. A number of theorists have attempted to modify Lu-
neburg’s theory (Acz€l et al., 1999; Blank, 1978; Heller, 1997) or proposed their
own theories (Foley, 1980) to account for these deviations. None of these at-
tempts have been completely satisfactory (Higashiyama, 1984).

Battro, di Piero Netto, and Rozenstraten (1976) found highly variable fronto-
parallels under full-cue conditions that varied as a function of distance from the
observer and varied between observers considerably. These results also challenge
Luneburg’s conceptualization.

Koenderink, van Doorn, Kappers, and Lappin (2002) present an even greater
challenge to the traditional view of the Vieth-Miiller circles. They asked observ-
ers to adjust a central point until it appeared to form a straight line with two
flanking points along the fronto-parallel plane. The adjustments observers made
were slightly concave toward the observer, but the curvature was very small.
(The radius of curvature was 21 m for stimuli 2 m from the observer and 178 m
for stimuli 10 m from the observer.) A second pointing task actually found
fronto-parallel planes that were concave toward the observer, a result directly the
opposite of the traditional form of Vieth-Miiller circles.

Finally, I"d like to add a theoretical objection on top of the empirical discon-
firmation just mentioned. Our perceptions of visual space are the result of a long
process that begins in the retina, follows along ganglion cells, and continues
into the visual cortex. At no stage do we expect the end product of perception to
be identical to the physical instantiation of the information. We do not perceive
the world as being upside-down like the image of light on the retina. We do not
perceive the world as being larger in the middle of the field of vision than in the
periphery even though the visual cortex devotes more space to the middle of the
visual field. Why would we expect equal perceived distance from the observer to
fall along the Vieth-Miiller circle or for parallel lines in the space to follow
Hillebrand hyperbolea just because such circles and lines fall along corresponding
points on the retina. Visual space is a unified whole, not the image on the ret-
ina. Similarly, French (1987) feels that visual space must be spherical because
stimulation falls on a circular retina, and geometrically this can’t be projected
onto a flat surface without adding distortion. Because no distortion is evident,
French feels this is evidence for a spherical geometry for visual space. To both
Luneburg and French I have the same basic objection: visual space is the end
product of a process which includes a great deal of cognitive embellishment and
which is designed to give the person access to the most veridical picture of the
world possible. We should not expect it to coincide with the physical structures
of the eyes or the brain. They are means to an end, but not an end in themselves.

Alternative accounts for the alley experiments. Although many objections
can be raised to Luneburg’s theory, it does have the virtue of accounting for the
data from the often-repeated alley experiments. Numerous experimenters (Hardy,
Rand, & Ritter, 1951; Hardy, Rand, Rittler, Blank, & Boeder, 1953; Indow,
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Inoue, & Matsushima, 1962b, 1963) have found that when subjects are asked to
adjust lights to form alleys in the dark, there is a strong tendency for points
nearest to the observer to be set closer together than those fartherest away, and
for “parallel” alleys to fall inside “distance” alleys. How can one account for this
data outside of Luneburg’s formulation?

A number of researchers (Baird, 1970; Battro, Reggini, & Karts, 1978;
French, 1987; Wagner, 1982) have posited that the alley experiments are special
cases of the more general phenomena of size constancy, which we will discuss in
greater detail in Chapter 6. In the typical size constancy experiment, a near com-
parison stimulus is adjusted until it is perceptually equal to a standard stimulus
placed at various distances from the observer. When such adjustments take place
under reduced-cue conditions (such as a darkened room with most cues to distance
eliminated), observers tend to perceive standard stimuli (as reflected by their ad-
justments of the comparison stimulus) as being progressively smaller as distance
away from the observer increases—a phenomena known as underconstancy.
Conversely, if observers were asked to adjust stimuli to be perceptually equal in
length to a standard at one distance, they would be expected to adjust the length
of more distant stimuli to be larger than they would for stimuli closer to the
observer. This is exactly what is found in the alley experiments.

How can one explain the fact that the parallel alleys are often, but not always
(Hardy, Rand, & Rittler, 1951; Higashiyama, Ishikawa, & Tanaka, 1990; Ishii,
1972) inside of the distance alleys? One possibility is that the data result from
instruction effects. Underconstancy is least for objective instructions in which
observers are asked make their adjustments reflect physical reality. Undercon-
stancy is greater for apparent instructions in which observers are asked to make
adjustments reflect their perceptions or how things “look.” Underconstancy is
greatest under projective instructions in which the observer is asked to take an
artist’s eye view of distance and have their adjustments reflect the amount of the
visual field taken up by a stimulus. Projective instructions imply the observer
should ignore depth cues. In terms of the alley experiments, this would mean
that the alleys should be straightest (and on the outside) with objective instruc-
tions and most curved (and on the inside) for projective instructions.

In fact, Battro, Reggini, and Karts (1978) were able to precisely predict the
shape of parallel alleys by assuming that judgments reflect a constant Thouless
ratio (which will be defined and discussed in Chapter 6). Later experimental work
confirmed that Thouless ratios were indeed constant for all distances when sub-
ject performed the alley task. According to their model, alleys should be straight-
est with Thouless ratios close to 1 (which generally occurs with objective in-
structions under full-cue conditions) and most curved and located inside with
Thouless ratios close to 0 (which generally occurs with apparent or projective
instructions under reduced cue conditions). Battro et al. found their size-constancy
based model better fit the parallel alley data than Luneburg’s hyperbolic model.

A careful look at the instructions used to generate distance and parallel alleys
shows they may not be exactly of the same type. For example, Indow and Wata-
nabe (1984a) gave the clearest description of their instructions in their methods
section of any study I’ve found. Here is what they told subjects:
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Please keep in your mind the following points.

(1) In the case of the parallel series, you are not requested to place two se-
ries to be physically parallel like railway tracks. Perceptually they appear
to converge at a certain distance because they are physically parallel. The
series you construct have to be perceptually parallel. You need not care
about what are physical positions of light points. Rely solely on your
perceptual impression...

(2) In the case of equi-distance series, you have to equate lateral distances
you perceive between two lights on the left and on the right. Farther pairs
may look inside of nearer pairs though all pairs look equally separated,
i.e., being spanned by the same invisible string if the string is moved
back and forth between pairs appearing at different distances from you.
(pp. 149, 151)

It would seem from the above description that great emphasis is placed on
judgments not reflecting physical reality in the parallel alley instructions. They
seem to fall somewhere between apparent and projective instructions. The dis-
tance alley instructions put much less emphasis on judgments not reflecting
reality. In fact, the reference to the invisible string is similar to asking subjects
to make their judgments according to a ruler. These instructions appear to fall
closer to the objective type. Baird (1970) and French (1987) find that this differ-
ence in instructions is common for alley experiments. If true, this would account
for parallel alleys being inside distance alleys as explained before.

Higashiyama, Ishikawa, and Tanaka (1990) directly tested the effects of in-
struction type on alley settings. They found that objective instructions consis-
tently lead to straighter alleys that lie on the outside of alleys generated from
apparent instructions. If the same type of instructions were used, parallel and
distance alleys did not differ from each other under most conditions. Objective
alleys were outside of apparent alleys, but parallel alleys did not differ from dis-
tance alleys.

Indeed, the classic Blumenfeld alley experiment has probably been misinter-
preted. The defining feature of a hyperbolic geometry is the restatement of the
Parallel Postulate in the form: through a point P not on a line L, there is more
than one parallel to L. The Blumenfeld alleys might support the hyperbolic
model if more than one parallel existed using the same instructions. As a matter
of fact, only one parallel is produced for each instruction set. The reason different
parallels exist across different instructions is that observers are performing differ-
ent tasks. As evidence for this, I cite a phenomenon mentioned by Luneburg
(1948) himself. Observers report that “parallel alleys” do indeed seem parallel;
however, “distance alleys” do not seem parallel. In fact, distance alleys do not
even appear to be composed of straight lines.

With this in mind a second alternative explanation of the alley results can be
offered that does not rely on objective vs. apparent instruction effects: The dis-
tance alley and parallel alley data may result from very separate mechanisms.
Let’s consider how each data set might arise in turn.
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(1) Distance alleys: Distance alley instructions ask to observer to maintain a
constant distance between pairs of luminous points. According to Holway and
Boring (1941) frontal judgments under reduced-cue settings (such as being in the
dark) tend to be nearly proportional to the visual angle of the stimulus. (Pre-
sumably this is because the visual angle is the only information that the ob-
server has to determine size.) If observers are asked to adjust stimuli to be the
same perceived size, then actual size must systematically increase with increas-
ing distance in order to maintain the same visual angle. The function that de-
scribes the relationship between visual angle and distance from the observer will
be discussed in Chapter 6. For now it is enough to say that this function is ex-
ponential like (it looks a bit like an exponential equation, but is not) and would
produce a curved alley just as in the Blumenfeld experiment.

(2) Parallel alleys: Wagner (1982, 1985) and Wagner and Feldman (1990)
have shown that angle perception is powerfully influenced by the orientation of
an angle with respect to the observer. Angles facing either directly toward the
observer or directly away from the observer are perceptually expanded while those
viewed from the side are perceptually compressed. That is, when an angle is seen
on its side, a line from the observer can cut through both legs of the angle. For
an angle seen facing directly toward or away from the observer, the opposite
would be true. A line from the observe could only cut through one leg of the
angle.

As shown in Figure 3.2a, asking observers to make parallel alleys is equiva-
lent to asking them to make the angle defined by a given pair of points and one
more distant one equal to 90°, a right angle. This angle is seen on its side. As
such it should be seen as perceptually contracted. In order to achieve an angle
that is perceptually equal to 90°, the physical angle must be expanded slightly.
If this expansion is applied to each pair of points (successively working inward)
a curve like that seen in the parallel alleys will result. Because this curve arises
from a separate mechanism than the distance alley, we would not necessarily
expect the two curves generated to coincide.

By the way, this logic can generate an interesting prediction that (to my
knowledge) no one has ever tested before. Let us say that instead of asking ob-
servers to make two straight lines, they are asked to create two outward bending
arcs as seen in figure 3.2b (perhaps by showing the curve to the subjects on a
card presented frontally near the observer). This time the angle (@1) will be seen

frontally. This angle should seem perceptually expanded compared to physical
reality. To adjust, the observer will need to set the points so that they curve less
physically than the curve they were asked to produce. This is precisely the oppo-
site of what occurred with the parallel alleys, and different from what a hyper-
bolic geometry would predict. (Note that the second curve is not really neces-

sary.)
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Figure 3.2. (a) The visual display observers are trying to produce in the parallel alley
experiment. (b) The visual display observers are trying to produce in the experiment
proposed in the text. (Observers are trying to produce two bending arcs.)

If we just look at the right hand curve in Figure 3.2b, we see that @) is seen
on its side. As such, it should seem perceptually contracted. To compensate, the
observer will need to expand this angle in order to generate the curve they were
asked to produce.
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Although this prediction has not been tested empirically, I have confirmed it
to my own satisfaction introspectively. When driving along the interstate, I of-
ten notice that moderately sharp curves seem sharper at a distance than when I
am on the curve and thus seeing it in a more frontal orientation.

A few final comments on Luneburg’s theory. You might be surprised, given
the foregoing analysis, to hear me express my admiration for Luneburg’s theory.
His theory is eloquent and sophisticated. It represents a paradigm for model
building. Given the right conditions, his theory may also represent a reasonable
description of visual space. Yet, like the spherical model of Reid (1764/1813),
Angell (1974), Daniels (1974), and French (1987), Luneburg’s model probably
only works well under a fairly narrow set of conditions.

The Luneburg theory applies to stimuli that lie on the horizontal plane that
passes through the eyes. Indow and Watanabe (1984a, 1988) show that the curva-
ture of the fronto-parallel plane does not differ significantly from the Euclidean
value of zero. It is only when stimuli are arrayed in depth that the hyperbolic
model applies. Secondly, most of this work is done in the dark with luminous
points under controlled conditions that eliminate all other cues to depth outside
of binocular disparity and vergence. Such cues are limited in scope— primarily
useful within two meters from the observer (Baird, 1970). As such, the most
dramatic departures from what we might expect compared to a Euclidean model
are for stimuli that are close at hand. Indow (1974) and Indow, Inoue, and Matsu-
shima (1963) found that certain predictions of the hyperbolic model were some-
what “disappointing” when applied to a large-scale spacious field. In addition, the
curvature of visual space seems to be attenuated under full-cue conditions, like a
well lit field with plenty of monocular cues to depth (Battro et al., 1976; Hardy,
Rand, & Rittler, 1951; Koenderink et al., 2002). While other experimenters
sometimes find a general tendency toward negative curvature even under these
conditions (Indow & Watanabe, 1984; Higashiyama, Ishikawa, & Tanaka,
1990), even these later researchers did not find negative curvature with all of their
subjects under illuminated conditions, arguing for at least some attenuation in
the effect.

In summary, within its restricted domain, Luneburg’s theory holds a place as
one of the geometries of visual space. However, I do not believe that it is the
only geometry that applies. As with the spherical model of the phenomenolo-
gists, the geometry of visual space varies with observer attitude and stimulus
conditions.

Visual Space as a Euclidean Geometry

Why list Euclidean geometry second? You may wonder at why I chose to start
this chapter on synthetic approaches to visual space by discussing the hyperbolic
model instead of beginning with the traditional Euclidean approach. The reason
for this organizational tack is that relatively few perception researchers have ex-
plicitly supported the Euclidean model for visual space. Compared to the hyper-
bolic model that has attracted some of the top minds in mathematical psychol-
ogy, the Euclidean model seems to be something of a unwanted step child; per-
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haps, because there is little excitement attached to proposing the traditional
view.

Having said this, Euclidean geometry is not without its supporters. Fry
(1950) constructed a synthetic model that describes visual space as Euclidean.
Like Luneburg, Fry proposed a set of axioms that he thought were self-evident
facts. For example, Fry asserts that physically straight lines are seen as straight,
physically right angles are seen as right angles; physically parallel lines are seen
as parallel. Such observations, if true, would indicate that visual space is more
or less equivalent to physical space and this would support a Euclidean model (if
one assumes that physical space is Euclidean). His primary empirical evidence to
back up the claim that visual space is Euclidean is based on his observation that
subjects (with fixation held constant) can reliably arrange eight points to form a
square that has straight lines, right angle corners, and sides of equal length. The
constructed object was said to not only be physically square, but it looked physi-
cally square to the observer. If true, this observation would be strong evidence
for the Euclidean character of visual space. Unfortunately, Fry did not give any
details for this experiment, and to my knowledge, no one has replicated his find-
ings. Fry dismissed Blumenfeld and Helmholtz’s work as being artifacts of al-
lowing free eye movement and the distortions that occur in visual perception due
to asymmetrical convergence angles in the two eyes. Fry (1952) argued that
some of the theoretical and empirical work on size constancy designed to sup-
port Luneburg’s theory (i.e., Gilinsky, 1951) actually are better explained via a
Euclidean geometry.

A model for visual space that assumes constant fixation and symmetrical
convergence angles would seem to be even more restrictive than the assumptions
of Luneburg’s model which does allow free eye movement (but no monocular
cues to depth). In addition, Fry’s model needs more empirical support.

More fundamentally, proponents of a Euclidean model for visual space face
many of the same objections as discussed for the hyperbolic model. The Euclid-
ean model also assumes that visual space is a metric space in which distance
perceptions should display symmetry (the distance from point A to point B is
the same as the distance from B to A) and the triangle inequality should hold.
The Euclidean model also assumes that visual space is convex, compact, and
Desarguesian. The Euclidean model requires free mobility to hold. All of these
assumptions are necessary for visual space to be a Riemannian geometry of con-
stant curvature of which Euclidean geometry is a special case. All of the empiri-
cal work that attacks these assumptions not only casts into doubt Luneburg’s
hyperbolic model, but the Euclidean model of visual space as well.

Higashiyama (1981, 1984) and Ivry and Cohen’s (1987) determination that
the curvature of visual space is not constant, but ranges between negative and
positive values, is no more consistent with an Euclidean model than it is with a
hyperbolic model because both require a constant curvature. Nor is the Euclidean
model consistent with Moar and Bower (1983) who found that subjects tended to
perceive the angles of a triangular structure to be greater than 180°.

Modern Euclidean philosophers. A number of modern philosophers take a
tack similar to Kant (1781/1923) to arrive at the conclusion that visual space is
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Euclidean. For example, Ewing (1974) and Strawson (1976) believe that al-
though we are able to conceive of non-Euclidean geometries in the abstract, the
Euclidean conception of space is perceptually necessary in order to experience the
world at all. Unlike the empirically derived observations we make about our
world which often have exceptions, the structure of our phenomenal world is
universal. For example, we cannot experience the world, except in terms of three
dimensions, try as we might.

Ewing and Strawson do not distinguish between the physical space and visual
space because both are aspects of phenomenal space. To them, the observations
of physics are as much a part of this phenomenal space as our everyday experi-
ences as individuals. All of these observations, of the scientist and of the average
individual, reflect a coherent conception of space, not a randomly selected set of
propositions that vary across time and space. The evidence from physical science
is that visual space is Euclidean, at least at the terrestrial level. Where can this
coherence arise from if it is not built into the universe or imposed as an organiz-
ing structure of the human mind?

One can make the same reply to these modern philosophers that Helmholtz
(1869/1921) made to Kant. While it is certainly possible that Euclidean concep-
tions are built into our perceptual apparatus as part of the act of experiencing the
world, this model can be subjected to empirical test. The axioms and metric rela-
tions found in perception can be tested through the judgments people make. It is
also possible to empirically compare the judgments people make based on their
perceptions to the measurement made by physical scientists to determine if in-
deed the phenomenal world is a coherent whole in which our perceptions match
reality. The conception that our perceptions of space are universal can also be
tested; in other words, we can determine if our perceptions of the world change
under varying conditions and shifts in mental attitude. In truth, the data is in and
few of these propositions hold. As we will see in subsequent chapters, visual
space is clearly different from physical space and its nature depends on condi-
tions. However logical the argument in favor of the necessity of Euclidean space,
if the data contradict it, the theory of Euclidean necessity must be rejected.

J. J. Gibson’s model. Gibson (1950, 1959, 1966) also argues that visual
space is Euclidean, although he comes to this conclusion from a very different
direction. Gibson begins his development by attacking conventional views of
space and vision. Gibson believes that visual space is neither an abstract struc-
ture as in mathematics nor a structure created by the human mind to organize
experience as in Kant. To Gibson, the traditional viewpoint implies that the
perception of space is totally divorced from the real world. Gibson feels that
these abstract structures are empty vessels that evaporate into nothingness unless
stimulation is presented to the observer. Rather than objects fitting into an ab-
stract space, spatial perception arises from our perception of surfaces whose
structure already exists in the real world and whose layout is specified by invari-
ant patterns in stimulation (Cutting, 1993; Gibson, 1979; Turvey & Carello,
1986). The invariant patterns that specify the location of objects include occlu-
sion, texture gradients, flow gradients, and motion parallax.
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Furthermore, Gibson is a Naive Realist (Henle, 1974; Gibson, 1959, 1979).
That is, he believes that the perceptual systems of people and animals have
evolved to allow us to perceive the world veridically. In other words, our percep-
tions closely match physical reality under ordinary circumstances. If our percep-
tion of the world did not match reality, then we would be locking ourselves into
a world of subjectivity. We would be making the error of “concluding that we
can know nothing but our perceptions.... Once having made this argument, a
theorist is trapped in a circle of subjectivism and is diverted into futile specula-
tions about private worlds” (Gibson, 1959, pp. 462-463). In addition, if our per-
ceptions did not match reality, then we would constantly be making perceptual
errors that would handicap us in the struggle for survival.

Thus, Gibson submits that humans are capable of almost perfect perceptual
constancy; that is, humans perceive the metric attributes of the world correctly
under virtually all ordinary circumstances. Because an almost perfect relationship
exists between physical space and visual space, and because physical space is
Euclidean, visual space must also be Euclidean.

Ironically, Gibson’s assumption of perceptual constancy allies him with Lu-
neburg, in that Luneburg’s free mobility axiom was motivated by this assump-
tion of constancy. Gibson (1959) referred to his own early empirical work to
bolster his claim of perfect constancy. Gibson (1933, 1947, 1950) had subjects
estimate the size of objects at various distances from the subject under informa-
tion rich natural conditions and in a cluttered office space, and he found that
judgments matched physical reality to a high degree.

Of course, the problem here is that other researchers do not find perfect con-
stancy. As summarized in Baird (1970), frontally oriented objects tend to exhibit
overconstancy under full-cue conditions like Gibson employed; that is, distant
objects tend to be seen as larger than near objects of the same physical size.
Wagner, Kartzinel, and Baird (1988) found that objects lying on the ground ori-
ented in-depth tend to exhibit strong underconstancy; that is, distant objects tend
to be seen as smaller than near objects. Many other studies have also found a
lack of perceptual constancy under a variety of conditions. Outside of constancy
studies, illusions also represent occasions when constancy breaks down.

Gibson was aware that such contrary data existed. Yet, he swept this data
aside as irrelevant. Gibson (1979) referred to data collected under controlled condi-
tions as “aperture vision” or “bite-board vision” as opposed to the natural vision
relevant to human and animal adaptation to the world in which he was interested.
Gibson (1977) felt that perceptual error only arises under two conditions: when
the perceptual system breaks down such as with eye injury or when the informa-
tion necessary for accurate perception is denied to the perceiver. Thus, Gibson
was convinced that laboratory studies controlled the phenomena of interest out of
existence because they failed to provide the information necessary for veridical
perception. In particular, Gibson stressed the importance of exploration and mo-
tion to provide the information necessary for veridical perception.

Following Gibson’s death, ecological psychologists have followed up on his
theory along a number of different lines. Some, like Feldman (1985) and Turvey
and Carello (1986), have attempted to quantify the invariant patterns in stimula-
tion that specify location and guide motion. Others have shown the importance
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of motion to perceiving perceptual constancy (Clocksin, 1980; Johansson, 1986;
Johansson, von Hofsten, & Jansson, 1980). Others still have emphasized that
perception is most accurate in information rich environments that provide plenty
of redundant cues to depth (Bruno & Cutting, 1988). For example, Runeson
(1988) explained how the environment normally provides enough redundant in-
formation to specify spatial layout even under static viewing conditions, and the
distorted perceptions reported for the Ames’ Room are generated by eliminating
much of this information.

Other researchers have presented evidence opposing the ecological viewpoint.
Gehringer and Engel (1986) found that much of the Ames’ room illusion re-
mained even after observers were allowed unrestricted head movement and bin-
ocular viewing, indicating that rich information conditions do not always pro-
duce perceptual constancy. Domini and Braunstein (1998) found that three-
dimensional layout produced by motion does not yeild perceptions with a Euclid-
ean structure. Similarly, Loomis and Beall (1998) found that optic flow does not
fully explain control of locomotion, and that other more cognitive information
is necessary to guide action.

While I greatly admire the Gibsonian perspective (as any of my students
would quickly attest to), I feel that it has three essential weaknesses in the pre-
sent context. First, the assumption of perfect perceptual constancy, which lies at
the heart of Gibson’s doctrine of Naive Realism, should not be taken on faith.
This assumption can and has been tested empirically. Even under the most in-
formation rich conditions, perceptions do not always match physical reality as
we will see in subsequent chapters. Second, cognitive factors such as the mean-
ing the observer attaches to the concepts of size and distance will influence our
judgments. Gibson too quickly derides the importance of such factors when he
argues that perception is direct. Third, Handel (1988) points out that although
perception can be thought of as exploration, we are often not explicitly interested
in layout; so, we don’t always move around to explore the environment. Even
under these static conditions, we still have an impression of the layout of a
scene. Thus, static viewing is really no less natural than dynamic viewing.
Static viewing conditions are a part of our ordinary life experience. Similarly, I
would add that we experience information poor viewing conditions every day
when the lights go out at night. We should not so narrowly define what is natu-
ral enough to be studied. The most complete understanding of visual space arises
from looking at how the geometry of the space changes with conditions. Gib-
son’s desire to limit the domain of perceptual research would leave us with an
incomplete understanding at best.

Crypto-Euclidean spaces. Although few theorists go out of their way to posi-
tively assert that visual space is Euclidean, the Euclidean perspective may still
be the dominant perspective in space perception. This oxymoronic statement is
possible because the Euclidean position pervades much of the theoretical work in
perception without the assumption ever being acknowledged. For example, the
trigonometry underlying the Size-Distance Invariance Hypothesis is Euclidean
trigonometry. Many of the classic explanations for the moon illusion including
the flattened-dome theory assume a Euclidean space in the process of their devel-
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opment. Much of the logic behind the classical explanations for why cues to
depth work have an Euclidean assumption at their root.

To give one example, Gogel has often used a head motion measure for per-
ceived distance (Gogel, 1990, 1993, 1998; Gogel, Loomis, & Sharkey, 1985;
Gogel & Tietz, 1973, 1980). This measure is based on the fact that the height of
a triangle (perceived distance) can be calculated by knowing the length of the
base of a triangle (the degree of head movement) and the angles that form the
triangle (directions to fixated object) based on trigonometry. However, using this
trigonometry presupposes that the space is Euclidean.

There is nothing wrong with assuming that visual space is Euclidean as part
of the process of model building. This assumption should be made explicit how-
ever. In many cases, Euclidean mathematics is taken for granted without being
acknowledged. In other words, Euclidean assumptions slip into the model build-
ing process, to give us a sort of crypto-Euclidean space.

Other Geometries Applied to Visual Space

Other geometries have been proposed to describe visual space. In most cases,
these models are variations on the hyperbolic or Euclidean models. For example,
Hoffman (1966) suggested that visual space displays the properties of a Lie
transformation group. Hoffman uses his theory to explain size and shape con-
stancy, motion perception, and rotational perception. Hoffman and Dodwell
(1985) extend this theory to account for some of the Gestalt properties of visual
perception. In the case of static perception, Hoffman’s model reduces to some-
thing similar to Luneburg’s theory of perception. I am not familiar with any
independent empirical work that followed up on this theory to test its assump-
tions and predictions.

Drosler (1979, 1988, 1995) generalizes Luneburg’s theory. Drosler (1979)
described visual space as a Cayley-Klein geometry. His more recent work at-
tempts to tie space perception to more fundamental psychophysical invariance
relations. Drosler (1988) assumes that the free mobility axiom holds, while
Drosler (1995) attempts to tie space and color perception into a generalized ver-
sion of Weber’s Law. In all cases, the metric of visual space is thought to be a
variation on Luneburg’s model.

Yamazaki (1987) revisited the data used to support Luneburg’s theory. Yama-
zaki explained this data without assuming that visual space is Riemannian by
thinking of visual space as being composed of a set of connected affine spaces.
In this space, curvature need not be constant because visual space may be
stretched slightly in one direction in a given location and stretched in a different
direction in another location in the space. One consequence of this structure is
that a line element that travels a complete circuit through these connected spaces
need not end up in the same perceived location. Yamazaki applied this model to
explain Blumenfeld’s visual alley data.

Dzhafarov and Colonius (1999) generalize the Fechnerian integration (that we
will talk about in Chapter 5) to describe space perception. According to this ap-
proach, stimuli are associated with psychometric functions that determine the
probability that they will be discriminated from other stimuli. This function is
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assumed to vary smoothly from one stimulus to adjacent stimuli and to be de-
fined on an infitesimal level. The metric is determined by integrating along a
path between two stimuli and using the minimum distance to define the metric.
Of course, the assumptions of compactness and the ability to express JND’s as
differentials are open to question, but the approach does integrate information
from different psychophysical domains.

One may also doubt about whether Dzhafarov and Colonius’s approach really
is a legitimate generalization of Fechner’s work. Dzhafarov and Colonius use a
concept of similarity that Fechner avoided. See Link (1994) for a discussion of
Fechner’s original approach.

Final Comments on the Synthetic Approach

Thus, a virtual plethora of geometries have been proposed for visual space.
Given the appropriate axioms, each approach is internally consistent and undeni-
able. Unfortunately, the various proposed geometries are not mutually compati-
ble. Visual space cannot be doubly elliptical, hyperbolic, Euclidean, a Lie group,
and a non-Riemannian affinely connected space all at the same time. Perhaps one
geometry may hold under one set of conditions and another may hold under an-
other set of conditions, and we must accept that there is no single geometry that
works under all conditions.

Yet, the difficulties for the synthetic approach run deeper than this. The vari-
ous critical studies, such as the Blumenfeld alleys, that are meant to help us
choose between models can be reinterpreted to support other geometrical formu-
lations (c.f., Fry, 1952, Hoffman, 1966). It is not clear that a critical test exists
that can differentiate between the models.

In addition, the validity of each synthetic model rests on the veracity of the
axioms on which the theory is based. There are a host of studies reported earlier
in this chapter that call into question the most fundamental of these axioms. It is
not clear that any synthetic geometry except perhaps the most global topological
systems (which would be able to make only the vaguest of predictions) can pass
this rigorous test. In many ways, the synthetic approach to visual perception has
failed.

I believe that an alternative approach is possible. Rather than indirectly at-
tempt to specify the geometry of visual space through postulates and critical
experiments, it may be possible to take a more direct approach. Rather than at-
tempt to define the geometry of visual space synthetically, one can take an ana-
lytic approach. In this approach, observers are asked to judge the metric proper-
ties of visual space directly using the methods of psychophysics. In turn, these
judgments can serve as the basis for deriving functions that relate the observer’s
judgments to physical coordinates as a function of experimental conditions.
These functions can be used to directly specify the metric of visual space, and the
geometry of the space can be defined in terms of this metric. The next chapter
will begin to develop this alternative.



4

An Analytic Approach to Space
and Vision

In mathematics, there are two ways to approach the geometry of a space: syn-
thetic geometry and analytic geometry. The previous chapter considered attempts
to define visual space synthetically; that is, by listing a set of postulates meant
to describe visual space and determining what geometry best fits the proposed
postulates. While the synthetic approach has successfully accounted for a small
set of classic experiments, none of the models presented can account for the ef-
fects of stimulus conditions and observer attitudes that are found in the literature.
In addition, research does not appear to support the foundational axioms of the
synthetic models.

I would like to propose a more direct way to define visual space by using the
tools of analytic geometry. To apply this approach to visual space one must first
assign coordinates to locations in visual space. Secondly, one must seek out
equations based on these coordinates that describe our perceptions of distance and
other metric properties such as angles, areas, volumes, etc.

Advantages of the Analytic Approach

Using an analytic approach has a number of advantages. First of all, the analytic
approach is more general. While the synthetic approach has largely focused on
the three geometries of constant curvature (hyperbolic, Euclidean, and spherical
geometry), the analytic approach is under no similar restraint. An infinite variety
of coordinate equations are potentially available to describe metric relationships.
As an example of this flexibility, consider the Minkowski metric that we dis-
cussed in Chapter 2. According to this equation, distance between points is de-
fined as

d(Py,P2) = [Ix;-xR + \Yl-Y2\R]1/R 4.1)

where the distance between points P and P2, d(P],P?), is a function of the co-
ordinates of the two points, (x7, y7) and (x2, y2), and the Minkowski parameter

R. This single equation expresses an infinite number of geometries. If R is equal
to 2, this metric equation specifies a Euclidean space. If R is equal to 1, the

50



AN ANALYTIC APPROACH TO SPACE AND VISION 51

equation specifies a city-block space. Yet, these are only two of an infinite num-
ber of values that the Minkowski parameter can assume.

As flexible as the Minkowski metric is, it is only one of an infinite number
of possible metric equations that can be defined on a set of coordinates. Clearly,
the analytic approach to defining a space is both general and powerful.

Second, the analytic approach is more direct than the synthetic approach and
is more applicable to modeling the psychophysical literature as a whole. The
synthetic approach relies on a small number of critical experiments that attempt
to test the axioms of the synthetic models in order to specify the geometry of
visual space. The vast majority of studies on space perception, however, are not
directed at testing these axioms, but instead ask observers to judge various metric
properties (particularly size and distance) as a function of conditions and instruc-
tions. From a synthetic viewpoint, these studies are essentially irrelevant.

The analytic approach, however, easily incorporates this corpus of the space
perception literature. Indeed, according to the analytic approach, the judgments
that observers give for size and distance directly define visual space. The theo-
rist’s goal is to find coordinate equations that predict the judgments that observ-
ers generate. Thus, instead of being irrelevant, psychophysical studies of space
perception provide the basic data that specify the geometry of visual space.

Third, the synthetic approach cannot easily incorporate the effects of stimulus
conditions, stimulus layout, judgment methods, and instructions. As such, syn-
thetic theorists tend to carefully limit the domain to which their theories apply.
Luneburg (1947) and the other advocates for the hyperbolic model, for instance,
make it clear that the theory applies only to binocular space perception in the
dark with luminous points of light for stimuli and a stationary head position.
Although it usually not explicitly stated, the modeling is also limited to data
collected through various methods of adjustment, and numeric estimation meth-
ods are excluded. Similarly, Foley (1980) explicitly limits himself to binocular
viewing conditions under which no other cues for depth are allowed except eye
position and binocular disparity. He also rules out the use of verbal reports. This
tendency to limit the domain to which a theory applies and to exclude large
bodies of data seems to universally describe synthetic models for space percep-
tion. In fact, most of these models explicitly exclude from consideration the
natural viewing conditions typically found in every day life.

The analytic approach does not need to be so exclusive. In fact, variations in
method and conditions can be incorporated into the metric equations that define
visual space. When quantifiable, these conditions can be included as parameters
in the coordinate equations that predict the size and distance judgments people
generate. Some conditions are not directly quantifiable, such as using different
sorts of judgment methods or varying judgment instructions. In this case, one
could develop separate metric equations for each condition to specify how the
geometry of visual space changes from one condition to another or use “dummy
coding” to incorporate the affects of these qualitative dimensions within a single
equation. In short, the analytic approach need not exclude data, but can incorpo-
rate changes in stimulus conditions and experimental methods into the definition
of the geometry of visual space.
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Indeed, one should not be too quick to exclude data generated from any source.
In general, most psychologists would feel more confidence in any conclusion if
converging measures for the same concept yield similar results. Certainly, this
also applies to space perception. When only a single method is applied, it is
impossible to know whether the resulting function is due to perception or due to
response processes inherent in the method. Both numeric estimation and adjust-
ment methods are influenced by various response factors (Ono, Wagner, & Ono,
1995; Wagner, 1989; Wagner, Ono, & Ono, 1995). If several alternative psy-
chophysical techniques are used to probe an observer’s perceptions, then com-
monalties resulting from these converging measures should represent aspects of
visual space that are largely independent of the methods employed. Using a large
number of methods also allows for a comparison of the methods themselves. In
the analytic approach, judgment method can be thought of as another parameter
to take into account when modeling spatial judgments.

Finally, before moving on, I must admit that the distinction I have drawn
between the synthetic and analytic approaches to space perception is not as cut
and dry as I may have made it seem. Most synthetic theorists do attempt to de-
rive metric functions to describe distance perception. Similarly, the analytic ap-
proach has synthetic axioms buried implicitly within it. For example, the geo-
metries of constant curvature can be approached analytically because their metric
functions are well known. In fact, one can think of these synthetic geometries as
simply being special cases of the more general analytic approach. The difference
between the synthetic and analytic approaches really lies in a difference in em-
phasis. The synthetic approach to visual perception starts by listing the axioms
of a limited set of synthetic geometries and attempts to validate those axioms
and chose between the geometries considered. Metric functions are derived as an
after thought. The analytic approach begins with metric judgments and attempts
to model them directly, spending little thought on whether fundamental axioms
hold.

Analytic Geometry and Visual Space

To implement the analytic approach to space perception, two questions must be
answered. (1) How will the locations of stimulus points be specified? That is,
what coordinates are most appropriate for visual space? (2) What function relates
these coordinates to the judgments observers give for the metric properties of
visual space? Let us deal with each of these questions in turn.

The coordinates of visual space. How should the locations of stimulus points
be specified? In general, the location of a point in a plane may be specified by
two coordinates, and the location of a point in three dimensions may be specified
by three coordinates. Similarly, the locations of two points involve four coordi-
nates in a plane and six coordinates in three dimensions. The exact nature of
these coordinates is somewhat arbitrary. Points could be located by sets of Carte-
sian coordinates, (X1, y1), (X2, y2), etc. They could be located by sets of polar
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coordinates, (R1, 01), (Rp, 02), etc. They could also be located in many other
ways.

I believe the way one specifies point locations should ultimately depend on
four criteria: (1) The method must locate points using a disjoint set of coordi-
nates. That is, the coordinate system must completely specify point locations
while at the same time not over specify the points by including the same infor-
mation more than once. (2) The method must be reasonably simple. The coordi-
nate dimensions must be easy to understand and interpret. (3) Because one cannot
directly examine conscious experience to determine coordinates, the only way to
assign coordinates is by basing them on the physical position of stimuli. Some
might object to this, because the goal is to describe visual space, not physical
space, and it would seem more appropriate to assign coordinates to visual space
directly. Unfortunately, one could never be certain that the set of coordinates
assigned based on one person’s introspection are equivalent to the set derived
from another’s. To operationalize our variables in a way that allows for scientific
investigation requires us to tie the observer’s judgments to something concrete,
such as physical position. In truth, little is lost here because the assignment of
coordinates is somewhat arbitrary, and the differences between physical layout
and experienced layout will find their expression in the metric functions that we
derive from the observer’s judgments. (4) The method should be ecologically
valid. That is, the method should naturally relate the person making the judg-
ment to the points being judged. In so doing, an attempt should be made to spec-
ify point locations in a manner that a person might normally use to specify
them. A coordinate system designed with this ecological criterion in mind is
likely to be both easy to interpret and sensitive to systematic trends which might
exist.

The classic Cartesian coordinate system certainly passes the first three of
these tests, but I feel that it fails the fourth criterion. For example, if a person
was facing north and looking at a point one meter away to the northeast, it is
unlikely that the observer would conceptualize the point as being located \/2/2 to

the right and \/2/2 forward. The polar coordinate system is a more natural way to

locate a single point because people do think in terms of how far away some-
thing is and how much something deviates from straight ahead.

Another coordinate system that has been used extensively by Luneburg and
others (Aczél et al., 1999; Blank, 1953, 1958, 1959; Foley, 1980, 1985; Heller,
1997a, 1997b; Indow, 1974, 1979, 1982, 1990; Luneburg, 1947, 1948) is bipo-
lar coordinates. As shown in Figure 4.1, if the two eyes are fixated on a point in
space, the bipolar coordinates (o, f3) are determined by the angular deviation from
straight ahead from the center of the two eyes.

This coordinate system makes if easy to work with the Vieth-Miiller circles
which in the idealized case represent those stimuli which fall on corresponding
points of the two retina when one point on the circle is fixated; that is, the two
eyes would need to change direction by the same amount to fixate on another
point of the circle. To Luneburg, points lying along the same Vieth-Miiller cir-
cle are perceived as being equidistant from the observer. Similarly, this coordi-
nate system makes it easy to describe the hyperbolae of Hillebrand that form the
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parallel lines in Luneburg’s hyperbolic space. If the observer fixates on a point
along an Hillebrand hyperbola, other points along the hyperbola are projected
onto retinal points that deviate the same angular extent from the fovea in both
eyes but in opposite directions.

To Luneburg, the points along a Hyperbola of Hillebrand are perceived to lie
in the same visual direction from the observer. Because both the Vieth-Miiller
circle and the hyperbola of Hillebrand can be described most simply in such an-
gular terms, the bipolar coordinate system is probably the simplest and most
elegant way to express them.

Q

Left Eye Right Eye

Figure 4.1. Bipolar coordinates for a point in space in terms of angular deviation
from straight ahead for the right eye (o) and the left eye (f3).
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Unfortunately, when one leaves the world of Vieth-Miiller circles and hyper-
bolae of Hillebrand and one attempts instead to model the size and distance
judgments found in the bulk of the space perception literature, the bipolar coor-
dinate system is awkward to use at best. Using the bipolar coordinate system
also implies a number of implicit assumptions about the nature of space percep-
tion that I find questionable. First of all, most of the theorists who use this co-
ordinate system act as though the only cues to depth that matter are binocular
ones like disparity and convergence angle. In truth, there are a host of monocular
cues to depth perception that also influence spatial perception (such as texture
gradients, linear perspective, motion parallax, etc.), which have no place in a
bipolar system. In addition, under most circumstances, our perception of space is
a unitary phenomenon. We seem to be looking on the world from one place, one
origin, not from two places at once. The origin of visual space is not in the
eyes, but it is the mind, and it is located at a singular egocenter. Thus, in terms
of the criterion mentioned earlier, bipolar coordinates pass the tests of being dis-
joint and defined physically, but fail the tests of simplicity and naturalness.

Implicit natural coordinates. A fourth coordinate system implicitly underlies
the bulk of the space perception literature. In truth, most space perception stud-
ies don’t bother with specifying a coordinate system at all, but define stimuli in
terms of egocentric and exocentric distance, stimulus orientation, and eccentricity
(deviation from straight ahead of the observer). The following is an attempt to
explicitly layout the coordinate system implicitly employed by the majority of
space perception research. This “Natural Coordinate System” is not as simple as
the previous systems, but it corresponds more closely to our ordinary, common-
language conceptions of space.

For the location of a single point, as in egocentric distance estimation
tasks, the “natural” way to assign coordinates is with a polar coordinate system.
Here the two coordinates are R and 6. To make this definition more concrete, let
us define the radius (R) as the straight-line Euclidean distance from the observer
to the point, and the polar angle (0) as the counter-clockwise angle measured
between an arbitrarily defined axis and the direction to the point. In my formula-
tion, the arbitrarily defined axis extends from the observer directly to his or her
right. Thus, a point directly to the observer’s right is at 0°, a point located di-
rectly in front of the observer is at 90°, and a point directly to the observer’s left
is at 180°. I use this convention to avoid needing to talk about negative angles
or constantly having to specify on which side of the observer each stimulus lies,
although I recognize that it might be even more natural to think of straight
ahead as being 0°, and other angles could be thought of as being so many de-
grees to the right and so many to the left. While most experiments present stim-
uli along a plane defined by the ground or a table, one could extend this coordi-
nate system by including a third coordinate that specifies the elevation of the
stimulus. This coordinate would also be expressed as a polar angle relative to
some arbitrarily defined axis.

For size and exocentric-distance estimation, four Natural Coordinates are
needed to capture the location of the two points that define the object being
judged. Figure 4.2 displays these coordinates. Here, the four coordinates are: the



56 CHAPTER 4

distance from the observer to the nearest point (R), the polar angle or the direc-
tion the nearest point lays relative to an arbitrarily defined axis to the observer’s
right (0), the orientation of the points with respect to the observer’s frontal plane
(¢), and the Euclidean distance between the two points (D). This coordinate sys-
tem for distance judgments can be easily extended to three-dimensional space by
including polar and orientation coordinates that express elevation.

The coordinate system thus defined is disjoint. The location of the near point
is defined by R and 0; while ¢ and D define the location of the far point (with
respect to the near one). The inclusion of D as one of the coordinates is particu-
larly noteworthy. In this way, inter-point distance is factored out of the other
coordinate dimensions. When determining judged distance as a function of actual
distance and other factors about the location of the stimulus (as well as other
non-spatial factors), factoring out distance prevents recursive effects of including

Observer

Figure 4.2. Natural coordinate system used to specify object locations for distance
estimation. The four coordinates are: the distance from the observer to the nearest
point (R), the polar angle or the direction the nearest point lays relative to an arbi-
trarily defined axis to the observer’s right (0), the orientation of the points with re-
spect to the observer’s frontal plane (¢), and the Euclidean distance between the two
points (D).
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distance twice in the formula, once as the distance itself and once hidden in the
coordinates. It also allows one to directly address the effects of stimulus orienta-
tion, which turns out to be a critical factor in size judgments. Typically, stimuli
are either presented frontally or in-depth relative to the observer (although seldom
both at once). The natural coordinate system allows this experimental factor to
be directly represented in a model.

This coordinate system is also easy to interpret, and it is defined in terms of
the objectively observable physical layout of the stimuli. In addition, the coordi-
nate system is relatively ecologically valid. The coordinate dimensions are de-
fined with respect to the observer much as a naive observer might describe them.
That is, an object could be described as far away (or near), to the right (or left),
see straight on (or in-depth), and is so long. (At least, the specification is more
ecologically valid than the obvious alternatives.)

On the other hand, Natural Coordinates fail the test of simplicity. Instead of
each point being defined by two equivalent coordinates as in other systems, the
four coordinates describe different aspects of the stimulus constellation as a
whole. Despite this complexity, this coordinate system more directly relates to
the size and distance estimation literature than other systems. Egocentric distance
judgments involve estimating R; exocentric distance judgments (or size judg-
ments) involve estimating D; and ¢ corresponds to variations in stimulus orien-
tation found in different experiments.

One may also use a similar Natural Coordinate System to describe angle
judgments. The smallest number of points that may define an angle is three. One
point specifies the vertex, while two other points lay along the two legs. Be-
cause three points are involved a total of six coordinates will be needed to com-
pletely specify the position of the points. As seen in Figure 4.3, the six coordi-
nates that define an angle are: the distance from the observer to the vertex of the
angle (R), the polar angle between the vertex and an arbitrarily defined axis (0),
the orientation of the angle relative to the observers frontal plane (¢p) where ori-
entation is defined by the vector that bisects the angle, the physical size of the
angle (A), and (to be complete) the length of the two legs of the angle (D1 and
D2). Like the Natural Coordinate System for distance judgment, this one has the
advantages of being disjoint, physically defined, and ecologically valid. It is also
defined in terms of important experimental variables in a fashion that will make
modeling easier. In this book, I will tend to prefer Cartesian coordinates when
modeling metric functions for visual space as a whole, but Natural Coordinates
will be used when reviewing the direct estimation and size constancy literature
because this corresponds to the variables researchers typically emphasize.

The origin for visual space. Idhe (1986) points out that spatial localization is
reciprocal. Looking out at the world, we are able to localize the position of ob-
jects relative to our own position and see each object from a certain point of
view. This same information, however, also can serve to localize the point from
which the observation occurs. Our point of view, the exact direction from which
we look on an object, points back toward the direction that the observer him/her-
self lies. By a process of triangulation, the position of the self can be unambi-
guously identified, if the visual direction to more than one object is known. This
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location from which observation occurs is known as the egocenter, and I believe
that it is the logical origin of any coordinate system for visual space.

Where does the egocenter lie? One simple hypothesis might be that we see
the world from the point of view of our dominant eye, and thus the origin of
visual space lies there. This does not seem to be the case. Barbeito (1981), Ono
(1979), and Ono and Barbieto (1982) have shown that our perception of visual
direction does not originate in either eye, but from a point in between that they
refer to as the cyclopean eye after Homer’s mythological Cyclopes.

Observer

Figure 4.3. Natural coordinate system used to specify object locations for angle esti-
mation. The four coordinates are: the distance from the observer to the nearest point
(R), the polar angle or the direction the nearest point lays relative to an arbitrarily
defined axis to the observer’s right (0), the orientation of the bisector of the angle
with respect to the observer’s frontal plane (¢), the length of the two legs (D, and D,),
and the physical size of the angle (A).
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If the egocenter is not coincident with either of the eyes, then where does it
lie? Four methods have been proposed for locating the egocenter. Funaishi
(1926) had subjects fixate a point straight ahead of them and equidistant between
the two eyes (the median plane) and judge the direction to non-fixated targets in
the same depth plane as the fixation point by pointing toward each target with
their hands (which are out of sight). Judgments are made at two different fixation
distances with stimuli placed at the same visual directions from the subject in
each depth plane. Lines are drawn through corresponding judgments from the two
depths and projected back toward the observer. The point of intersection for more
than one of these lines is said to define the egocenter. One can criticize this
method, because the experimenter has made a determination of what the visual
direction is physically and not allowed subjects to make their own determination.
In addition, pointing may be a very poor measure because the arm is in a differ-
ent place than the egocenter and the mechanics of the arm might conceivably
influence directional estimates.

Fry (1950) tried a more indirect method. He had subjects fixate the more dis-
tant of two stimuli along the median plane (straight ahead from the middle of the
observers head). Subjects were asked to point at the locations of the two diplopic
images produced by the non-fixated stimulus by pointing with their hands
(which were out of sight). He derived the location of the egocenter from this
information based on Hering’s (1879/1942) principles of visual direction. Once
again, pointing may be a poor estimate of visual direction.

Roelofs (1959) had subjects look with one eye through a tube that is physi-
cally pointing toward the fovea of the eye, while the other eye is occluded. Sub-
jects do not see the tube as pointing at the eye, but as pointing at their face in
between the two eyes. Subjects indicate the point on the face where the tube
appears to point, and a line is defined from the front of the tube through the
point on the face. The point where the lines defined by each eye intersect is the
egocenter.

Howard and Templeton (1966) developed the most direct method for measur-
ing the egocenter, and one that does not require pointing. Subjects rotate a rod
presented at eye level until it appears to be pointing directly at the self. That is,
the front and back ends of the rods appear to lie in along the same visual direc-
tion. The rod is moved to different locations and the rod is once again rotated
until it appears to point at the observer. The place where lines traced along the
axis of the rod intersect is the egocenter.

Not only is this later method the most direct (and to me the most intuitively
appealing), it also appears to work the best. While Mitson, Ono, and Barbeito
(1976) found that all methods where highly reliable, producing consistent ego-
center locations both within experimental sessions and between different experi-
mental sessions, Barbeito and Ono (1979) found that the Howard and Templeton
method had the highest levels of internal consistency and test-retest reliability. In
addition, the Howard and Templeton method had the highest predictive validity
for three experimental tasks involving locating the subjective median plane,
judging the relative direction of three points, and an accommodative convergence
task. The Howard and Templeton method also produced less variable estimates of
egocenter location.
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So, where is the egocenter located? According to Barbeito and Ono (1979),
Funaishi’s (1926) method places the egocenter .28 cm to the right of the median
plane and 2.69 cm behind the plane defined by the cornea of the eyes. Fry’s
(1950) method places it .28 cm to the right of the median plane and 15.07 cm
behind the corneal plane. Roelof’s (1959) method places it .29 cm to the left of
the median plane and .99 cm in front of the corneal plane, a seemingly unlikely
result. Finally, the Howard and Templeton (1966) method places it .28 cm to the
right of the median plane and 1.16 cm behind the corneal plane. Given the
greater reliability, predictive validity, and intuitive superiority of the Howard
and Templeton method, I believe the later figure represents our best estimate for
the location of the egocenter. Most recent research is consistent with the idea
that the egocenter is located halfway between the two eyes and slightly behind
the corneal plane (Mapp & Ono, 1999; Nakamizo, Shimono, Kondo, & Ono,
1994; Ono & Mapp, 1995; Shimono, Ono, Saida, & Mapp, 1998).

Blumenfeld (1936) believed that the egocenter might not be located at one
fixed place, but it might shift location depending on attentional factors and the
sense modality employed. A number of research studies appear to support Blu-
menfeld’s conclusion.

In an unpublished undergraduate project (Krynen & Wagner, 1983), we once
attempted to replicate Howard and Templeton’s work and extend it to auditory
space. In the auditory condition, two tiny speakers located at two different dis-
tances from the subject would alternately make a beeping sound. Subjects were
asked to align the nearer of the two speakers so that the two appeared to lie in
the same direct from the subject. In the visual condition, the subject aligned the
speakers visually. The average location for the egocenter in the visual condition
was .76 cm to the right of the median plane and 1.32 c¢m behind the corneal
plane. For audition, the average location for the ego center was .71 cm to the
right of the median plane and 10.11 cm behind the corneal plane. Thus, the audi-
tory egocenter would appear to lie more or less between the two ears. The local-
ization of the auditory egocenter was quite variable however. The standard devia-
tion for both of the two coordinates was almost four times greater in the auditory
condition than it was in the visual condition.

Shimono, Higashiyama, and Tam (2001) attempted to locate the egocenter for
kinesthetic space in four experiments. Overall, they found that the kinesthetic
egocenter is located in the middle of the body, on the surface of the skin or just
below it. Thus, the location of the egocenter appears to change across sense mo-
dalities, although the location of the egocenter appears to be relatively fixed
within a given sense modality.

The metrics of visual space. Although much will be said about metric func-
tions that describe visual space, something should be said about the general form
of these functions in terms of the coordinate systems I have just introduced.

Stevens (1975) demonstrated that judgments of unidimensional stimuli al-
most universally fit a power function. For distance estimation, Baird (1970)
showed that the power function describes estimates of stimulus size both in the
frontal plane and in depth. Thus, if we examine judged distance as a function of
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actual distance for points in a given location and orientation in space, we would
expect to obtain a power function of the form

J=AD' (4.2)

where A and y are constants for that particular location and orientation and J
and D are judged and actual distances, respectively. Stevens (1975) argues that
all unidimensional estimates of the magnitude of stimuli (prothetic continuum)
are best fit by a power function irrespective of the method employed (whether
magnitude estimation, category estimation, etc.). Different methods, however,
will give rise to different power function exponents. Following Stevens’s exam-
ple, I will often use a power function to describe the metrics of visual space. In
this way, cross-method consistency is gained and distortions in judgments due to
the response method can be accounted for by alterations in the exponent.

The parameters A and y need not be the same for stimuli at all positions in
space. More specifically, the values of these parameters may vary as a function
of the Natural Coordinate dimensions developed in this chapter such that

J=MR.0,9) D' (R0:0)

(4.3)
where R, 0, and ¢ are the coordinates mentioned above.

As mentioned in Chapter 2, these functions need not depend on the coordinate
dimensions alone, but may also vary with stimulus conditions and instructions.
Hence, a more complete form for this general metric function could be

T = MR OG0, .. ) DY ROGAED, )

4.4
where o, 3, and 0 represent varying experimental conditions.

While the idea that exponents might be functions of stimulus conditions is
not entirely new (Stevens & Hall, 1966; Stevens & Rubin, 1970; Teghtsoonian
& Teghtsoonian, 1978; Wagner, 1982, 1985, 1992), it is rarely done in practice.
In fact, Lockhead (1992) criticized psychophysical work for not sufficiently tak-
ing into account context when generating psychophysical equations. Treating A
as a function of conditions is rare indeed.

Does the power function always work? While this formulation of the power
function is very general, even this formula may not describe all metric judg-
ments that observers give. The human mind is capable of conceptualizing dis-
tance in many ways. Different judgments are given in response to objective,
apparent, and projective instructions that respectively ask people to objectively
report distance, to say what things look like, or to take on a artist’s eye view and
report how much of the visual field a stimulus takes up.

Yet, these common instructions only scratch the surface of the variation pos-
sible in the human conception of distance. People are able to view distance in
terms of the shortest route between two places. In fact, peoples’ conception of
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the “shortest” route between two places deviates greatly from their as-the-crow-
flies estimates and the nature of these judgments can be quite complex. Bailen-
son, Shum, & Uttal (1998) found that people tend to engage in “route climb-
ing.” That is, they tend to begin their trip by selecting the longest and straight-
est route segment available heading in the direction of their goal even when an-
other overall shorter path is available that is slightly less direct to begin with.
This heuristic can lead to asymmetric path selection because the longest and
straightest route segment heading out of point A in the direction of point B may
place the subject on a different overall path than the longest and straightest route
segment heading out of point B in the direction of point A.

Raghubir and Krishna (1996) found that paths with many sharp turns and
switchbacks tend to be perceived as shorter than paths of the same length that
move generally in the same direction along their whole route. Here, perceived
path length may be biased toward the as-the-crow-flies distance traversed (without
being identical to it).

Metric functions can also be influenced by cognitive factors and categoriza-
tion effects. Howard and Kerst (1981) found that people tend to alter their dis-
tance judgments between locations on a rectangular map in a way that causes the
map to “square up;” in other words, the left-right dimensions of the judged space
are made to seem roughly equal to the up-down dimension even though this is
physically untrue. In addition, near by objects tend to be perceived as being clus-
tered together more tightly than they actually are, particularly in memory condi-
tions.

In summary, although a power function appears to describe many distance
judgments, people are mentally flexible enough to conceive of distance in very
complex ways—particularly, when judgments are based on memory. One must
be prepared to abandon the power function under these circumstances.

A Cautionary Note: Is Visual Space Metric?

It is tempting to think of the effects of instructions and the judgments of route
length as being exceptions. According to this view, we know what we normally
mean by perceived size and distance, and these other sorts of judgments are not
what we mean by those words. Perhaps, if one eliminated these pesky excep-
tions, then a unitary view of visual space would be possible. Perhaps, if one
eliminated the exceptions, the geometry of visual space would be singular.

I believe this viewpoint implicitly pervades much of the space perception
literature. According to this standard view, people perceive the world in a single,
internally consistent fashion, which they (more or less) accurately report on with
the various judgment methods. Because all of the judgment methods are getting
at the same underlying perceptual object, each of these methods should produce
results that are largely consistent with each other. That is, they do not change
the basic structure of visual space, but accurately reflect it.

What do I mean by our perceptions of visual space being internally consis-
tent? In an internally consistent space, the judgments people give for each of the
parts of visual space should fit together again to produce a coherent whole. If an
object is broken into two parts, the sum of the perceived sizes of the parts
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should equal the perceived size of the whole. At the very least, visual space
should be internally consistent enough to qualify as a metric space.

Is the standard view right? Is there a single visual space? Do the various
judgment methods produce results that are consistent with each other? Is visual
space internally consistent? Is it even a metric space?

Baird, Wagner, and Noma (1982) explored these questions and concluded that
visual space, as reflected by the judgments that observers give, appears to fail
each of these criteria. This paper is not very well known among psychologists
because it was published in a geography journal. I will lay out the basic argu-
ment here.

Does visual space satisfy the metric axioms? To be considered a metric space,
the distance function on that space must satisfy the four axioms mentioned in
Chapter 2 (Equations 2.1 to 2.4). Let us examine whether or not these axioms
hold for visual space.

Let x, y, and z be elements of set X, then d(x,y) is a metric on X if

(1) Distance is always non-negative. That is,
dx,y) =0 4.5)
(2) Non-identical points have a positive distance. That is,
d(x,y)=0ifandonly if x =y (4.6)
(3) Distance is symmetric. That is,

d(x,y) = d(y.x) 4.7)

(4) The triangle inequality holds. In other words, a path between two points
which is traced through a third point can never be shorter than the distance be-
tween the two points. That is,

d(x,y) =d(x,z) + d(z,y) 4.8)

No one quarrels with the first of these axioms, but one can dispute the other
three. For example, all psychophysical modalities have a smallest stimulus that
can be detected, an absolute threshold. This is also true of distance perception;
non-identical points may seem to be in the same place if the distance between
them is very small.

Similarly, there is evidence that distance perception is not always symmetric.
This violation of symmetry is most often found in memory or cognitive map-
ping conditions (Burroughs & Sadalla, 1979; Cadwallader, 1979; Codol, 1985).

While neither of these violations of the metric axioms seems particularly
serious, we will see that violations of the triangle inequality are common and
that they have far reaching consequences for the internal structure of visual space.
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The primary reason for the failure to satisfy the triangle inequality is that the
power function exponent (seen in Equation 4.2) relating judged distance to per-
ceived distance is almost never equal to precisely one. Wiest and Bell (1985)
report that an average exponent for the direct perception of distance using magni-
tude estimation is 1.1 with wide variation around this number. In some cases,
the exponent is much greater than one. On the other hand, the exponent is typi-
cally significantly less than one when other methods are used such as category
estimation and mapping (Baird, Merrill, & Tannenbaum, 1979; Sherman, Crox-
ton, & Giovanatto, 1979; Stevens, 1975; Wagner, 1985), under memory condi-
tions (Weist & Bell, 1985), or under reduced-cue conditions (Baird, 1970). Chap-
ter 5 will explore variations in the exponent as a function of stimulus condi-
tions, instructions, and method in great detail.

Yet, we will see that the problems relating to the triangle inequality are even
deeper than the power function, and apply to any concave or convex transforma-
tion of physical distance into perceived distance.

Concave and convex functions. A positive function, f, is said to be concave
(downward) if it satisfies the following inequality

f(a) + f(b) > f(a+b) 4.9
and is said to be convex (downward) if it satisfies the inequality
f(a) + f(b) < f(a+b) (4.10)

The power function is either a concave or convex transformation unless the
exponent is precisely equal to 1.0. In fact, it is easy to show that the following
theorem holds (For the proof, see Baird, Wagner, & Noma, 1982.):

al b’ >(@+b)! ifab>0,a<1 “4.11)
al b’ <(a+b)! ifab>0, 0> 1 4.12)

Thus, the power function is concave when the exponent is less than one and
convex if the exponent is greater than one. To see why this is problematic, con-
sider three points that lie along a line in physical space. Let us say the distance
from the first point to the second is a, and the distance from the second point to
the third is b, and the distance from the first to the third is a+b. Now let us say
that the perceived distances (a', b', (a+b)') between the points is a power function
of the physical distance; that is, the judged distances are

a=al (4.13)
b'=b'
(a+b)' = (a+b)Y
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Equations 4.11 and 4.12 imply that the straight line is only preserved as a
unified whole when the exponent is equal to one. When the exponent is greater
than one, the triangle inequality (Equation 4.8) does not hold because the total
distance from the first point to the last (a+b)Y is greater than the sum of its parts.
Because the exponent for size and distance judgments is often greater than one,
this implies that the triangle inequality is violated on a regular basis.

Even if the exponent is less than one, the perceived line can no longer be
straight because the perceived distance between the first and last points is less
than the sum of the two parts. In fact, this is a best case scenario, because any
other path from the first point to the third that passes through a second point
will produce parts whose perceived lengths will sum to an even larger number.
The parts can never fit together to make the whole. In fact, contrary to the old
Gestalt saying, the whole is always less than the sum of it parts. (Of course, one
can make the parts fit together by moving into a higher dimension. The line
segments could be plotted on a plane, although the line would not be straight.
Conceptually, one might be able to keep a perception of straightness by moving
this construction of pieces into an even higher dimension. Because visual space
is three dimensional, the parts could fit together by moving to four dimensions,
with the projection into three dimensions seeming straight. It’s not clear how to
interpret the outcome of this operation that would be in the spirit of the classic
book Flatland (Abbott, 1884).)

What is more, one can’t escape these difficulties by turning to one of the
non-Euclidean geometries discussed in the previous chapter. Luneburg laid out
the axioms that visual space must satisfy to be a geometry of constant curvature.
As I said in the last chapter (Equation 3.1), one of these axioms (which Lu-
neburg referred to as convexity —using the term in a different way than I am
here) requires that for any two points (P{ and P3) on a line a third point (Pp)

must exist on the line between them such that
D(P1,P2) + D(P2, P3) = D(P1,P3) 4.14)

where D is the metric for the space. Equations 4.11 and 4.12 flatly contradict
this axiom and thus rule out any of the geometries of constant curvature.

By the way, Equations 4.11 and 4.12 can be extended to subtraction as well
through a few simple substitutions to yield the following equations:

al “b <@b) ifa>b>0,7 <1 (4.15)
al ~b! >(@b) ifa>b>0,Y > 1 (4.16)

(A result which I have used to explain several spatial illusions such as the
Miiller-Lyer Illusion, the Delbouef Illusion, and the moon illusion—although I
have never published the theory.)

Spatial distortions implied by the power function. None of the forgoing has
assumed that visual space had any particular geometry. Yet, to give you a idea of
the sorts of distortions in visual space implied by the power law, let’s see what
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would happen if we suppose that visual space were Euclidean. Let us say that we
had three points on a plane in a triangular arrangement whose inter-point dis-
tances were a, b, and c as seen in Figure 4.4a.

Here, ¢ is the angle opposite side c. If perceived distance is related to physical
distance by a power function, then

a'=al 4.17)
b =b'
c=c'

If we try to map these perceived distances back onto a Euclidean plane, the
resulting triangle is seen in Figure 4.4b. Let us see how 0, the perceived angle
opposite c', changes as a function of the exponent.

By the Law of Cosines, ¢ in Figure 4.4a can be reexpressed as

2 =22 + b2 - 2ab cos¢ (4.18)
Thus, c' in Equation 4.17 may be rewritten as

¢' = (a2 + b% - 2ab cos)¥/2 (4.19)

b b’

Figure 4.4. Transformation of triangle 4.4a into triangle 4.4b after a power function
is applied to distances between vertices. (Based on a figure from Baird, Wagner, and
Noma, 1982. Copyright 1982 by the Ohio State University Press. Reprinted by per-
mission.)
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In perceived space, the Law of Cosines gives us

cosh = a+b'2-¢'? (4.20)
2a'b’
Substituting for a', b', and ¢' and solving for 0 yields
2 2
0 = Arccos a2'+b*Y - (a2 + b® - 2ab cos¢ ) 4.21)

2a'b’

Figure 4.5 shows the relationship between the original physical angle, ¢,
and the new angle in visual space, 0, based on Equation 4.21 for two different
triangles: one where side a is equal in length to side b, and one where side a is
ten times longer than b. Each curve displays this relationship based on a single
exponent. Notice that the original angle equals the new angle only when the
exponent is equal to one. The more the exponent deviates from one, the more the
new angle is distorted from the original. The distortion is particularly extreme
when a and b are very unequal in length.

The figure also shows that when the exponent is less than one, certain angles
do not exist in the transformed space. For example, there are no straight lines
through three points in the perceptual space because 180° angles are not repre-
sented in the space. If the exponent is greater than one, many larger physical
angles cannot even be represented in the perceptual space.
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Figure 4.5. Relationship between the Angle in a Triangle (¢, Figure 4.4a) and the
Angle (0, Figure 4.4b) after a power transformation of distances between vertices.
Data are based on an evaluation of Equation 4.21 for the exponents (y) listed on the
graph (left, enclosing sides of are equal, a = b; right, a = 10b). From Baird, Wagner,
and Noma, 1982. Copyright 1982 by the Ohio State University Press. Reprinted by
permission.



68 CHAPTER 4

Not only do these findings cast doubt on the viability of geometries of con-
stant curvature to describe visual space, but they may be generalized in yet an-
other way. They also apply to any n-dimensional Minkowski space (as defined
by Equation 2.7). More formally, if R is a complete n-dimensional Minkowski
space (every n-tuple of real numbers is defined on the space), S is a complete
m-dimensional Minkowski space, and there is a concave or convex mapping of
distances between R and S™M, then it can be shown that one or the other of
these spaces can no longer be complete if the mapping generally holds. For ex-
ample, if the mapping is concave, then straight lines will not exist in S™. If the
mapping is convex, then a straight line in RT cannot be mapped into S™M (Baird,
Wagner, & Noma, 1982).

Examples of impossible figures. While it is possible to systematically ex-
plore how power function transformations distort the distance and angular rela-
tionships between three points, when the layout of four or more points is exam-
ined, distance and angular relations can break down altogether. Let’s look at two
examples of this that were presented in Baird, Wagner, and Noma (1982).

In Figure 4.6, two line segments intersect at right angles (¢ = 90°) to form a
cross where the end points of the cross (A, B, C, and D) are all the same distance
(a) from the center point (O).

To find the angle in the perceptual space, we can substitute a=b and ¢ = 90°
into Equation 4.21 to yield

2y 4+ 227 - (a2+a2
0 = Arccos T2 (a%+a®)r
2(aa)Y
or
2y (242
0 = Arccog 22~ (28"
2(a)%

0 = Arccos

2a2v - a2y
2(a)2Y

0= Arccos{z'zizq

0 = Arccos| 1 - 2¥1] 4.22)

Here, 6 is only equal to 90° when y = 1. Otherwise, the four angles that make
up a complete circuit do not sum to 360°, which would contradict the predictions
of a Euclidean geometry. If the exponent is less than one (but still positive),
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D

B

Figure 4.6. Diagram representing four points (A, B, C, and D) equidistant from a
common origin (O). Based on a figure from Baird, Wagner, and Noma, 1982. Copy-
right 1982 by the Ohio State University Press. Reprinted by permission.

then the sum of the angles is less than 360°. This result would be similar to the
predictions of a hyperbolic geometry. If the exponent is slightly larger than one,
then the sum of the four angles would be greater than 360°. These results remind
us of the predictions of a spherical geometry, although in both cases, we still

9, ¢

have the problem we discussed earlier with Luneburg’s “convexity” axiom.

A second example. As a second example of the difficulties that arise from
power function transformations, consider Figure 4.7. In this figure, four points
(A, B, C, and D) define two equilateral triangles. All five line segments that
make up this figure have the same length (a). Each of the angles in the triangle



70 CHAPTER 4

(), are equal to 60°. Putting two of these angles together to make up ¢' should
span a total of 120°.

Now, let’s look at how each of these angles is affected by a power function
transformation. Substituting ¢ = 60° and a = b into Equation 4.21 yields

a2V + a2V - (a2 + a2 - 2a2(.5))"
L a2y

0 = Arccos

or

0= Arccosiw}

a2y

0 = Arccos LJ =60°

A

Figure 4.7. Diagram to represent four points (A, B, C, and D), where the lengths of
line segments AB, BC, CD, and AD are all equal and = 60°, = 120°. Based on a figure
from Baird, Wagner, and Noma, 1982. Copyright 1982 by the Ohio State University
Press. Reprinted by permission.
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Thus, the 60° angles that make up the two equilateral triangles remain the same
after the power function transformation. The angle to the right of ¢, LCAD,
will also transform to 60°. The sum of these two angles should give us ¢'. Now,
let’s see what happens to the combined angle, ¢', when the formulas are applied
to it directly. Substituting ¢' = 120° and a = b into Equation 4.21 yields

0= ArccosiazY +a2v-(az +a?- 2a2(—.5))q
L 2a2y
or
0 = Arccos M
2a2v
0 = Arccos 2427 - 37t 3Ya2q
2a2y
0 = Arccos % (4.23)

The transformed angle found in Equation 4.23 is only equal to 120° when y= 1.
Thus, unless the exponent is one, the larger angle is no longer the sum of its
two parts.

Why visual space is not a Banach space. In Chapter 2, we mention another
space that is important in mathematics, the Banach space. In a Banach space,
spatial coordinates are thought of as vectors whose lengths are called norms
(IIxI). In terms of space perception, these norms may be thought of as the per-
ceived distance from the self, or the origin of visual space, to objects. The
above analysis indicates that visual space also fails to live up to the axioms of a
Banach space.

First, a Banach space assumes that the norm is always non-negative and only
zero if the vector has no length. Once again, the existence of thresholds for the
detection of distance makes this unlikely. Second, a Banach space assumes that
the triangle inequality holds, and we have seen that this is often untrue for ego-
centric distance judgments. Finally, a Banach space assumes that multiplying the
coordinates by a scalar should increase the norm in a like manner. That is,

llex!l = el 1IxII (4.24)

A power function transformation of physical distance into perceptual distance
does not satisfy this final axiom either because if D' = ¢ D in physical space and
judgments are transformed by the equation
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J=nDY

then substituting the value for D' into the equation yields
J=A@D)Y =c! ADY =cJ  ify=1 (4.25)

A Few Final Comments

A few general conclusions can be drawn from the preceding analysis. First of all,
one may wonder if space perception data gathered using different methods are
consistent with each other. If magnitude estimation gives rise to exponents
greater than one, category estimation gives rise to exponents less than one, and
mapping techniques force subjects judgments to fit onto a plane, it would seem
that the methods are giving very incompatible results. Statements about the ge-
ometry of visual space may be conditioned on the method employed. One may
need to derive different, incompatible models for visual space for data generated
by each method.

This conclusion that the methods for exploring visual space lead to mutually
inconsistent results led MacLeod and Willen (1995) to conclude that no unitary
visual space exists. They used experiments involving sinusoidal stimuli and the
classic Zollner and Miiller-Lyer illusions to show that judgments of orientation
and location do not always agree.

Second, if numeric estimation judgments are used as the basis for defining
visual space, then we know quite a bit about what visual space can not be. It is
not really a geometry of constant curvature because the judgments observers give
are described by a power function which does not in general satisfy Luneburg’s
“convexity” axiom. Visual space is not satisfactorily described by any
Minkowski metric (including the Euclidean metric) because the power function
transformation would imply that either visual space or physical space is not
complete. Under many circumstances, visual space is does not even satisfy the
axioms of a metric space. At least three of the axioms are open to question, and
whenever the exponent is greater than one, the triangle inequality is flatly vio-
lated. Visual space also does not satisfy the axioms of a Banach space.

This is one of the reasons for introducing the concept of a quasimetric in
Chapter 2. Although visual space may not in general be a metric space, people
do make metric-like judgments. That is, while an observer’s judgments of size
and distance may not always satisfy all of the axioms of a metric space, they
may still reflect the observer’s perceptions of these quantities.

One might wish that the data generated by subjects would fit a predetermined
model more closely than it does. Yet, I believe that one should not reject data
just because it does not fit our preconceptions. Data must be primary, and theory
must follow to describe it. I feel that the only way to approach the problem of
space perception is to rely on the judgment’s generated by subjects, even though
those judgments may lead one to conclude that visual space has a distorted struc-
ture.
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The analytic approach is better able to handle this difficult data rather than the
synthetic approach. The same logic that leads us to question the metric nature of
visual space also leads us to question the synthetic models proposed by others.
If visual space is not convex (in Luneburg’s terms), then neither is it hyper-
bolic, spherical, or Euclidean.

On this sobering note, it is now time to examine the data in more detail.
Subsequent chapters will look at the size and distance judgments subjects make
under a variety of conditions. In particular, the next chapter will look at uni-
dimensional judgments; that is, size and distance judgments when stimuli are all
presented in a single orientation (e.g.., frontally or in-depth). Later chapters will
look at the more complicated case of multidimensional stimuli.



5]

Effects of Context on
Judgments of Distance, Area,
Volume, and Angle

In Chapter 4, I argued that judgments of the metric properties of space (distance,
area, volume, etc.) can be related to their corresponding physical dimensions
using a power function of the form

T=rs’

5.1
where J represents the subject’s judgments of distance, area, or volume, A is a
scaling constant, S is the physical distance, area, or volume and y is an expo-
nent. In addition, I argued that the parameters of this equation, A and y, are not
constants, but rather vary as a function of stimulus location and experimental
conditions.

This chapter presents the results of a meta-analysis on the space perception
literature. Conditions that significantly influence spatial judgments and the de-
gree to which they alter the parameters of the power function are examined. I
also look at how well the power function fits spatial data and under which cir-
cumstances the fits are particularly good or particularly poor.

Previous Reviews

Prior to Stevens (1957) and Stevens and Galanter (1957) researchers seldom re-
ported power function parameters. However, after Stevens convinced the majority
of the psychophysical community that the power function was the best descrip-
tion of judgments for a wide variety of perceptual modalities, particularly for
judgments arising from magnitude estimation techniques, researchers began to
regularly report the power function parameters for experiments involving spatial
judgments.

Eventually, researchers generated enough data that meta-analytic summaries
began to appear. Perhaps the first review of the spatial literature may be attrib-
uted to Baird (1970). Baird reported 69 exponents from 14 studies on judgments
of length, area, and volume. Baird found that exponents for length are largest
when the standard is in the middle of the range. He also discussed the effects of
average stimulus size, stimulus range, and instructions, but believed that these
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variables had little influence of length judgments. For area, Baird indicated that
objective instructions typically produced higher exponents than apparent instruc-
tions, but other contextual variables had little effect. In addition, he suggested
that fits to the power function were poor for area judgments of complex shapes.
Overall, Baird believed the average exponents for length, area, and volume aver-
aged about 1.0, .8, and .6, respectively.

Two meta-analytic reviews of distance perception appeared in 1985. DaSilva
(1985) reported 76 exponents from 32 studies on egocentric distance estimation,
where egocentric distance refers to the distance from the observer to an object.
DaSilva excluded exocentric distance judgments, which refers to the length or
distance between two endpoints that are both located away from the observer.
DaSilva indicated that a number of variables might potentially influence expo-
nents including judgment method, whether the data is collected indoors or out-
doors, instructions, size of the standard, size of the number assigned to the stan-
dard, range of stimuli, and stimulus cue conditions, although he did not produce
any statistics from the 32 studies to examine these claims. Based on a number of
his own experiments, DaSilva concluded that the typical exponent for egocentric
distance estimation was about .90. He also found that magnitude estimation pro-
duces lower exponents that ratio estimation or fractionation, that increasing
stimulus range produces lower exponents, and that the exponents for individual
subjects are quite variable but less than 1.0 about 78% of the time.

Wiest and Bell (1985) analyzed 70 exponents taken from 25 studies on dis-
tance estimation. Their main finding concerned performance across perceptual,
memory, and inference conditions. To Wiest and Bell, judgments are perceptual
when the judged stimuli are available to the subject throughout the judgment
process; memory judgments occur when stimuli are presented perceptually to the
subject at one time but judgments are made at a later time when the stimuli are
no longer available, and inference judgments occur when knowledge about stimu-
lus layout is acquired across time such as in cognitive mapping. Wiest and Bell
found that the average exponents were 1.08, .91, and .7 for the perceptual, mem-
ory, and inference conditions respectively. They also found that larger stimulus
ranges are associated with smaller exponents and that judgments collected out-
doors tend to produce smaller exponents than those collected indoors.

A great deal of spatial perception research has been reported in the decades
following these prior reviews. The present review updates and greatly expands on
them, because it is based on over seven times as much information as the most
extensive previous work.

The Scaling Constant

A complete description of spatial judgments should include a discussion of varia-
tions in the scaling constant, A, as a function of stimulus conditions. In truth,
most all of the foregoing analysis will focus on the exponent and measures of
goodness of fit, because the scaling constant is typically only meaningful within
a single procedural context due to variations in the numerical scale used for
judgments in different experiments.
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In fact, Borg and Marks (1983) mention 12 factors that can influence the scal-
ing constant. These factors include the units of measurement for the physical
stimulus, the units of measurement for the psychological scale, the psycho-
physical method, sensory and processing variations across conditions, and indi-
vidual differences. In addition, if the exponent is determined in the usual fashion
by fitting a straight line through a log-log plot of the data and subjects accu-
rately judge the size of the standard, then the scaling constant (which is the y-
intercept) will vary along with the slope of the line and therefore along with
changes in the exponent. Only when the exponent and experimental conditions
are relatively constant will variations in the scaling constant be meaningful.

Given these conditions, however, variations in the scaling constant can be
quite important because they indicate an across the board tendency for judgments
under one set of conditions to be greater than under another. In fact, a number of
experiments have uncovered interesting variations in the scaling constant.

Teghtsoonian (1980) had children of various ages engage in cross modality
matching of length and loudness. She found that the scaling constant increased
significantly with increasing age although the exponent did not differ signifi-
cantly.

Butler (1983a) had subjects estimate the lengths of horizontal and vertical
lines and found that the scaling constant for a vertical standard was about 12%
greater than for a horizontal standard while exponents did not differ significantly
across conditions. Butler thought of this variation in the scaling constant as a
direct measure of the magnitude of the horizontal-vertical illusion. Butler
(1983b) also found that the scaling constants associated with judgments of line
length were significantly influenced by whether the line appeared in the context
of the edges of a box or by itself. The scaling constant was significantly larger
for lines viewed in the box context. Butler interpreted this difference as being an
alternate measure of the constant error that is traditionally measured with dis-
crimination techniques such as the method of constant stimuli.

Wagner (1985) and Wagner and Feldman (1989) had subjects estimate dis-
tances at various orientations with respect to the observer using four psycho-
physical methods. Wagner found that the scaling constant for stimuli oriented in-
depth with respect to the observer tended to be about half as large as for stimuli
oriented frontally, while exponents did not differ across conditions. Wagner felt
this variation indicated a general tendency for in-depth stimuli to be seen as
smaller than frontally oriented stimuli of the same physical length. In other
words, Wagner viewed variations in the scaling constant to be indicative of the
presence of a perceptual illusion.

Methodology

The remainder of this chapter will focus on variables that influence the exponent
and the coefficient of determination (R2) of the power function. This work is
meta-analytic in that it statistically combines data gleaned from many sources to
estimate the overall effects of different contextual variables on the exponent.
However, I see the basic purpose of this investigation as being primarily descrip-
tive; the amount of data collected and the number of variables involved are so
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large that the main points could easily be lost in a sea of convoluted statistical
analysis. I aim to keep things as simple as possible.

The initial list of works to include in the analysis came from a computer
search for articles on length, distance, size, area, volume, and space perception
that included mention of power functions or exponents. I then eliminated non-
English articles. This eliminated eight articles mentioned in the initial computer
search. The list was then supplemented by adding references from the previous
meta-analytic reviews (Baird, 1970; DaSilva, 1985; Wiest & Bell, 1985) and
other articles.

In the end, the analysis includes 104 space perception articles and a total of
530 power function exponents. The later number is greater than the former be-
cause most articles reported exponents for multiple experimental conditions. In a
few cases, the experimenters broke down the data into so many conditions that
very few subjects participated in a given combination. In these cases, I would
average exponents across variables that were not at issue in the present study.
(Otherwise, some studies would carry more weight in the final analysis simply
by virtue of multiple exponents being reported in the same study with no other
useful information being added to the analysis.)'

For each study, 22 variables were recorded (when available). The effects of 13
of these variables on the power function exponent and coefficient of determina-
tion are listed in Table 5.1 and will be discussed in this chapter. The other 9
variables are not reported either because they are redundant re-expressions of re-
ported variables or because they lacked sufficient variation to make analysis
valid.

The results for distance, area, volume, and angle judgments will be reported
separately, starting with distance estimates. For size and distance judgments, I
will discuss the effects of each variable four ways. First, an analysis of the entire
data set will be discussed. Second, the analysis will be repeated for perceptual
data alone, excluding inference and memory conditions. Third, the analysis will
be refined even further to focus on perceptual data collected using magnitude es-
timation or ratio estimation. (Two methods which Wiest and Bell (1985) and
others argue are equivalent.) Finally, I will discuss the results of articles that
specifically examine a given variable (if such articles exist).

The data are presented in a variety of formats in recognition of the dangers
involved in meta-analytic research. Data collected under memory and inference
conditions may not be equivalent to perceptual data. Similarly, certain judgment
methods such as mapping, fractionation, or triangulation place physical con-
straints on the judgment process that may render them non-equivalent to numeric
techniques like magnitude and ratio estimation.

'A complete copy of the Excel database which was used in the following analy-
ses can be obtained from the author by sending a diskette (being sure to indicate
if your computer is IBM compatible or Macintosh) to the following address:
Mark Wagner, Psychology Department, Wagner College, 1 Campus Road,
Staten Island, NY 10301.
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Table 5.1

Mean Exponent and Coefficient of Determination (R2) as a Function
of Recorded Variables for Judgments of Distance Calculated from
All Data, Perception Data, and Magnitude or Ratio Estimation
Perception Data

Value of Exponent Coefficient of Determination
Variable Variable All  Per. Mag. Est. All Per. Mag.Est.
Overall 0.96 1.02 1.04 0.91 0.95 0.96
Age Pre Under. 0.93 0.92 1.05 0.97 0.97 0.99
Undergrad. 0.95 1.02 1.02 0.91 0.97 0.96
Post Under. 1.04 1.04 1.05 0.91 0.91 0.95
Cue Conditions Full 1.00 1.02 1.04 0.92 0.94 0.95
Reduced 0.99 0.99 1.01 0.98 0.98 0.99
Ego vs. Exocentric Egocentric 0.99 1.01 1.06 0.96 0.98 0.99
Exocentric  0.95 1.03 1.01 0.88 0.91 0.92
Immeadiacy Perception 1.02 1.04 0.96 0.96
Memory 0.87 0.90 0.87 0.85
Inference 0.77 0.76 0.82 0.81
Inside or Outside Inside 1.02 1.05 1.04 0.91 0.96 0.95
Outside 0.89 0.97 1.03 0.91 0.95 0.97
Instructions Objective 0.94 1.03 1.08 0.90 0.97 0.96
Neutral 0.93 1.00 1.03 0.90 0.94 0.92
Apparent 1.02 1.03 1.04 0.96 0.95 0.97
Road Path  0.70 0.82
Method Fractionation0.89 0.90 0.97 0.97
Ratio Est.  0.82 1.02 1.02
Mag. Est. 0.98 1.04 1.04 0.91 0.96 0.96
Mapping 0.76 0.96 0.88
Production 1.02 1.06 0.92 0.99
Triangulation0.96 0.96
Number of Subjects =< 15 1.00 1.03 1.03 0.92 0.94 0.95
> 15 0.90 1.01 1.04 0.91 0.97 0.97
Standard Used No 0.96 1.03 1.05 0.93 0.98 0.98
Yes 0.96 1.00 1.00 0.88 0.92 0.93
Standard Size Small 0.94 1.02 1.02 0.84 0.82 0.86
Midrange 0.96 0.94 0.96 0.93 0.92 0.93
Large 1.04 1.03 1.03 0.98 0.98 0.98
Stimulus Orientation Horizontal 1.02 1.01 1.02 0.95 0.93 0.86
Vertical 1.04 1.04 1.04 0.91 0.91 0.91
In-depth 1.01 1.04 1.09 0.95 0.98 0.98
Log Stimulus Range <1 1.06 1.06 1.10 0.97 0.97 0.96
l<x=<15 1.06 1.061.08 0.94 0.94 0.96
> 1.5 0.86 0.89 0.91 0.98 0.97 0.98
Stimulus Size <1lm 1.04 1.04 1.02 0.95 0.95 0.94
Im=<x=<10m1.10 1.09 1.11 0.99 0.99 0.99
> 10m 0.88 0.93 0.99 0.90 0.94 0.96
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More researchers focus on perception and most of those use magnitude esti-
mation techniques, and so the more refined analyses reported here will conform
to this emphasis. In addition, because conditions are not randomly assigned to
researchers and some combinations of conditions may occur more frequently than
others, it is possible for variables to be correlated with one another. Thus, the
apparent influence of one variable on the exponent might really be due to it be-
ing correlated with another recorded variable. Examining studies that explicitly
look at the effects of a given variable within a single experimental context can
serve as a check to confirm or disconfirm meta-analytic conclusions.

Size and Distance Estimates

There were a total of 362 exponents for distance estimates that entered into the
analysis. The perceptual data set had 257 exponents, while the magnitude/ratio
estimation data set had 182 exponents. Table 5.1 summarizes the effects of dif-
ferent contextual variables on judgments of size and distance. I will discuss the
effects of each variable in turn.

Overall. In general, exponents for distance estimation are very close to 1.0.
For both perceptual data sets, it appears that the average exponent is slightly
larger greater than 1.0, and the data are well-fit by a power function with coefti-
cients of determination averaging about .95. The total data set shows a lower
average exponent and a lower coefficient of determination due to the influence of
memory and inference conditions.

Age. Only a small number of studies reported the average age of the subjects
involved. Typically, studies either reported an age range or described the popula-
tion from which subjects were drawn—such as undergraduates. I used this infor-
mation to estimate the average age of the subjects. In truth, there was little
variation in age because 84% of all studies were based on undergraduate students.

Based on the total data set, exponents appeared to significantly increase with
age, r = .15, p < .05, but this trend is not significant for the other two data sets.
Coefficients of determination appear to decline with age for the total data set, r =
-.19, p < .05, and for perceptual judgments, r = -.28, p < .05.

Cue conditions. Some studies limit perceptual exploration and/or cues to
distance more than others. Full-cue conditions allow relatively complete layout
information, while reduced-cue conditions limit perceptual information in some
way. In the present analysis, most studies (81.2%) were classified as full cue.

Exponents were significantly greater under full-cue conditions for all data
combined and for perceptual magnitude estimates. In truth, the effects of cue
conditions may be greater than the summary data would make it seem because
60.4% of the studies classified as “reduced-cue” only limited information by fix-
ing head position with a bite bar. This attempt at increased experimental control
may also explain why the coefficient of determination was significantly greater
under reduced conditions.
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One study that looked at cue conditions (Hagen & Teghtsoonian, 1981) found
higher exponents for egocentric distance estimates under binocular conditions
than monocular ones. Similarly, Kunnapas (1968) found a low exponent (.82)
for monocular conditions, an intermediate exponent (.93) for binocular condi-
tions with a fixed head position, and a high exponent (.97) for full cue condi-
tions. Also consistent with this general tendency, Wagner and Feldman (1989)
found much lower exponents for distance judgments collected under dark condi-
tions (.70) than under full lighting (.99). Predebon (1992), however, found few
consistent effects of head position or binocularity.

Egocentric vs. exocentric. There were no significant differences in the expo-
nent between egocentric and exocentric distance judgments. Coefficients of de-
termination, however, were significantly higher for egocentric judgments for all
three data sets.

Immediacy. For want of a better word, immediacy here refers to the effects of
perceptual, memory, and inference conditions as defined by Wiest and Bell
(1985). The stimulus is most immediately available in perceptual conditions
and never directly available under inference conditions.

The exponent is highest for perceptual conditions and lowest in the inference
condition. In addition, coefficients of determination were highest for perceptual
conditions and lowest for inference conditions. These differences in exponents
and coefficients of determination between all three conditions are statistically
significant at the .001 level according to Duncan follow up tests.

Wiest & Bell (1985) restricted their analysis to magnitude and ratio estimates.
To make the present analysis equivalent, Table 5.1 also reports mean exponents
for perceptual, memory, and inference conditions based exclusively on magnitude
and ratio estimates. (This is the only time the third column of the table includes
memory and inference conditions.) The exponents reported here are similar to
those reported by Wiest and Bell; however, they deviate a bit less from 1.0 than
in their report. Once again, coefficients of determination are highest for percep-
tual conditions and lowest for inference conditions.

The present results are also consistent with many individual articles examin-
ing the effects of memory on psychophysical judgment. Bradley and Vido
(1984), Kerst, Howard, and Gugerty (1987), Moyer et al. (1978), Radvansky and
Carlson-Radvansky (1995) all found higher exponents in perceptual than in
memory conditions. DaSilva, Ruiz, and Marques (1987) found high exponents
for perception, generally lower exponents for memory, and generally lowest ex-
ponents for inference conditions. However, there are two exceptions to this gen-
eral rule. DaSilva and Fukusima (1986) and Kerst and Howard (1978) found per-
ceptual exponents to be slightly greater than one and memory exponents to be
even greater. One might be tempted to assume that memory exponents will be
less than perceptual exponents if the perceptual exponent is less than one, and
greater than perceptual exponents when the perceptual exponent is greater than
one consistent with Kerst and Howard’s reperception hypothesis, but three of the
studies who found perceptual exponents to be greater than memory ones also
had mean perceptual exponents greater than one.
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For memory conditions, the amount of time that passed between stimulus
presentation and the judgment process was recorded. One might expect than ex-
ponents would decline with increasing retention intervals, but the data did not
support this. There was no consistent pattern in the size of exponents as a func-
tion of judgment interval and the correlation between retention interval and the
exponent was not significant. Past studies that specifically looked at this vari-
able are inconsistent regarding the effects of retention interval on the exponent
(DaSilva & Fukusima, 1986; DaSilva, Ruiz, & Marques, 1987; Kerst, Howard,
& Gugerty, 1987).

For inference conditions, Foley and Cohen (1984a, 1984b) and Wagner and
Feldman (1990) found a tendency for the exponent to increase (and approach 1.0)
the longer subjects reside in a location, but there was not enough data to test this
hypothesis in the current meta-analysis.

Inside vs. outside. Experiments conducted indoors produce significantly
higher exponents than those conducted outside for the two larger data sets. How-
ever, this difference is not significant for perceptual data collected using only
magnitude/ratio estimation. Coefficients of determination do not differ signifi-
cantly between inside and outside studies.

Teghtsoonian and Teghtsoonian (1970a) were the first to find higher expo-
nents for distance judgments collected indoors. More recently, one condition of
Higashiyama and Shimono (1994) directly tested this effect and found results
consistent with the Teghtsoonians and those reported here.

Instructions. Studies differ in the way they describe the judgment task to sub-
jects. In the present analysis, instructions were classified into four types. Appar-
ent size instructions were the most commonly employed (39.2% of studies).
These instructions ask subjects to judged how the distance “looks”, “appears”, or
“seems to be” subjectively. Objective instructions, which explicitly emphasize
physical accuracy, are less commonly employed (24.3% of studies). A third cate-
gorization used here was a neutral category, that neither emphasized physical
accuracy nor how things appear subjectively, but rather simply asked subjects to
judge the distance between two points. This categorization describes 34.3% of
the studies. Finally, a relatively small number of studies (2.2%) asked subjects
to judge the distance from one place to another, not as the crow flies, but accord-
ing to the length of the route one would need to take to drive from one place to
another.

Instructions appeared to have inconsistent effects on the exponent. For the
complete data set, apparent instructions produced significantly higher exponents
than objective or neutral instructions. For perceptual magnitude/ratio estimates,
objective instructions tended to result in higher exponents than either apparent or
neutral instructions although this trend is not significant. Road-path length pro-
duced consistently and significantly lower exponents and coefficients of determi-
nation than other instruction types.

The studies that directly looked at this issue generally either found little dif-
ference in exponents due to instructions or found objective instructions resulted
in slightly higher exponents. Two experiments by DaSilva and DosSantos
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(1984) found objective instructions produced slightly higher exponents (.88) than
apparent instructions (.86). Similarly, Gogel and DaSilva (1987) found very
slightly higher exponents with objective instructions (1.02) than apparent in-
structions (1.00). Teghtsoonian (1965) also found slightly higher exponents for
objective instructions (1.00) than apparent instructions (.98). None of these dif-
ferences were statistically significant, and they also do not seem to be “signifi-
cant” in the common English meaning of that word.

Method of judgment. Analysis of variance indicates that the exponent differs
significantly as a function of method used to collect judgments for the total data
set at the .001 level. Duncan follow up tests indicate that mapping, complete
ratio estimation, and fractionation exponents are significantly smaller than expo-
nents based on magnitude estimation and production. Exponents also differ sig-
nificantly (at the .001 level) as a function of method for the perceptual data set.
Here, Duncan follow up tests reveal that the exponents for magnitude estima-
tion, complete ratio estimation, and production are all significantly greater than
those produced by fractionation. The magnitude/ratio estimation data set found
no significant difference between magnitude and ratio estimation. There was too
little data collected employing category estimation or absolute judgment to make
meaningful statistical statements, but such as there is indicates that category
estimation exponents seem to be low (.90) while absolute judgment exponents
seem to be very high (2.44). Coefficients of determination did not differ signifi-
cantly as a function of method.

Many studies have explicitly looked at how method influences exponents.
Often, these studies have produced contradictory results. Baird, Merrill, and Tan-
nenbaum (1979) and Bradley and Vido (1984) both found magnitude estimation
produced higher exponents than mapping when testing knowledge of the spatial
layout of a familiar environment. Wagner (1985) found that magnitude estima-
tion exponents were higher than mapping exponents (and category estimates
were the lowest) in a perceptual task. However, Kerst, Howard, and Grugerty
(1987) found magnitude estimation produced lower exponents than mapping in a
memory task. Baird, Romer, and Stein (1970) found that magnitude estimation
led to much lower exponents than absolute judgment. Bratfisch and Lundberg
noted that magnitude estimation exponents tended to be slightly larger than those
associated with complete ratio estimation. In MacMillan et al. (1974) and Mer-
shon et al. (1977), magnitude estimation exponents tended to be slightly higher
than magnitude production exponents under similar conditions; however, Masin
(1980) and Teghtsoonian and Teghtsoonian (1978) showed no consistent differ-
ence between magnitude estimation and magnitude production exponents and Pitz
(1965) actually found higher exponents with magnitude production.

Number of subjects. The number of subjects in the experiment proved to be
significantly negatively correlated with the size of the exponent for the total
data set, r = -.30, p < .001. The most probable explanation of this relationship
is that memory studies typically had many more subjects than perceptual ones.
Because memory exponents are much lower than perceptual exponents, this
would explain why exponents went down with the number of subjects under
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memory conditions. When memory is factored out as in the two perceptual data
sets, the correlation between the number of subjects and the exponent disappears.

Standard. Although no difference is found with the total data set, studies us-
ing a standard had significantly lower exponents and coefficients of determination
than studies that used no standard for perceptual data collected using magnitude or
ratio estimation. Using a standard gave rise to more accurate judgments with the
exponent averaging precisely 1.0. It would appear that putting the standard in the
middle of the stimulus range gives rise to lower perceptual exponents than plac-
ing it at either extreme, but this trend is not significant.

Past research is equivocal. DaSilva and DaSilva (1983) and Kowal (1993)
found the presence of a standard had little consistent influence on the exponent.
On the other hand, Pitz (1965) found consistently lower exponents when the
standard was present.

Stimulus orientation. The orientation of the stimulus did not significantly
influence the exponent for any of the data sets. However, for both of the per-
ceptual data sets, orientation significant influenced the coefficient of determina-
tion. In both data sets, Duncan follow up tests show that in-depth oriented stim-
uli gave rise to significantly higher R2 values than frontally presented stimuli in
a vertical orientation. For the magnitude/ratio estimates, in-depth stimuli were
also associated with higher R2 values than frontally presented stimuli oriented
horizontally.

Butler (1983b), Hartley (1977), and Kiinnapas (1958) all found little differ-
ence in exponents between vertical and horizontal frontal stimuli. Baird and
Biersdorf (1967) found higher exponents for frontally oriented stimuli than for
those oriented in-depth. Unlike the analysis reported above, Teghtsoonian (1973)
conducted four studies and also found a marked tendency toward higher exponents
for frontally oriented stimuli than those oriented in-depth.

As mentioned before, even though exponents may not differ much due to
stimulus orientation, orientation may still have profound effects on perception of
distance. Butler (1983b) found the scaling constant differed significantly between
horizontal and vertical stimuli. Similarly, Wagner (1985) and Wagner and Feld-
man (1989) found very different scaling constants between in-depth and frontally
oriented stimuli. These studies indicate a general tendency for frontally oriented
stimuli to seem larger than those oriented in-depth.

Stimulus range. Teghtsoonian (1971, 1973) proposed that the exponent was
closely related to the range of stimuli presented to the subject. Large stimulus
ranges should theoretically produce consistently smaller exponents. In the pre-
sent study, the stimulus range was determined dividing the maximum stimulus
presented to the subject by the smallest. To be consistent with Teghtsoonian’s
work, I then took the logarithm of this ratio.

Stimulus range proved to be one of the most powerful predictors of the expo-
nent. The exponent was negatively correlated with log stimulus range at the .001
level for all three data sets (r = -.45 for all data, r = -.38 for perception data,
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r = -.44 for perceptual magnitude estimation data). The coefficient of determina-
tion was not significantly correlated with stimulus range for any of the data sets.

Past research is largely, but not entirely, consistent with Teghtsoonian’s
theory as well. Da Silva (1983b), DaSilva and DaSilva (1983), Gibson and
Bergman (1954), Kiinnapas (1958), and Markley (1971) all found lower expo-
nents for larger stimulus ranges than for smaller ones. A few other studies found
no consistent effect of stimulus range (Galanter & Galanter, 1973; Kowal, 1993;
Teghtsoonian & Teghtsoonian, 1970, 1978).

Stimulus size. For the total data set, stimulus size—defined as the midpoint
of the stimuli presented to the subject—was significantly negatively correlated
with the size of the exponent, r = -.16, p < .01. Once again, this correlation
probably arises because inference conditions, which are associated with lower
exponents, often use large-scale environments to test cognitive mapping knowl-
edge. When memory and inference conditions are factored out, as in the two per-
ceptual data sets, the correlation between stimulus size and the exponent is no
longer significant.

Multivariate analyses. Of course, there are certain statistical dangers associ-
ated with conducting a large series of univariate significance tests. First of all,
the more tests one conducts, the higher the likelihood that some of the signifi-
cant findings arise by chance (Type I error). Secondly, it is possible that real
trends in the data may be produced (or obscured) by the effects of secondary fac-
tors that are accidentally associated with the variable due to the non-random na-
ture of the data collection process. Because some combinations of conditions
may occur more frequently than others, it is possible for variables to be corre-
lated with one another. Thus, the apparent influence (or lack of influence) of one
variable on the exponent might really be due to it being correlated with another
recorded variable.

To overcome these deficiencies, I performed a series of linear multivariate
regression analyses. The exponent was the outcome variable and all variables
that displayed any significant univariate associations with the exponent served as
predictor variables. These predictor variables included age, cue conditions, imme-
diacy, inside vs. outside location, instructions, method, number of subjects,
standard presence, and log stimulus range. Mean stimulus size was not included
as a predictor because its association with the exponent was non-linear. Variables
with no significant univariate association with the exponent were excluded to
limit the multivariate model to a reasonable size.

Categorical variables were recoded as dummy variables where “1” represented
the presence of a factor and “0” represented the absence of a factor. If more than
two levels existed for a categorical factor, a series of dummy variables were used
to represent the information. For example, instructions were broken down into
two variables, one for the presence of objective instructions and one for the pres-
ence of apparent instructions.

For the total data set, four factors proved to be significantly associated with
the exponent in the multivariate analysis: inference conditions (t = 3.70, p <
.001), the presence of a standard (t = 2.64, p < .01), judgment method (t = 2.84,
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p < .005), and log stimulus range (t = 9.54, p < .0001). Once the significant
variables were determined, a second regression analysis was performed employing
only these four significant variables to determine the best fitting equation to
predict the exponent. This equation accounted for 42.03% of the variance in the
exponent.

The results of the second regression equation can be substituted into equation
5.1 to yield the following general equation to predict distance judgments:

J = 20.-083(mag) - .058(stan) - .210(inf) - .167(log(max/min)) + 1.172 | (5.2)

where J is the subject’s judgment for distance, A is a scaling constant, D is the
physical distance, “mag” is code “1” if the method is magnitude or ratio estima-
tion and “0” otherwise, “stan” is coded “1” if a standard is used and “0” other-
wise, “inf” is code “1” for inference stimuli and “0” for memory and perceptual
stimuli, and log(max/min) refers to the base 10 logarithm of the ratio of the
largest stimulus used in the experiment to the smallest.

Because there was a linear dependency between the way magnitude/ratio
judgments and the various production methods were coded (by knowing that the
method was not any of the production methods automatically implied that the
method was magnitude or ratio estimation), a second equation could be generated
based on the various production methods (fractionation, triangulation, mapping,
and magnitude production) where magnitude estimation was coded as “0.” Only
one of these methods significantly predicted the exponent, fractionation. The
linear regression including the influence of fractionation accounted for 47.76% of
the variance in the exponent. When this regression equation was substituted into
the power function it yields the following general equation to predict distance
judgments:

J = AD--264(frac) - .067(stan) - .249(inf) - .143(log(max/min)) + 1.232 ] (5.3)

where “frac” is coded “1” when the fractionation method was employed and “0”
otherwise.

For the perceptual data set, three (of the eight remaining) variables proved to
be significantly related to the exponent in the multivariate regression analysis.
Consistent with the total data set, the three variables that were significantly re-
lated to the exponent were method (t = 2.75, p < .01), presence of a standard (t =
2.40, p < .05), log stimulus ratio (t = 8.17, p < .0001). (Of course, the infer-
ence condition could not be an element in the perceptual equation because infer-
ence data was factored out of this data set.) When a regression equation was gen-
erated based on these three factors it accounted for 29.46% of the data. Substitut-
ing this linear equation into the power function yields the following general
equation to predict perceptual distance judgments:

J = AD.-084(mag) - .055(stan) - .160(log(max/min)) + 1.161 | (5 4)
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Once again, if production methods are focused on, fractionation was the only
method significantly associated with the exponent. The regression equation in-
cluding fractionation accounts for 36.87% of the variance. The power function
based on this regression equation is:

J = \D --268(frac) - .065(stan) - .134(log(max/min)) + 1.219 | (5.5)

Finally, for the perceptual data set focusing on magnitude and ratio judg-
ments, only two factors were significantly related to the exponent in the multi-
ple regression equation, presence of a standard (t = 3.02, p < .01) and log stimu-
lus ratio (t = 6.25, p < .0001). (Method is no longer a factor because it has been
factored out of the data set.) This regression equation accounted for 23.48 % of
the variance in the exponent. Substituting this equation into the power function
yields the following equation to predict distance judgments:

7 = AD - -071(stan) - .136(log(max/min)) + 1.223 | (5.6)
Area Estimates

A similar meta-analysis was performed for the effects of contextual variables on
judgments of area. In this case, only two data sets were examined; one based on
all area judgments and another solely based on perceptual judgments that ex-
cluded memory and inference conditions. There was no point to separately ana-
lyze perceptual judgments using magnitude or ratio estimation alone because
almost all (95%) area judgments employed either magnitude or ratio estimation.
There were 117 exponents in the total data set, and 91 exponents in the percep-
tual data set. Table 5.2 shows a summary of the effects of various contextual
variables on area estimation exponents and power function coefficients of deter-

mination (R2). The following looks at each of these variables in more detail:

Overall. In general, area exponents are smaller than those reported for distance
judgments and are in line with Baird’s (1970) estimate of .8. For perceptual
judgments, area exponents averaged .84, and these judgments followed a power
function quite well as indicated by the high average coefficient of determination
of .95. The total data set showed somewhat lower exponents and coefficients of
determination due to the influence of memory and inference conditions.

Age. There was a small, but significant, positive correlation between the age
of subjects and the size of the exponent for the total data set (r = .21, p <.05). A
similar correlation between age and the exponent is seen in the perceptual data
set, but it is not significant (r = .21, p > .05). The coefficient of determination
declines sharply with age for the perceptual data set (r =-.58, p < .001), but this
trend is not significant for the total data set (r = -.13, p >. 05). These data are
somewhat consistent with Borg and Borg (1990) who generally found higher
area estimation exponents with older, more educated subject populations.
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Table 5.2

Mean Exponent and Coefficient of Determination (R2) as a Function
of Recorded Variables for Judgments of Area Calculated from All
Data and Perception Data

Value of Exponent Coefficient of Determination
Variable Variable All Data  Perception All Data  Perception
Overall 0.78 (.20) 0.84 (.18) 0.90 (.16) 0.95 (.11)
Age Pre Under.  0.81 (.06) 0.81 (.06) 0.99 (.01) 0.99 (.01)

Undergrad.  0.76 (.23) 0.83 (.21) 0.89 (.23) 0.97 (.03)
Post Under. 0.80 (.18) 0.87 (.16) 0.87 (.18) 0.76 (.25)

Cue Conditions Full 0.75 (.14) 0.80 (.11) 0.89 (.17) 0.94 (.13)
Reduced 0.97 (.36) 0.97 (.36) 0.95 (.03) 0.95 (.03)
Immeadiacy Perception 0.84 (.18) 0.95 (.11)
Memory 0.67 (.10) 0.81 (.15)
Inference 0.50 (.12) 0.81 (.24)
Inside or Outside Inside 0.79 (.20) 0.85 (.18) 0.92 (.14) 0.97 (.03)
Outside 0.63 (.16) 0.63 (.16) 0.54 (.10) 0.54 (.10)
Instructions Objective 0.96 (.47) 1.01 (.49) 0.99 (.01) 0.99 (.01)
Neutral 0.79 (.18) 0.87 (.13) 0.90 (.16) 0.97 (.03)
Apparent 0.75 (.13) 0.78 (.11) 0.90 (.16) 0.94 (.13)
Method Ratio Est. 0.97 (.13) 0.97 (.14)
Mag. Est. 0.76 (.15) 0.82 (.11) 0.91 (.15) 0.96 (.07)
Number of Subjects < 15 0.83 (.23) 0.86 (.23) 0.93 (.13) 0.92 (.14)
> 15 0.72 (.14) 0.79 (.06) 0.87 (.18) 0.98 (.03)
Standard Used No 0.77 (.16) 0.80 (.14) 0.97 (.01) 0.99 (.02)
Yes 0.77 (.16) 0.83 (.12) 0.86 (.18) 0.92 (.14)
Standard Size Small 0.82 (.21) 0.82 (.21)
Midrange 0.81 (.12) 0.81 (.12)
Large 0.64 (.13) 0.76 (.08)
Stimulus Orientation Frontal 0.80 (.19) 0.84 (.18) 0.93 (.13) 0.97 (.03)
Flat 0.63 (.16) 0.63 (.16) 0.54 (.09) 0.54 (.09)
Log Stimulus Range =< 1.5 0.98 (.14) 0.98 (.14) 0.98 0.98
1.5<x=<20 0.84 (.25) 0.84 (.25) 0.99 (.01) 0.99 (.01)
>2.0 0.73 (.10) 0.73 (.10) 0.88 (.19) 0.88 (.19)
Stimulus Size <100 cm?  0.87 (.14) 0.87 (.14) 0.98 (.01) 0.98 (.01)

in between  0.85 (.37) 0.85 (.37) 0.98 (.00) 0.98 (.00)
> 1000cm?  0.75 (.11) 0.74 (.11) 0.89 (.21) 0.89 (.21)

Cue conditions. There appears to be a tendency for the exponent to be larger
under reduced cue conditions than it is under full cue conditions, although this
result is not statistically significant for either data set. The total data set shows a
significantly higher coefficient of determination for reduced cue conditions, per-
haps due to the greater experimental control often employed in reduced settings.
In truth, there are too few experiments that have employed reduced cue settings
to allow for any firm conclusions. Given only 12 reduced cue data points, one
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particularly large exponent (2.08) found using absolute judgment (which pro-
duced the largest exponents for distance judgments as well) may be responsible
for the differences seen here (Baird, Romer, & Stein, 1970).

Predebon (1992) had subjects judge areas looking through an aperture both
with binocular vision and free head movement and with monocular vision with
head position fixed. Exponents for the binocular condition were identical to those
in the monocular condition (.8) when no familiar size cues were present. Expo-
nents were slightly lower in the binocular condition (.82) than in the monocular
condition (.87) when familiar size cues were present.

Immediacy. Exponents varied significantly as a function of memory condi-
tion, F(2,114) = 24.46, p < .001. Duncan follow-up tests show that all three
conditions differ significantly from each other. The highest exponents arose from
perceptual conditions (.84), followed by memory conditions (.67), and inference
conditions led to the smallest exponents (.50). Coefficients of determination
were also highest in the perceptual condition while the two memory conditions
did not differ significantly from each other.

Of course, this pattern is similar to what was found with distance judgments,
and individual research studies also show the same tendencies. Algom, Wolf,
and Berman (1985) found larger exponents for area judgments for perceptual
conditions than in either memory or inference conditions. Similarly, other re-
searchers have found higher exponents for perceptual conditions than in memory
conditions (Chew & Richardson, 1986; Kerst & Howard, 1978; Moyer, Bradley,
Sorensen, Whiting, & Mansfield, 1978). DaSilva, Marques, and Ruiz (1987)
and Kemp (1988) found the largest exponents for perceptual conditions, fol-
lowed by memory conditions, and trailed by inference conditions. In contrast,
Bjorkman, Lundberg, and Tarnblom (1960) presented the lone study to find
higher exponents for remembered area than perceived area in an experiment that
employed complete ratio estimation.

Inside vs. outside. Exponents for judgments collected indoors were signifi-
cantly larger than those gathered outdoors for the perceptual data set. Indoor con-
ditions also produced much higher coefficients of determination. While these
results are significant and consistent with what was found with distance estima-
tion, they must be viewed with caution because the outdoor average is only
based on 4 exponents. In addition, I found no individual studies that examined
the effects of this variable in my literature search.

Instructions. Both data sets showed significantly higher exponents when ob-
jective instructions are used than when either neutral or apparent instructions are
employed. For the perceptual data set, neutral instructions displayed higher ex-
ponents than apparent instructions. Giérling and Dalkvist (1977) also found
higher exponents for objective instructions than apparent instructions when sub-
jects judged the area rectangles, but found no difference when judging the area of
ellipses. Teghtsoonian (1965) found objective instructions produced much higher
exponents than apparent instructions when judging the area of circles, but found
little difference between the two instructions when estimating the area of com-
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plex polygons. Thus it would appear that objective instructions boost exponents
for simple figures, but not for more complex ones.

Method. Most of the area estimation studies either employed magnitude esti-
mation or complete ratio estimation. For both data sets, complete ratio estima-
tion yielded significantly higher exponents than magnitude estimation. While
other judgment methods were seldom used (only one or two exponents based on
each method), a preliminary list of exponents based on each method for the per-
ceptual data is as follows: absolute judgment (2.08), complete ratio estimation
(.97), mapping (.85), magnitude estimation (.82), magnitude production (.69),
and category estimation (.46).

Four studies specifically looked at the effects of various methods on the ex-
ponent. Contrary to the meta-analytic conclusion presented above, Ekman and
Junge (1961) found higher exponents with magnitude estimation than with com-
plete ratio estimation. Employing other methods, Baird, Romer, and Stein
(1970) displayed much higher area estimation exponents using absolute judg-
ment (2.08) than magnitude estimation (.63). MacMillan, Moschetto, Bia-
lostozky, and Engel (1974) showed higher exponents for magnitude estimation
than for magnitude production both when a standard was present and when one
was not. Wagner (1985) found the highest area estimation exponent using map-
ping (.85), the second highest exponent using magnitude estimation (.6), and the
smallest exponent using category estimation (.46).

Number of subjects. The number of subjects employed in the experiment did
not significantly influence either the exponent or the coefficient of determina-
tion.

Standard. Contrary to what one might imagine, the presence of a standard
actually led to significantly lower coefficients of determination for both data sets;
however, the exponent did not differ significantly as a function of the presence of
a standard. In one individual study that looked specifically at the effects of the
presence of a standard, MacMillan, Moschetto, Bialostozky, and Engel (1974)
displayed higher exponents when a standard was present than when it was not
under four different sets of conditions.

Having the standard at the high end of the stimulus range was associated with
significantly lower exponents for the total data set, but not for the perceptual
data set. Consistent with this, Mashhour and Hosman (1968) found smaller ex-
ponents when the standard was placed at the top of the stimulus range than when
it was place in the bottom or the middle of the range.

Stimulus orientation. For the perceptual data set, exponents were signifi-
cantly higher for frontally presented areas than for areas lying flat on a horizontal
surface, and coefficients of determination were significantly larger for frontally
presented stimuli for both data sets. No individual research studies specifically
looked at the effects of stimulus orientation on area judgments.
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Stimulus range. Once again, Teghtsoonian’s (1971, 1973) prediction that
wide stimulus ranges are associated with smaller exponents is dramatically con-
firmed. The log stimulus range (log(Maximum Stimulus/Minimum Stimulus))
was significantly negatively correlated with the exponent for both data sets (for
the total data set r = -.42, p < .001, and for the perceptual data set r = -.42, p <
.001). However, neither of the two individual research studies I found that sys-
tematically varied stimulus range for area judgments found a consistent pattern in
the exponents as a function of stimulus range (Bjéorkman & Strangert, 1960;
Ekman & Junge, 1961).

Stimulus size. Stimulus size (defined as the midpoint of the stimulus range)
was significantly negatively correlated with the coefficient of determination for
both data sets, but stimulus size was not significantly correlated with the expo-
nent (although it was close at p = .053). In particular, it appears that very large
stimuli are associated with lower coefficients of determination than small- and
mid-sized stimuli.

Multivariate analyses. Once again, I performed a series of linear multivariate
regression analyses on the area judgment data. The exponent was the outcome
variable and all variables that displayed any significant univariate associations
with the exponent served as predictor variables. These predictor variables included
age, immediacy, inside vs. outside location, instructions, method, standard size,
stimulus orientation, and log stimulus range. Variables with no significant uni-
variate association with the exponent were excluded to limit the multivariate
model to a reasonable size.

For the total data set, two multiple regression analyses were performed. The
reason why this was necessary was because all of the experiments involving
memory and inference conditions did not specify their stimulus range; therefore,
it was not possible to calculate the log stimulus range for any memory or infer-
ence studies. Because the log stimulus range only existed for perceptual data, no
correlation is possible between the log stimulus range and immediacy condi-
tions, and without this correlation, multiple regression cannot be performed. For
this reason, I did two separate multiple regression analyses, one involving all
significant factors but the log stimulus ratio and another involving all signifi-
cant factors but immediacy. In both cases, once the significant variables were
determined, a second regression analysis was performed employing only these
significant variables to determine the best fitting equation to predict the expo-
nent. When the log stimulus ratio was involved in the equation, two factors
proved to be significantly related to the exponent: the log stimulus ratio and the
use of objective instructions. This equation accounted for 30.37% of the variance
in the exponent.

The results of the second regression equation can be substituted into equation
5.1 to yield the following general equation to predict area judgments:

J = 3 AL-302(obj) - .103 log(max/min) + 1.015 | (5.7)
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where “A” is the physical area of a target and “obj” is coded “1” when objective
instructions were employed and “0” otherwise.

When memory and inference variables were used for the regression instead of
the log stimulus ratio, four variables proved to be significantly related to the
exponent: use of inference conditions, use of memory conditions, age of subject,
and use of objective instructions. This equation accounted for 39.41% of the
variance. The power function based on this regression equation is:

J = AAL-157(0bj) - .320(inf) - .148(mem) + .006(age) +.689 ] (53

where “obj” is coded “1” when objective instructions were used and “0” other-
wise, “inf” is coded “1” under inference conditions and “0” otherwise, “mem” is
coded “1” under memory conditions and “0” otherwise, and “age” refers to the
estimated average age of subjects in years.

For the perceptual data set, only one regression equation is necessary because
memory and inference conditions are not included in this data set. Only two vari-
ables were significantly related to the exponent: use of objective instructions
and the log stimulus ratio. (Two other variables were very close to significant,
whether judgment took place indoors or outdoors— p = .064 —and stimulus
orientation— p = .072.) The power function based on the two significant vari-
ables was:

J = 2AL-302(0bj) - .103 log(max/min) + 1.015 | (5.9)

Note that equation 5.9 is identical to equation 5.7 because all of the data entering
into equation 5.7 were perceptual in nature.

Volume Estimates

While distance and area estimation are well explored, much less research has
been conducted on volume estimation. My literature search only uncovered 44
volume exponents. About half of the exponents came from estimates based on
actual volumes, while the other half were based on drawings or photographs of
three-dimensional stimuli. All but one of the exponents involved perceptual con-
ditions, and all of the exponents derived from either ratio or magnitude estima-
tion.

Somewhat more troubling is the fact that more than half (24) of the expo-
nents derive from a single source (Frayman & Dawson, 1981) who had subjects
estimate the volumes of seven different shapes and three different presentation
conditions. In another experiment, they had subjects judge the volumes of thin,
normal, and fat cylinders. (Indeed, their experiment would have accounted for 45
exponents if I had not averaged the results of their within-subjects and between-
subjects experiments.) Because so many of the exponents derive from this single
source, I separately analyzed the data by summarizing Frayman & Dawson’s
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data with a single exponent as a check on the excessive influence of this single
source.

Certain variables that were looked at for distance and area estimation could
not be analyzed due to insufficient data or lack of variation in the variable of
interest. For example, all judgments involved full-cue conditions, and all judg-
ments took place indoors. In addition, few studies reported coefficients of deter-
mination; so, it was not possible to meaningfully look at the effects of contex-
tual variables on R2 for volume estimation. The average value for R2 base on
the three coefficients of determination I found was .94, which is similar to the
values found under perceptual conditions for distance and area estimation.

Table 5.3 summarizes the effects of various contextual variables on volume
estimation exponents. The following looks at each of these variables in more
detail:

Overall. Volume exponents are smaller on the average (.64) than exponents
based on distance or area estimation, they are only somewhat larger than Baird’s
(1970) estimate of .6. Factoring out Frayman and Dawson, yielded a higher
overall exponent of .72.

Age. As with both distance and area estimation, there was a significant posi-
tive correlation between age and exponent size, r = .54, p < .001 (without Fray-
man and Dawson, r = .45, p < .05). While this consistency is interesting, one
should note that the only study that actually varied age across conditions (Teght-
soonian, 1965) found little difference between the exponents of graduate students
and those of older professionals. Of course, it is possible that whatever influence
age, experience, or training has on estimates has already fully taken effect by the
time one is a graduate student.

Immediacy. All but one of the exponents derived from perceptual conditions;
s0, no statistically significant conclusions can be drawn. However, consistent
with expectations, the single inference exponent was lower than the average for
perceptual exponents. Moyer et al. (1978), the source for this inference expo-
nent, compared volume estimation under perceptual and inference conditions.
Their study also found the perceptual exponent (.73) to be greater than the infer-
ence exponent (.53).

Instructions. None of the experiments used objective instructions. However,
there was a highly significant difference between the exponents for neutral and
apparent instructions. Neutral instructions gave rise to significantly higher ex-
ponents than apparent instructions. However, no individual studies focused on
this specific variable.

Method. While only three exponents were based on complete ratio estimation
rather than magnitude estimation, the ratio estimation exponents still proved to
be statistically greater on the average.
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Table 5.3
Number of Exponents, Mean and Standard Deviation of Exponents as
a Function of Recorded Variables for Judgments of Volume. Values
excluding Frayman and Dawson are in parentheses.

Variable Value of Variable Number Mean Standard Dev.
Overall 44 (22) .64 (.72) .11 (.10)
Age Undergraduate 36 (12) .62 (.68) .10 (.10)
Post Undergrad. 8 (8) .76 (.76) .11 (.11)
Immeadiacy Perception 43 (21) .64 (.73) .11 (.10)
Inference 1 (1) .53 (53) ——
Instructions Neutral 9 (9) .80 (.80) .09 (.09)
Apparent 35 (13) .60 (.66) .07 (.06)
Method Ratio Estimation 3 3 .85 (.85 .14 (.14)
Magnitude Est. 41 (19) .63 (.70) .10 (.08)
Number of Subjects < 40 (<12) 20 (10) .73 (.77) .10 (.10)
> 40 (=12) 24 (10) .57 (.68) .06 (.08)
Shape Cube 14 .72 .13
Sphere 9 .64 .10
Octahedron 5 .60 .09
Cylinder 6 .62 .07
Other 9 .56 .04
Standard Used No 4 4) .76 (.76) .20 (.20)
Yes 40 (16) .63 (.70) .09 (.08)
Standard Size Small 2 (2) .75 (.75) .01 (.01)
Midrange 28 (6) .59 (.66) .07 (.06)
Log Stimulus Range < 2.0 (< 2.0) 8 (8 .81 (.81) .09 (.09)
20<x<3.0 25 .57 .06
>3.0 (>2.0) 7 (9 .67 (.66) .07 (.05)
Stimulus Size < 1000 cm?3 12 (12) .76 (.76) .11 (.11)
> 1000cm3 29 (5) .59 (.67) .07 (.06)
Stimulus Type Actual Volume 21 (11) .68 (.70) .11 (.13)
Drawing 23 .60 (.73) .10 (.08)

Number of subjects. There was a significant negative correlation between the
number of subjects and the exponent, r = -.39, p < .01. However, this tendency
although generally present is no longer significant if Frayman and Dawson’s data
are factored out. However, the only study to vary the number of subjects across
conditions (Ekman, Lindman, & William-Olsson, 1961) found the opposite
trend, small numbers of subjects led to generally lower exponents than larger
numbers.

Shape of target. The shape of the target significantly influenced judgments,
F(4, 38) = 4.51, p < .01. In particular, Duncan follow up tests revealed that
cubes led to significantly higher exponents than the other figures, but the other
figures did not differ from each other. Individual studies that looked at this vari-
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able found small if any differences in judgments based on shape, and the shapes
that produced the highest exponent varied across studies or conditions (Ekman &
Junge, 1961; Ekman, Lindman, & William-Olsson, 1961; Frayman & Dawson,
1981; Sjoberg, 1960; Teghtsoonian, 1965).

Standard. The vast majority of studies of volume employed a standard. Using
a standard led to significantly lower exponents and lower variability. While this
tendency is still apparent when Frayman and Dawson’s data are factored out, it is
no longer significant.

No studies placed the standard at the top of the stimulus range, and only two
placed it at the bottom of the range. Despite these small numbers, t-tests indicate
that placing the standard in the middle of the range results in significantly lower
exponents than placing it a the bottom. This significant difference disappears if
Frayman & Dawson’s data are eliminated.

Stimulus range. As with distance and area estimation, there is a significant
negative correlation between the log stimulus range and the exponent, r = -.64, p
< .05. Factoring out Frayman and Dawson, who used the same stimulus range
to generate all 24 exponents, actually increases the significance level of this ef-
fect and produces a more linear function, r =-.69, p < .001. This data is consis-
tent with Teghtsoonian (1965), who found volume estimation exponents for
both cubes and octahedrons decreased significantly with increasing stimulus
range.

Stimulus size. The correlation between the average stimulus size and the
exponent were not significant for either data set, although their is a slight ten-
dency for exponents to decrease with larger stimuli. Teghtsoonian (1965) also
found that volume estimation exponents significantly declined with increasing
average stimulus size, but this is probably an artifact resulting from increasing
stimulus range.

Stimulus type. Slightly more than half of the volume estimates were based
on drawn or photographed targets rather than actual physical objects. Actual
physical stimuli produce slightly, but significantly higher volume exponents
than drawn or photographed stimuli. This tendency shrinks to insignificance if
Frayman and Dawson’s data are factored out. Individual research studies on this
variable also found significantly higher exponents with physically present stim-
uli than simulated ones (Ekman & Junge, 1961; Frayman & Dawson, 1981).

Multivariate analyses. As before, a series of linear multivariate regression
analyses were done with the volume judgment data. The exponent was the out-
come variable and all variables that displayed any significant univariate associa-
tions with the exponent served as predictor variables, except that I did eliminate
categorical variables with fewer than four data points in a cell in order to have
enough variation in the data values to make the regression possible. The predic-
tor variables entered included age, instructions, stimulus type, number of sub-
jects, and log stimulus range. Variables with no significant univariate associa-
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tion with the exponent were excluded to limit the multivariate model to a rea-
sonable size. Even with these exceptions, fitting a regression equation to such a
small number of data values proved problematic because instructions and log
stimulus range happened to be very highly intercorrelated. To compensate for
this, two regression analyses were performed, one including age, log stimulus
range, stimulus type, and the number of subjects as predictor variables and the
other involving age, instructions, stimulus type, and the number of subjects. In
each case, three factors proved to be significantly related to the exponent in the
simultaneous entry multiple regression. In the first case, the significant factors
were average age, log stimulus ratio, and stimulus type. Once the significant
variables were determined, a second regression analysis was performed employing
only these significant variables to determine the best fitting equation to predict
the exponent. This equation accounted for 46.75% of the variance in the expo-
nent.

The results of this regression equation can be substituted into equation 5.1 to
yield the following general equation to predict volume judgments:

J = WVI--062(sim) - .045 log(max/min) + .008(age) +.615 | (5.10)

where “V” is the physical volume of a target and “sim” is coded “1” when judg-
ments are based on a drawing or photograph and “0” if an actual physical object
is used.

When the instructions take the place of the log stimulus range, three vari-
ables are once again significantly related to the exponent: age, instructions, and
stimulus type. This equation accounted for 67.86% of the variance. Substituting
this regression equation into equation 5.1 yields the following power function to
predict volume judgments:

T = ) V.--068(sim) - .163(app) + .004(age) + .719 | (5.11)

where “sim” is coded “1” when judgments are based on a drawing or photograph
and “0” if an actual physical object is the target, and “app” is coded “1” when
apparent volume instructions are employed and “0” if neutral instructions are
used.

Angle Estimates

Although it was not the focus of my literature search, I did run across a two
studies that asked subjects to judge the size of angles. Wagner (1985) had sub-
jects estimate the size of angles formed by stakes pounded into a grass field us-
ing four methods, magnitude estimation, category estimation, mapping, and
matching. In the matching task, subjects were given a set of cards that displayed
angles ranging from 0° to 180° in 10° increments, and subjects were asked to
match a target angle in the field to the card that most nearly matched it. Wagner
and Feldman (1989) asked subjects in a large gymnasium to estimate the size of
three-dimensional angles specified by points of light mounted on wooden dowels
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using magnitude estimation under both full-cue (lights on) and reduced-cue
(lights off) conditions.

The average exponent across all six conditions was .76. Because this expo-
nent reflects an average across a fairly wide range of conditions and methods, an
exponent that is more comparable to most distance, area and volume estimates
might by seen by looking at the average exponent using magnitude estimation
under full-cue conditions, which was .84.

In terms of the effects of method, Wagner (1985) found the largest exponent
using mapping (.97), the next largest with magnitude estimation (.81), the next
largest with matching (.82), and the smallest with category estimation (.47).
Wagner and Feldman (1989) found much smaller exponents under reduced-cue
conditions (.61) than under full-cue conditions (.87).

Of course, one can argue that numeric psychophysical techniques are inappro-
priate for angle judgments. Unlike distance, area, and volume, which have a
meaningful zero point, but no upper limit, and therefore represent ratio scales;
angles are bounded on both ends between 0° and 180° (or 0° to 360° if one thinks
of the full circle). Indeed, the average coefficient of determination reported across
the four conditions in Wagner (1985) was only .625, and it was only slightly
better for magnitude estimation alone at .689. Thus, angle judgments across all
four methods did not conform to a power function formulation very well at all.

Actually, the primary discoveries of these two studies had little to do with the
exponent or coefficient of determination. Both studies found the angles that were
oriented so that they faced directly toward or directly away from the subject were
judged to be much larger than angles seen from the side. Wagner felt this implied
that visual space was compressed in the in-depth dimension relative to the frontal
one. In effect angles facing toward or away from the subject are smashed open,
while those seen from the side are squeezed closed.

Cross-metric Comparisons

Although it is important to know separately the effects of context on each of the
metric dimensions reviewed here; looking at them together allows one to com-
pare and contrast the effects of contextual variables across all three (or four if one
includes angle judgments) dimensions. In this way, one can know which vari-
ables have little effect at all, which have unique effects across a single dimen-
sion, and which appear to have more universal significance.

Less powerful variables. Certain variables had inconsistent effects across di-
mensions. For example, it would appear that slightly higher exponents arose
under full-cue rather than reduced cue conditions for distance estimates, but re-
duced-cue conditions had higher (although insignificantly so) exponents for area
estimates. Of course, most of what I have classified as reduced-cue conditions
here, might not be considered to be particularly reduced because many of the
studies simply limited head motion or induced the subject to look at the target
monocularly. Numerical estimation techniques have seldom been used with truly
reduced-cue settings such as in almost total darkness. Under these conditions
exponents may be much lower (Wagner & Feldman, 1989).
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Although instructions had inconsistent effects on distance judgment expo-
nents, it had more profound effects on area and volume judgments. For the latter
dimensions it would appear that objective instructions lead to the highest expo-
nents while apparent instructions lead to the lowest. Distance judgments using
magnitude or ratio estimation and directly perceived stimuli showed the same
pattern, but the inclusion of memory and inference conditions in the data set
reversed this trend.

As for method, fractionation, triangulation, category estimation, and mapping
produced lower exponents that magnitude estimation, ratio estimation, and mag-
nitude production for distance estimation. However, the former methods were
seldom used for area and volume judgments. A comparison of ratio and magni-
tude estimation exponents leads to contradictory results, where magnitude esti-
mation produces higher exponents for distance estimation but lower exponents
for area and volume. Use of a standard, standard position, and average stimulus
size also had inconsistent or insignificant effects on the exponent.

More powerful variables. Other variables have more consistent effects across
dimensions. For example, age had at least some effect across all three dimen-
sions. Exponents tended to increase with age, while coefficients of determination
appeared to decline. It is not clear why these effects occur, although one might
speculate that exponent increases because the older populations tended to consist
of more numerically and psychophysically trained individuals such as graduate
students and psychology professors. Perhaps the decline in coefficients of deter-
mination might correspond to a decline in attentional or sensory abilities with
increasing age.

Similarly, there was some tendency for small numbers of subjects to be asso-
ciated with larger exponents with distance and volume judgments. Although this
trend might be the result of artifactual factors such as large number of subjects
being common in memory and inference studies, it may also be related to greater
methodological precision when smaller numbers of subjects are focused on by
the experimenter.

While the effects of age and the number of subjects are relatively small, im-
mediacy has a much larger effect. Both distance and area judgments show the
same basic pattern. Exponents are highest for perceptual conditions, lower for
memory conditions, and lowest for inference conditions. The single study com-
paring perceptual and inference conditions in volume estimation was in line with
this pattern.

Similarly, experimental setting has a consistent influence for both distance
and area judgments. Exponents are highest when judgments are collected indoors
rather than outdoors.

Finally, as stimulus range increased, the size of the exponent consistently
declined for all three dimensions. As in Wiest and Bell (1985), stimulus range
and immediacy proved to be the two most important contextual variable influ-
encing psychophysical judgments.
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Teghtsoonian’s Dynamic Range Theory. The last result, that the exponent
consistently declines as a function of increasing stimulus range, provides dra-
matic support for Robert Teghtsoonian’s Dynamic Range Theory (Teghtsoonian,
1971, 1973; Teghtsoonian & Teghtsoonian, 1978). According to this theory, the
range of numbers used by subjects tends to be relatively constant regardless of
the stimulus set; so, increasing the stimulus range has the effect of flattening the
power function and decreasing the exponent. According to Teghtsoonian (1971),
the exponent may be predicted by the following formula:

_logRy, (5.12)

L log R,

where v is the exponent, Ry is the ratio of the largest to the smallest number

used by subjects (or the ratio of the largest to smallest sensory magnitude), and
Ry is the ratio of the largest to smallest stimulus used in the experiment. Be-

cause Teghtsoonian argues that Ry is relatively constant, it follows that the

exponent should systematically decline with increasing stimulus range.

While this theory certainly accounts for one of the major results of this meta-
analysis, it does not tell the whole story. Even after stimulus range is taken into
account, other contextual variables still have a considerable influence on the ex-
ponent.

Precision, information, and the exponent. Wagner (1998) purposed that the
exponent for the power function might be related to the concept of uncertainty
reduction. One of the fundamental tenants of information theory is that having
information reduces uncertainty. In terms of spatial perception, information rich
environments, like a well-lit field, reduce uncertainty about spatial layout more
that information poor environments, like a dark room. Cognitive maps and
memory are incomplete compared to direct spatial perception, and this results in
greater uncertainty about spatial layout. Uncertainty about spatial layout in turn
should influence judgment precision. As a consequence, greater uncertainty
should increase the size of JND’s for distance, area, volume, and angle judg-
ments. This will in turn increase the size of the Weber fraction under high uncer-
tainty conditions. Recent empirical work supports this conclusion by finding
that higher uncertainty conditions produce higher Weber fractions (Al-Zahrani,
Ho, Al-Ruwaitea, & Bradshaw, 1997; Baranski & Petrusic, 1992).

The effect of information uncertainty is a general one that applies to all psy-
chophysical judgments using numeric estimation techniques. Baird and Noma
(1978), Murray (1993), and Wagner (1998) point out that it is possible to derive
the power function from Weber’s Law and Ekman’s Law via Fechnerian Integra-
tion. Weber’s Law states that AS = kS, where S is the physical size of a stimu-
lus, AS is the size of the just noticeable difference, and k is the Weber constant.
Ekman’s Law states that number usage in judgments follows an analog to We-
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ber’s Law, namely, AJ = hJ, where J is a judgment, AJ refers to likely variation
in number usage, and 4 is the Ekman constant. If both of these laws hold

AJ _h] (5.13)
AS kS

To perform Fechnerian Integration we assume that just noticeable differences can
be written as differentials to yield

dJl _hJ (5.14)
dS " kS

or
dj _ds (5.15)
hJ ~ kS

Integrating both sides we obtain

das (5.16)

Lfd_1
S

h|] Ik

After integrating we have

In(J) = % In(S) + C . (5.17)
Which yields
J = C'Sh/k = ) sh/k, (5.18)

Thus, the exponent in a power function depends on how precisely subjects
can differentiate between stimuli and how precisely they use numbers to make
judgments. Conditions which make our knowledge of stimuli more precise or
which require subjects to precisely focus will decrease the size of the Weber frac-
tion, k, and Equation 5.18 implies that this will lead to an increase in the expo-
nent. In summary, Equation 5.18 predicts lower exponents under all circum-
stances where information reduction results in poorer judgment precision.

This theory also implies that variations in number usage could also influence
exponents. If the Ekman constant, 4, increases more than the Weber constant, k&,
exponents could actually rise. (An increase in the Ekman constant essentially
would mean that a small change in the stimulus would lead to a larger change in
the numbers used to make judgments. Or another way to put it, the same in-
crease in the number used would correspond to a smaller change in the stimulus.
An increase in the Ekman constant could result from people striving to make
finer differentiations between stimuli.) It is possible that judgment instructions
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could bring about this situation; however, Teghtsoonian (1971) argues that Ek-
man’s constant is in fact constant across a wide variety of judgment conditions.

While this uncertainty reduction theory will go a long way to toward explain-
ing the pattern of power function exponents displayed in the empirical literature,
not every one is likely to embrace it. One weakness of this theory is that it has
assumed that JND’s can be rewritten as differentials. Luce and Edwards (1958)
and Luce (1993) point out that this assumption may be questionable, and the
derivation of Steven’s Law based on Fechnerian integration may be invalid. In-
deed, we had reason to question whether visual space is functionally continuous
enough to justify the differential form earlier. At this point though, I would
make several replies to these objections. First of all, most data tend to be rather
well fit by the power function, but one seldom hears of anyone making use of
Luce and Edwards’s formulations. I don’t think we should easily abandon an
equation to seems to work so well under so many circumstances. Second, Equa-
tion 5.18 may be a useful theoretical construct for helping to explain the spatial
literature even if one questions the derivation. One can choose to think of it as
the starting point of a theory rather than the end product of Fechnerian integra-
tion.

Finally, one can come to similar conclusions about the effects of uncertainty
reduction even if one does not assume that JND’s can be written as differentials.
Once again, credit for this alternative formulation goes to Teghtsoonian (1971).
As before, we may write the power function as:

J=r8"- (5.19)
Teghtsoonian then assumed that if one increased the physical stimulus by one

IJND (AS), this would be experienced consciously as one perceptual JND (AJ)
larger. Substituting this into Equation 5.19 yields

J+AT=2(S +AS)" (5.20)
Dividing Equation 5.20 by Equation 5.19 gives

1+AJ—J=(1+&). (5.21)
Taking the logarithm of both sides and substituting in the symbols used previ-

ous for the Weber and Ekman constants produces

In(1 +h) =y In(1 +k), (5.22)

and therefore the exponent may be written

In(1 +h)

= -/ 5.23
Tl + k) 629
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Thus, although the two different formulations based on different assumptions
about writing the JND as a differential found in Equations 5.18 and 5.23 are not
equivalent, they both lead to the same basic conclusion. Decreasing the Weber
constant or increasing the Ekman constant should lead to larger exponents.

Applying theory to data. The foregoing theories can largely, but not entirely,
account for the results of the meta-analysis presented here. For example, one
would expect that perceptual conditions would result in more precise judgments
(smaller Weber constants) than memory judgments, which would in turn be
more precise that inference judgments, because the use of memory and inference
should increase uncertainty about spatial layout. Consistent with this, exponents
are highest for perceptual conditions and lower for memory and inference condi-
tions. One would also expect based on this theory that full-cue settings should
produce more precise judgments (and therefore higher exponents) than reduced-cue
settings because uncertainty should be greater under when full information is not
available to specify spatial layout. While individual research studies and the dis-
tance estimation data support this conclusion, the area estimation data do not.

One factor that might account for this discrepancy is experimental rigor. One
would expect that well-controlled experimental settings should result in more
precise judgments and higher exponents. For area judgments, most of what I
have characterized as reduced-cue settings has involved laboratory studies that fix
head position or otherwise rigidly control the information available to subjects.
This attempt at experimental control may account for the higher exponents found
under reduced cue settings in area estimation. Similarly, small numbers of sub-
jects are often used when the amount of data collected is large or when the ex-
perimental control is so great that it is difficult to repeat over many individuals.
If true, small numbers of subjects may be associated with greater experimental
control, and therefore greater judgment precision and higher exponents. This pre-
diction is consistent with the data presented earlier that found significant negative
correlations between sample size and the exponent. By the same basic reasoning,
one might expect that experiments conducted indoors would tend to simplify the
judgment process and be conducive to experimental control compared to those
conducted in the more variable outdoor environment. Hence, indoor judgments
should be more precise than those collected outdoors, and theory would predict
that the exponent should also be higher. Once again, the meta-analysis reported
here is consistent with this conclusion.

Psychophysical training and numeric sophistication should also lead to more
precise judgments. This greater precision should be associated with higher expo-
nents and it is. The meta-analysis confirms that older, more sophisticated popu-
lations have higher exponents. Similarly, one would expect that objective in-
structions would require subjects to produce their judgments more carefully (be-
cause accuracy has been emphasized) than neutral instructions, and neutral in-
structions should produce more precise judgments than apparent instructions that
provide the loosest judgment task for subjects. My theory would predict that
objective instructions should produce the highest exponents and apparent instruc-
tions the lowest. This conclusion is consistent with most individual distance



102 CHAPTER 5

estimation studies on the issue and is consistent with the meta-analysis presented
here for area and volume judgments; however, the overall analysis of the distance
estimation data is inconsistent on this issue.

Conclusion

This chapter has reviewed the spatial estimation literature for three geometric
properties (and to a lesser extent a fourth). One may conclude from this review
that distance judgments are associated with exponents averaging close to one
(1.02 for the perceptual data), area estimates have somewhat lower average expo-
nents of about .8 (.84 for the perceptual data), angle estimates appear—based on
preliminary information—to average about .76, and volume estimates average a
bit more than .6 (.64 for the entire volume data set). These values are very simi-
lar to what Baird (1970) said 30 years ago. Similarly, the effects of memory and
inference conditions are similar to those reported by Wiest and Bell (1985). For
distance estimates, the average exponent for perceptual conditions was 1.02, for
memory conditions it was .87, and for inference conditions it was .77. For area
estimates, the average exponent was .84 for perception, .67 for memory, and .50
for inference.

It is also clear that contextual variables have significant effects on the judg-
ments subjects produce. For five contextual variables (age, number of subjects,
immediacy, experimental setting, and stimulus range), these effects are consis-
tent across all three spatial properties, and in the case of several other variables
(instructions, cue conditions, method, standard use, and standard position), effects
are clearly apparent in one or two of the data sets but less clearly present in the
third.

The present review also highlights certain gaps in the experimental literature
that could be usefully investigated further. For example, there has been little
systematic research on the effects of truly reduced-cue settings. This is odd be-
cause there has been considerable work on this issue in the related size constancy
literature. Volume and angle estimation also appear to be orphan dimensions that
have garnered little attention. Another missing piece of the puzzle concerns the
effects of method on judgments. More work needs to be done using category
estimation, mapping, and absolute judgment as well as the production methods.
Future research will no doubt bring greater clarity on these issues.
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Factors Affecting Size
Constancy

Much of the spatial perception literature is not quantitative in a way that is de-
tailed enough to really say much about the geometry of visual space. Many re-
searchers and theorists seek to describe the cues used for depth perception or the
internal mechanisms that underlie spatial representations using standard experi-
mental techniques that vary conditions across groups (Gibson, 1950; Herschen-
son, 1999; Rock, 1983). These types of studies do not generate data that is suffi-
ciently rich to support detailed mathematical modeling. Obviously, the last chap-
ter, which looked at the direct estimation of spatial metrics, reported on one body
of research that is an exception to this rule. Another area in space perception that
has also yielded a numerically rich database is the size-constancy literature.

This chapter will discuss the size-constancy paradigm and lay out some of the
factors that influence size constancy. Following this, I offer a review of the lit-
erature that presents major theoretical positions on size constancy in chronologi-
cal order along with empirical work that bears on each theory (some of which
may be of more recent origin). The chapter will then summarize the literature
and present my own theory that can explain much of this literature in a way that
is consistent with the direct estimation literature discussed in the previous chap-
ter.

The Basic Paradigm

In the prototypical size constancy experiment, a comparison stimulus of adjust-
able size is located near the observer. A standard stimulus of constant size is
located at various distances from the observer. In other studies, these roles are
reversed with the standard located near the observer and the comparison placed at
different distances away. The observer’s task is to adjust the comparison stimu-
lus until it’s size appears to match each standard.

As one would expect, observers accurately reproduce the standard when it lies
close to the observer (at the same distance away as the comparison). However,
adjustments can become increasingly inaccurate as the standard grows more dis-
tance from the observer.

103
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If the observer accurately adjusts the near comparison to match the standard at
all distances, the observer is said to display constancy. On the other hand, if the
observer sees distant standards as being smaller than they really are and adjusts
the comparison to be physically smaller than the standard, the observer is said to
show underconstancy. Conversely, if distant standards incline the observer to
make the comparison too large, the observer is said to show overconstancy.

Factors Affecting Size Constancy

A number of variables control whether observers display constancy, undercon-
stancy, or overconstancy including the nature of the standard stimulus used, the
orientation of the standard relative to the observer, instructions, the availability
of cues for depth, and the observer’s age.

Standard stimulus. Standards vary from flat, two-dimensional figures such as
circles and triangles to three-dimensional stimuli like cubes. The instructions
given to observers vary in the meaning assigned to the word size, sometimes
emphasizing adjustments in a single dimension, at other times directing the ob-
server’s attention to area or volume.

Stimulus orientation. Although one could present the standard at any of an
infinite number of orientations relative to the observer, in practice only two ori-
entations are typically looked at: frontal and flat (in-depth). Frontal objects are
placed perpendicular to the ground so they directly face the observer. Flat objects
lie on the ground or parallel to the ground so the observer sees them extend away
from him/her in depth.

Instructions. Four types of instructions have been used in most experiments:
objective, perspective, apparent, and projective. Objective instructions ask the
observer to match the actual physical size of the standard. In other words, the
observer is asked to adjust the comparison stimulus so that a ruler placed along
side the comparison and the standard would measure exactly the same length.
Perspective instructions explicitly train observers concerning the laws of per-
spective (e.g., by pointing out how railroad tracks appear to converge with in-
creasing distance) and ask subjects to compensate for the apparent shrinkage of
objects with distance in order to give accurate size judgments. Apparent instruc-
tions ask the observer to adjust the comparison so that it subjectively “looks,”
“seems,” or “appears” to be the same size as the standard. These instructions
emphasize the subjective or phenomenal experience of size. Finally, projective
instructions attempt to incline the observer to report the perceived visual angle
that a standard subtends. Usually this is done by referencing an analogy such
asking the subject to pretend that their visual experience is painted onto a two-
dimensional canvas and that they should adjust the comparison so that it takes
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up as much of the visual canvas as the standard. In other words, the observer is
encouraged to take an artist’s-eye view.

Depth cue availability. Stimulus cue conditions vary from rich naturalistic
conditions with plenty of cues to depth available such as a grassy field or a hall
with many scattered objects intervening between the observer and the target, to
controlled laboratory settings with uniform surface conditions, viewing through
artificial pupils, partially or totally darkened rooms with only the standard and
comparison stimuli illuminated, and viewing stimuli against dark backgrounds
through a darkened tunnel. Here, for example, the grassy field would be consid-
ered a highly full-cue condition, and the darkened tunnel would produce a very
reduced-cue setting. Experiments also vary between binocular and monocular
viewing conditions, with monocular viewing being considered as a reduced-cue
setting.

Historical Review

According to Ross and Plug (1998), interest in the problem of size constancy
dates back to ancient times. Ptolemy described the phenomenon in the second
century A.D., as did Malebranche in the 17" century. Outlines of the basic theo-
retical explanations currently employed by modern researchers can also be traced
to antiquity. Explanations based on the Size-Distance Invariance Hypothesis
were proposed by Euclid (c. 300 B.C.), Iby al-Haytham (c. 1030), DesCartes
(1637), and Helmholtz (1867, 1881). Relative-size related explanations were laid
out by Plotinus (c. 300 A.D.), Leonardo da Vinci (c. 1500), and Hering in the
19" century.

The first modern experimental investigation of the topic may be attributed to
Martius (1889). Using apparent size instructions, Martius asked observers to
match a near standard rod by choosing among a set of distant comparison rods.
He found that his subjects generally produced accurate matches at all distances,
with a slight tendency toward underconstancy.

Brunswik and Thouless Ratios. Brunswik (1929) revived interest in the prob-
lem as part of a more general investigation of perceptual constancy. Brunswik
(1929, 1933, 1956) believed that size judgments always represent a compromise
of two perceptual attitudes. One can either think of size objectively, in which
case observers will attempt to adjust the comparison to match the physical size
of the standard (similar to the objective instructions reported above), or one can
think of size subjectively, in which case the observer should attempt to adjust
the visual angle of the comparison to match the visual angle of the standard
(similar to the projective instructions). However, when Brunswik asked observ-
ers to view size subjectively by asking them to report how large the standards
“looked” or “appeared” (similar to the apparent instructions) he found that ob-
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servers never matched the visual angle of the stimulus, but always adjusted it to
be too large, somewhere between an objective and a visual angle (or projective)
match. Brunswik believed the subjective judgments demonstrated a “regression to
the real.”

According to Brunswik, an observer’s judgment must always lie between the
objective and visual angle size of a stimulus. Under differing experimental condi-
tions, the judgment may be closer to one extreme or another, but it should never
fall outside of the range defined by those two perceptual poles. Overconstancy,
where the comparison is adjusted to be larger than the objective size of the stan-
dard, is not theoretically possible. Any data that shows overconstancy implies
some sort of error in experimental procedure. As Koffka (1935) argued, the
achieved cannot exceed the potentially achievable. Indeed as recently as Teght-
soonian (1974), some theorists have argued that overconstancy does not and can-
not exist.

To measure the degree to which an observer’s choice of comparison reflects a
physical or visual angle match, Brunswik developed the following formula:

S-P 6.1)

where R represents the Brunswik ratio, S’ is the perceived size of the object as
measured by the comparison stimulus selected by the observer, S is the physical
size of the stimulus, and P is the comparison stimulus that would represent the
correct projective or visual angle match. When this ratio is close to zero, observ-
ers are selecting a comparison approximating a projective match. When this ratio
is close to one, the comparison chosen is physically the same as the standard.

The Brunswik ratio has several weaknesses that led Thouless (1931a) to pro-
pose an alternative formulation to measure the degree to which judgments reflect
physical or visual angle matches. The Thouless Ratio can be expressed as fol-
lows:

T:logs' -logP
log S - log P (6.2)

Once again, a Thouless Ratio of zero indicates a projective match while a
Thouless Ratio of one demonstrates a physical match. Another way of looking
at this is that Thouless ratios of less than one show underconstancy, Thouless
ratios of greater than one would show overconstancy, and Thouless ratios of one
show constancy.

The Thouless Ratio has several advantages over the Brunswik ratio that led
Brunswik himself to adopt Thouless’s formulation. First of all, most experi-
menters of the time tended to think of the elements of the equation in subjective
terms. According to Fechner’s Law, J =k log S, where J is the perceived stimu-
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lus magnitude and S is the physical magnitude of the stimulus. Equation 6.2 is
produced by substituting perceived quantities for physical quantities in Equation
6.1 in terms of Fechner’s Law. In addition, Sedgwick (1986) points out that the
Thouless Ratio is unaffected by procedural issues such as whether the compari-
son stimulus is place nearer to the observer than the standard or farther away,
while the Brunswik Ratio will change radically depending on the relative loca-
tions of the standard and the comparison. Finally, Myers (1980) has shown theo-
retically that the Thouless Ratio can be directly related to the power function.
Thus, the Thouless Ratio may be more theoretically meaningful than the
Brunswik Ratio.

By the end of the 1940’s Brunswik and Thouless Ratios have tended to fall
out of favor. There seem to be three reasons that these ratios are seldom used
today. First, Joynson (1949) pointed out that the formulas conflate angular and
linear measures and are therefore mathematically incoherent. Second, the ratios
are based on a theoretical notion of perceptual compromise between objective
and projective attitudes. When later theories moved beyond perceptual compro-
mise, the Brunswick and Thouless Ratios were abandoned along with the theory.
Finally, researchers developed simpler, less theoretically loaded ways to report
data.

Early empirical research on size constancy. Early research on size-constancy
used Brunswik and Thouless Ratios to express the effects of conditions on size
judgments. Under Brunswik’s supervision, Holaday (1933) systematically inves-
tigated variables that influence size constancy. Using cubes placed on the floor of
a large, empty hall just below the subject’s head for stimuli, Holaday varied in-
structions and cue conditions to produce 28 Thouless Ratios. In most cases,
Thouless Ratios were less than one, indicating under-constancy. (There were a
few exceptions, however, resulting in “theoretically impossible” ratios greater
than one.) He also found that Thouless Ratios declined with increasing distance
(once again consistent with underconstancy). He also found that instructions that
emphasized the objective size of the target object produced higher Thouless Ra-
tios than instructions that emphasized apparent or projective size. In addition, he
discovered that successively eliminating cues to depth (ranging from having the
lights on with the intervening space between the observer and the target filled
with various objects to give a better impression of depth, to the lights on with
an unfilled space, to the lights out, to the lights out with monocular viewing)
decreased Thouless Ratios systematically, implying increasing underconstancy
with reduced-cue settings. Monocular viewing produced more underconstancy
than binocular viewing under the most reduced-cue settings, but did not affect
judgments when other cues to depth were present. The superiority of binocular
viewing was confirmed a few years later by Hermans (1937). Holaday also found
that individual differences in visual acuity affected constancy judgments.
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Other researchers from this period examined the child development of size
constancy. Frank (1926; 1928), Burzlaff (1931), Beyrl (1926), and Brunswik and
Cruikshank (1937) found size-constancy to be present as early as the first year of
life. In fact, both Frank and Bruzlaff found that constancy is as strong for young
children as it is for adults, while Beyrl and Brunswik and Cruikshank found some
improvement in size constancy judgments over the course of the first ten years
of life. In fact, Beyrl found a tendency toward underconstancy for young children
(eight years old or less) and constancy for older children. However, Frank (1928)
points out that this tendency toward underconstancy for the youngest subjects
was not very strong; Brunswik ratios for the youngest children varied between
.77 to .95 —not far from the 1.0 ratio for perfect constancy.

Thouless (1931a, 1931b; 1932) published an influential series of articles on
size constancy (using projective instructions, or at least intending to). In one
study, Thouless (1931a) examined the subjective size of stimuli oriented in-depth
by presenting circles and squares lying along the ground with respect to the ob-
server and asking subjects to select among a set of frontally presented ellipses
and rectangles the comparison which best matched the standard. He found that the
in-depth dimension was perceptually smaller than the frontal dimension for each
stimulus. This foreshortening increased with increasing distance from the ob-
server. For circles 54.5 cm from the observer the in-depth dimension was per-
ceived to be 77% of the size of the frontal dimension, at 109 cm it was 59% of
the frontal size, and at 163.5 cm it was 49% of the frontal size. Thouless Ratios
for the subjective size of in-depth stimuli were also low (ranging from .57 to .42
for circles, and .74 to .6 for squares) and they declined with increasing distance.
These results are consistent with a strong tendency toward underconstancy for
these in-depth stimuli.

Thouless (1931b) examined the effects of reducing cues to depth on size per-
ception. He found that binocular viewing generally lead to greater Thouless Ra-
tios (averaging .61) than monocular viewing (averaging .48). Eliminating depth
cues almost entirely by having subjects look at the target monocularly through a
tube or by using a pseudoscope reduced the Thouless Ratio (averaging .31) but
did not reduce the value to zero as one might expect. However, in a second ex-
periment in which he reduced depth cues even further and eliminated inferred
knowledge of the stimulus size by presenting varying standard stimuli of differ-
ing sizes led to Thouless Ratios that were very close to zero (the projective
value) under monocular conditions, but not under binocular conditions. In a third
experiment, Thouless attempted to give feedback to his observer’s by showing
them what projective size means, but in the subsequent experiment, observers
continued to show Thouless Ratios bigger than zero, demonstrating that subjects
were not able to wholly adopt a projective attitude.

Thouless (1932) looked at the affect of individual differences on size con-
stancy. He found that more intelligent subjects and men were more capable of
taking on a projective attitude, yielding lower Thouless Ratios, than less intelli-
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gent subjects and women. Younger subjects assumed the projective attitude more
easily than older ones. Trained artists were more able to assume the projective
attitude, but even they did not display Thouless Ratios of zero. Personality (in-
troversion vs. extraversion) had no affect on size judgment.

In another systematic study of size constancy, Sheehan (1938) set triangles,
circles, and cubes on a table. The room was well lit, but the table was covered in
black and surrounded by black curtains. The standard was placed either at 100 cm
or 150 cm in front of the subject while a variable comparison was 300 cm away.
Unlike previous studies that used a blend of apparent and projective instructions,
Sheehan clearly used apparent instructions.

Sheehan found that subjects selected consistently smaller comparisons as
being the same size as the standard when the distance between the standard and
comparison increased. Another way of putting this is that the comparison
seemed larger the further away it was from the standard. Sheehan recognized that
this result implied overconstancy, but because this was theoretically impossible,
she attributed her results to shrinkage in the nearer standard resulting from poorer
accommodation. Sheehan also found relatively lower Thouless Ratios for cubes
and circles compared to triangles.

After the 1930s, Brunswik and Thouless Ratios were used less often, as data
reporting more akin to Holway and Boring (1941) took their place. However,
these ratios still occasionally have their uses. For example, Battro, Reggini, and
Karts (1978) used the Thouless Ratio to predict the shape of Hillebrand’s (1902)
parallel alleys without recourse to Luneburg’s (1947, 1948, 1950) hyperbolic
geometry model. More recently, in a study similar to Thouless (1931), Farri-
mond (1990) had observers judge the shape of rectangle placed flat on a table.
Farrimond calculated Brunswik ratios as a function of alcohol consumption. In
one experiment, observers who drank alcohol showed greater underconstancy (R
= .26) than those who did not drink alcohol. In two other experiments, subjects
showed increasing underconstancy (declining Brunswik ratios) as time passed
since alcohol consumption. Brunswik ratios declined most rapidly after alcohol
consumption when the observers did not ingest food before drinking than when
food was consumed first.

Holway and Boring’s paradigm. Subsequent size-constancy studies were more
closely modeled after Holway and Boring (1941), who wrote a classic paper on
size constancy that contained a set of data sufficiently rich to allow for detailed
mathematical modeling. They had five observers judge the size of circular stan-
dards placed at various distances ranging from 10 to 120 ft. from the observer
relative to an adjustable comparison located 10 ft. away using apparent size in-
structions. Since the standards subtended a constant visual angle, the physical
size of each standard increased linearly with increasing distance. Judgments took
place in a fairly reduced cue environment (a darkened room with illuminated ob-
jects and some reflection off floor surfaces) under four viewing conditions: bin-
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ocular observation, monocular observation, monocular observation through an
artificial pupil, and monocular observation through an artificial pupil and a dark
tube. The observer was seated in a chair and the objects were placed on the floor.

Figure 6.1 shows the average results across observers as a function of dis-
tance to the target. The figure also shows curves that represent the best fits of a
model that will be discussed toward the end of this chapter. Binocular viewing
yielded a slight tendency toward overconstancy. In terms of individual subjects,
four out of five showed overconstancy, and one showed underconstancy. Mo-
nocular viewing led to fairly good constancy on the average, with the results of
individual subjects varying somewhat. Two of the five subjects showed a slight
tendency toward underconstancy, two showed almost perfect constancy, and one
showed slight overconstancy. Monocular viewing through an artificial pupil
produced marked underconstancy by all five observers with judgments lying ap-
proximately halfway between an objective and a projective match. Only three
observers participated in the fourth condition using monocular observation
through a dark tube, eliminating almost all cues to depth. All three subjects
showed a dramatic underconstancy, almost (but not quite) achieving a projective
match.
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Figure 6.1. Average adjusted comparison size as a function of distance to the standard
for Holway and Boring (1941) data. Open circles collected under binocular viewing
conditions, xs under monocular viewing, filled circles under monocular viewing with
an artificial pupil, and inverted triangles under monocular viewing with a reduction
tunnel. Solid lines represent best fitting full model curves.
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Later studies by Lichten and Lurie (1950) and Over (1960) took this reduction
of cues one step further by eliminating residual light reflecting off of surround-
ing objects. Under these totally reduced conditions, perfect projective matches
were obtained.

Gilinsky’s theory of size constancy. In the 1950s, Gilinsky (1951) developed
one of the first comprehensive theories for size constancy. She also published a
number of empirical studies based on her theory. Gilinsky was influenced by
Luneburg’s (1947, 1948, 1950) theory of space perception that we discussed in
Chapter 3, which posited that visual space is best conceived of as a hyperbolic
geometry. One prediction of this theory is that visual space should be bounded;
that is, there should be a maximum distance in visual space. Gilinsky used this
concept of boundedness to construct the following formula relating perceived
distance to physical distance:

d A

D~ A+D (6.3)

where d is the perceived distance, D is the physical distance, A is the maximum
limit of perceived distance under a given set of conditions. According to this
theory, perceived distance is a decelerating function of physical distance under all
conditions that gradually reaches an asymptote at A as physical distance in-
creases. When A is infinitely large, distance perception is accurate, and distance
perception is increasingly inaccurate, particularly for long physical distances, as
A approaches zero.

Before going on to discuss how this distance formula ties in with her predic-
tions concerning size constancy experiments, a few critique of this first formula
should be mentioned. First of all, Fry (1952) argued that the formula was not
actually consistent with Luneburg’s theory, but covertly assumed that visual
space is Euclidean as part of its derivation. Smith (1952) also questioned the
derivation of Gilinsky’s theory. More seriously, as Smith pointed out, the the-
ory does not coincide with a host of data. In the previous chapter we found that
perceived egocentric distance generally follows a power function with an expo-
nent slightly greater than one. While no power function actually approaches an
asymptote as Gilinsky predicts, one could make a case that Gilinsky’s theory
could approximately model distance judgments when exponents are less than
one. What Gilinsky’s theory could never predict would be distance judgments
with exponents greater than one, because such judgments would not only never
be bounded, but perceived distance follows an accelerating function as physical
distance increases. In other words, Gilinsky’s theory is not compatible with
many of the egocentric distance estimation studies reviewed in the last chapter.
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Gilinsky next derived a formula for perceived size based on her formula for
perceived distance. This formula is

s _ A+0

S~ A+D (6.4)

where s is perceived size, S is “subjective true size” by which she meant the size
the standard is perceived to be when it is the same distance away as the compari-
son lying the “normal viewing distance,” 8, away from the observer. This for-
mula predicts that size judgments will vary between perfect constancy when A is
infinity and projective match when A is zero. In other words, size judgments
should always show increasing underconstancy with increasing distance from the
observer except in the ideal case where visual space is unbounded (Euclidean).
Once again, overconstancy is theoretically impossible. The fact that overcon-
stancy is so regularly seen in the data cannot be accounted for by her theory.

Gilinsky conducted a number of classic experiments on size constancy to test
her theory. In one experiment, Gilinsky (1951) had observers mark off equal
distance intervals. The observers stood at one end of an 80 ft. long archery range
while the experimenter moved a pointer stick away from the observer at a con-
stant rate. The observer was asked to periodically stop the pointer to mark off
successive increments of equal perceived length. While previous size constancy
experiments tended to use frontally oriented stimuli, the effect of this procedure
is to conduct a size constancy experiment that for the first time looks at equal
perceived sizes for stimuli oriented in-depth. Gilinsky’s data show undercon-
stancy under these conditions.

Gilinsky (1955) looked at the affects of instructions on size judgments. In
this experiment, Gilinsky brought observers to a level grassy area 5000 ft. long.
Four frontally oriented standard triangles whose altitude and base measured be-
tween 42 and 78 in. were placed at six distances ranging from 100 to 4000 ft.
from the observer. Observers adjusted a near comparison 100 ft. away to match
the size of each standard using either objective or projective instructions. As seen
in Figure 6.2, objective instructions were associated with overconstancy, while
projective instructions were associated with strong underconstancy. Nevertheless,
subjects did not produce a true projective match under projective instructions,
Brunswik’s “regression to the real” still obtained. There was also some tendency
for the overconstancy of objective instructions and the underconstancy of projec-
tive instructions to be magnified for smaller standards relative to larger ones.

Other works from this era were generally consistent with Gilinsky’s data.
Chalmers (1952), Gibson (1947), Jenkin (1957, 1959), and Smith (1953) all
found objective instructions led to overconstancy under binocular conditions,
while Joynson (1949) and Singer (1952) found that projective instructions pro-
duced strong underconstancy.
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Figure 6.2. Average ratio of comparison to standard as a function of distance to the
standard in Gilinsky’s (1955) data. Objective data show overconstancy and are repre-
sented with open symbols. Projective data shows strong underconstancy and are rep-
resented by closed symbols. Circles collected with 42 in standard, squares with 55 in
standard, upward pointing triangles with 66 in standard, and downward pointing tri-
angles with 78 in standard. Solid lines represent best fitting full model curves. The
dashed line represents perfect constancy.

Smith (1953) also showed that overconstancy still obtains for objective in-
structions regardless whether the comparison was placed at a near or far position.
Overconstancy is not an artifact of comparison placement. Jenkin (1959) found
that this overconstancy still obtained even when the target was a familiar object,
although familiar size cues did reduce the extent of the overconstancy.

Early work was also consistent with the idea that apparent size instructions
closely approximated true constancy or led to slight underconstancy (Gibson,
1950; Singer, 1952). In fact, Gibson believed that constancy is the rule across
all distance ranges. In his words, “An object can apparently be seen with ap-
proximately its true size as long as it can be seen at all” (p. 186).

Carlson and the perspective-size hypothesis. In the following two decades,
Carlson further studied the effects of instructions on size judgments. Carlson
(1960) studied binocular size constancy under full-cue conditions (well-
illuminated with a black felt background) by having observers adjust a near com-
parison triangle (10 ft. away) to match three standard triangles (40 ft. away) that
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ranged from 44 mm and 159 mm in altitude using either objective, apparent, or
projective instructions. Carlson also looked at the effects of comparison place-
ment and the order in which instructions were given to observers. He found that
objective instructions gave rise to overconstancy in all conditions. On the aver-
age, the near comparison was adjusted to be 24% larger than the true size of the
standard suggesting that more distant stimuli are seen as larger than nearer ones.
Apparent instructions sometimes produced overconstancy and sometimes under-
constancy. On the average, the near comparison was adjusted to be 3.4% larger
than the standard’s true size, which is only a small deviation from veridical per-
ception in the direction of overconstancy. Carlson noted that more intelligent
subjects had a greater tendency toward underconstancy using apparent instruc-
tions, perhaps because they more clearly saw the distinction between the objec-
tive and apparent attitudes. Finally, projective instructions yielded strong under-
constancy, with the comparison adjusted to be 38% smaller than the true size of
the standard. Larger separations between the standard and the comparison magni-
fied these effects, while the size of the standard had little affect on judgments.

Carlson (1962) replicated this work and added a perspective instruction condi-
tion. The procedure was almost identical to his previous study, and he found
similar results. Perspective instructions led to the greatest degree of overcon-
stancy (the near comparison was adjusted to be 42% larger than the standard’s
true size), while objective instructions produced a somewhat smaller degree of
overconstancy (20.5%). Apparent instructions gave rise to a slight tendency to-
ward underconstancy (the comparison was set to be 9.5% smaller than physically
accurate), while projective instructions showed stronger underconstancy (43%
smaller than physically accurate). Similarly, Carlson and Tassone (1967) found
that perceived size increased with increasing distance from the observer for objec-
tive instructions, but decreased slightly with increasing distance for apparent
instructions, and decreased swiftly with increasing distance for projective instruc-
tions. Repeated practice magnified these trends.

Carlson (1977) felt the affects of instructions could be accounted for by the
perspective-size hypothesis. According to this hypothesis, instructions influence
an observer’s belief about what happens to size as distance increases. Observers
are aware that in a certain sense objects do appear smaller as they recede in dis-
tance just as railroad tracks appear to come together at the horizon, while in an-
other sense, observers are aware that objects don’t actually change size as they
move away. Perspective and objective instructions can cause observers to over-
compensate for these perspective changes, while some types of apparent instruc-
tions and all projective instructions ask observers embrace them and to ignore
physical reality. I believe Carlson’s theoretical approach is a reasonable one,
bringing us closer to understanding what is really going on in a size-constancy
experiment; however, the theory lacks a quantitative character that would allow
precise modeling of experimental results.
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In other instruction-related research, Leibowitz and Harvey (1967, 1969) stud-
ied size perception under naturalistic conditions, including a populated area, an
athletic field, and along railroad tracks with standards located from 100 ft. to
1680 ft. away and an adjustable comparison 50 ft. away. Observers made judg-
ments using objective, apparent, and projective instructions of the size of a
wooden rod, an aluminum tube, and a strip of canvas. Concurrent with previous
research, they found overconstancy with objective instructions, constancy at all
distances for apparent instructions, and strong underconstancy for projective in-
structions. The results were reported in terms of Brunswik Ratios, and they
found essentially constant R-values at all distances of 1.3 for objective instruc-
tions, 1.0 for apparent instructions, and .5 for projective instructions. However,
Teghtsoonian (1974) pointed out that a constant R value of 1.3 might better be
called overestimation rather than overconstancy, because a constant Brunswik
ratio does not indicate that perceived size increases with increasing distance from
the observer.

Epstein and the Size-Distance Invariance Hypothesis. Epstein (1963) was also
interested in the affects of instructions on size perception. Similar to previous
research, Epstein had observers judge the size of a far standard placed at one of
five distances (from 10 ft. to 120 ft.) by adjusting a variable comparison placed 5
ft. away from the observer. Observers were given one of four instructions: per-
spective, objective, apparent, and projective. Unlike previous research, however,
observers only made judgments for one standard and one instructions set. In other
words, distance to the standard and instructions were between-subjects variables
rather than within-subjects variables. Why use a between-subjects design? Ep-
stein noted that Carlson (1962) suggested that overconstancy might result be-
cause judgments at different distances are not really independent, but rather are
made in a sequence in which the most distance stimuli are typically much farther
away from each other than nearer stimuli. Epstein wanted to see if truly inde-
pendent judgments of size would show the same trend as previous research. In
addition, Epstein had observers estimate the distance to the standard relative to
the comparison using a magnitude production technique (similar to magnitude
estimation). Observers adjusted a ruler relative to a standard distance and at-
tempted to reproduce the ratio of the distances to the standard and the compari-
son.

Epstein’s data are seen in Figure 6.3. Notice that perspective instructions
give rise to strong overconstancy (on the average, the comparison is adjusted to
be 70% bigger than the most distant standard’s true size), as do objective instruc-
tions, although to a slightly lesser extent (the comparison averages 53% bigger
than physically accurate). Apparent instructions yield the flat function of con-
stancy with slight underconstancy (the comparison averages 5% smaller than
physically accurate), and projective instructions result in strong underconstancy
(the comparison averages 68% smaller than physically accurate). All of these
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results are consistent with past research. More interestingly, Epstein found that
distance estimates mirrored size estimates. Overestimation of distance gave rise
to underestimation of size, while underestimation of distance gave rise to overes-
timation of size.

This relationship between perceived size and perceived distance supported
Epstein’s own theory to account for size constancy data. Epstein, Park, and Ca-
sey (1961) believed that perceived size could be related to perceived distance as
specified by the Size-Distance Invariance Hypothesis, which states that

d’ =5’ tanO (6.5)

where d’ is perceived distance, s’ is perceived size, and 6 is the visual angle sub-
tended by a target. Overconstancy resulted from a misperception of distance.

According to this theory, if perceived distance is an accelerating function of
physical distance under binocular conditions and objective instructions, perceived
size should be overestimated as distance increases. (In truth, this theory is simi-
lar to one proposed Smith (1953).)
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Figure 6.3. Average ratio of comparison to standard as a function of distance to the
standard in Epstein’s (1963) data. Perspective data are represented with open trian-
gles, objective data with filled circles, apparent data with open circles and projective
data with filled triangles. Solid lines represent best fitting full model curves. The
dashed line represents perfect constancy.
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Once more, both Epstein and Smith stated their theories in the most general
of terms; neither stated their theories in a mathematical form that might allow
more precise modeling of size constancy data. In addition, their approach has
little to say as to why instructions, target orientation, and other factors might
influence size judgments. As we will see, my own attempt to model the effects
of these factors on size constancy data and to unify it with the direct estimation
literature mentioned in the previous chapter will be very much in the spirit of
Epstein and Smith, but more precisely stated. Therefore, Epstein’s (1963) data
also gives strong support to the theory I will present later.

Other evidence supports a systematic relationship between size and distance
perception in accordance with the size-distance invariance hypothesis. For exam-
ple, Epstein and Landauer (1969) had subjects make magnitude estimates of size
and distance of a luminous disk under reduced cue conditions. The researchers
systematically varied the physical size, distance to the target, and visual angle of
the target, across three experimental conditions. In each condition one of the
three target attributes was held constant while the other two varied. When vary-
ing, the diameter of the target disk varied from 5 mm to 82 mm, the distance to
the target varied from 25 cm to 295 cm, and the visual angle of the target varied
from .25° to 5.5°. In each case, size estimates, distance estimates, and target vis-
ual angle where directly related to each other in accordance with the predictions of
the size-distance invariance hypothesis. As visual angle increased, distance esti-
mates linearly decrease while size estimates linearly increased. A number of other
studies from this era produced results consistent with the size-distance invariance
hypothesis (Epstein, Park, & Casey, 1961; Kiinnapas, 1968; Landauer & Ep-
stein, 1969; Wallach & McKenna, 1960).

Figure 6.4 shows the average ratio of comparison to standard as a function of
distance to the standard in Epstein and Landauer’s experiment for the experimen-
tal condition where standard size was held constant. (The experimental condition
most equivalent to other size constancy data we have presented.) Note the strong
tendency to underconstancy under these reduced-cue conditions.

Higashiyama (1977, 1979, 1983, 1984b) also conducted a series of studies
examining the relationship between perceived size and perceived distance. In
these experiments, the observer was shown squares of various sizes located at a
constant distance away. Under full-cue conditions, observers accurately perceived
size and knew that distance was constant. Under reduced-cue settings (limiting
cues to accommodation and convergence or requiring observers to look through
an artificial pupil), observers assumed that perceived size was constant and
smaller squares were seen as farther away (Higashiyama, 1977).

Higashiyama (1983) had observers make magnitude estimates of perceived
size and distance using both apparent and objective instructions and found that
perceived distance was inversely related to perceived size in both cases.
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Figure 6.4. Average ratio of comparison to standard as a function of distance to the
standard in Epstein & Landauer’s (1969) data. Because judgments used magnitude es-
timation, perceived size has been normalized to make perceived size of the near stan-
dard equal to physical size in order to make the plot equivalent to other graphs. Data
were collected under reduced-cue conditions. Solid lines represent best fitting full
model curves. The dashed line represents perfect constancy.

His estimates of the exponent for the power function relating perceived distance
and physical distance varied across instructions. The exponent was 1.0 for appar-
ent instructions and 1.2 for objective instructions.

More recently, Brenner and van Damme (1999) have shown that errors in size
judgments of a tennis ball were closely related to errors in estimating distance in
a manner consistent with the Size Distance Invariance Hypothesis.

Gogel and familiar size cues. A number of researchers have examined the
relationship between perceived size and perceived distance another way. Follow-
ing Hastorf (1950) and Ittelson (1951), these researchers have noted that familiar
or assumed size can influence perceived size and distance under reduce-cue set-
tings. In other words, knowledge can influence perception. For example, Baird
(1963) presented objects of varying sizes under reduced-cue conditions and told
observers that the objects were of the same size as a familiar object. He then had
the observers judge the distance to the objects. He found that the subjects’ esti-
mates of distance were consistent with the Size-Distance Invariance Hypothesis.
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Estimated distance was proportional to the visual angle of the stimulus. Later
research (Fitzpatrick, Pasnak, & Tyer, 1982; Gogel, 1968; Gogel & Mertens,
1967; Park & Michaelson, 1974) have supported Baird’s conclusion. Off-sized
familiar objects produce distance judgments that vary with the visual angle just
as the Size-Distance Invariance Hypothesis would predict.

On the other side of the coin, Coltheart (1969) and Tyer, Allen, and Pasnak
(1983) found that verbally telling subject the distance to an object presented un-
der reduced-cue conditions allows subjects to make accurate size judgments,
while subjects not given this distance information estimate size based on the
visual angle of the stimulus. Tyer et al. also found that giving size information
helped subjects make better distance estimates than when this information was
not provided (although the effect was rather weak).

More recently, Higashiyama and Kitano (1991) had observers judge the size
of and distance to a poster of a woman and an unfamiliar board located at different
distances away under natural outdoor conditions. They found that size estimates
for the woman showed constancy with increasing distance, while size estimates
for the board showed increasing overconstancy. In a second experiment, they
asked observer to judge the size of and distance to both targets when distance was
held constant while the actual size of the target was manipulated. In this case, as
the size-distance invariance hypothesis would predict, perceived size was in-
versely and linearly related to perceived distance in both cases. The familiar-sized
woman tended to be seen as being closer to a constant size than was the unfamil-
iar-sized board, reflecting the effects of knowledge on size perception.

Gogel and DaSilva (1987a) had observers judge the perceived size and distance
of a constant-sized blank rectangle or of a playing card of known size at three
distances ranging from 56 cm to 149 cm away under reduced-cue conditions us-
ing both apparent and objective instructions. As in other cases, the distance es-
timates tended to be inversely related to size estimates. Perceived size declined
with distance for apparent instructions for both stimuli. For objective instruc-
tions, perceived size was constant for the playing card of known size, while the
blank rectangle decreased in size with increasing distance. As before, reduced-cue
conditions are associated with underconstancy; however, it appears that a strong
familiar-size cue can overcome this tendency.

One way to interpret these results is to conclude that familiar size influences
perceived size and that this perceived size in turn affects perceived distance in
accord with the size-distance invariance hypothesis. A number of researchers,
most notably Gogel, question this interpretation (Gogel 1969, 1973, 1974,
1990, 1993, 1998; Gogel & DaSilva, 1987a, 1987b; Predebon 1987, 1990,
1992). According to Gogel’s theory, familiar size does not influence perceived
distance, but rather has an affect on cognitive factors associated with judgment.
Based on his earlier work (Gogel, 1965), Gogel believes that under reduced-cue
conditions objects are perceptually located approximately two meters away from
the observer; a phenomenon commonly known as the specific distance (or equi-
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distance) tendency. This distance corresponds to the resting state of accommoda-
tion and convergence (Leibowitz & Owens, 1977; Owens, 1986; Owens & Lei-
bowitz, 1976). For unfamiliar objects this reference distance can determine per-
ceived size in accordance with the Size-Distance Invariance Hypothesis. How-
ever, for familiar objects, a mismatch between perceived size and the familiar
size of the object may occur. Under these conditions, distance judgments are
based on cognitive processes that determine what distance would produce the
presented visual angle for an object of that known size (according to the Size
Distance Invariance Hypothesis). Thus, Gogel believes the perceived size may
differ from size judgments because the later may be based on cognitive factors.

Higashiyama’s (1984b) research supported Gogel’s theory. He had observers
judge the size of and distance to familiar objects like stamps and books using
either apparent or assumptive instructions. With apparent instructions, observers
were told to ignore their knowledge of familiar size when making judgments
while observers given assumptive instructions were told to take this knowledge
into account. Familiar size effects on size and distance estimates were greater
under assumptive instructions than under apparent instructions, demonstrating
the influence of cognition on judgments.

These cognitive effects can be strong enough to wholly override distance in-
formation. Haber and Levin (2001) had subjects estimate the size of and distance
to familiar objects under full-cue conditions. They also had subject estimate the
size of the objects from memory. They found that distance information had no
impact on size judgments at all, while size judgments largely corresponded to
judgments based on memory. Variation in size judgments corresponded to varia-
tion in memory judgments. The authors believed that their results demonstrated
that the Size Distance Invariance Hypothesis cannot adequately account for size
and distance judgments.

Predebon (1979, 1987, 1990, 1992b) also conducted a number of studies that
seem to support Gogel’s theory. For example, Predebon (1979) had subjects
judge the size of normal and off-size familiar objects and adjacent unfamiliar ob-
jects under full-cue conditions. Although one might presume that the two ob-
jects are perceptually the same distance away from the observer, familiar size
still affected judged size while the perceived size of the adjacent object was unaf-
fected. If perceived size was determined according to the Size Distance Invariance
Hypothesis without further cognitive analysis, one would not expect to see this
difference. Similarly, Predebon (1987, 1990) found that familiar size influenced
verbal estimates of distance in inches but did not influence judgments using a
ratio scaling technique based on an unlabeled standard (a method which Predebon
considered more indirect). If the indirect measure more closely corresponds to
perception of distance, this would argue that familiar size affects occur due to
cognitive factors involving verbal labeling.

Predebon (1992b) had subjects judge the size and distance of familiar and un-
familiar objects using both objective and apparent instructions under reduced-cue
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conditions. He found strong familiar size affects under objective instructions but
not under apparent instructions.

This study and Gogel’s recent theoretical work (1990, 1993) imply that space
is actually only perceived one way, and that the affects of instructions or judg-
ment method really only reflect cognitive influences that are added on subse-
quent to perception. According to this view, apparent instructions may reflect
perceived space more veridically than objective, perspective, or projective in-
structions which all include a layer of cognitive influence.

In my view, the problem with this formulation is that it requires us to reach
into the conscious mind and unambiguously know what real perception looks
like as opposed to cognitively generated judgments. Gogel believes he has found
a way to accomplish this through the use of a head motion technique that local-
izes objects in perceptual space via a triangulation of visual directions. Yet, one
may wonder whether a description of visual space based on this method corre-
sponds to our perceptual experience any better than judgments using other tech-
niques. One may also wonder whether the metric properties of visual space (dis-
tance, angle, area, volume, etc.) are all derivable from simple visual direction.
Does Gogel’s measure really correspond to facts about visual direction of the
dominant eye more than facts about our perception of space? At the root of this
method is the assumption that visual space is simple, coherent, and Euclidean,
assumptions we had reason to doubt in Chapter 4. If one is unwilling to assume
that it is possible to objectively know what conscious experience is like, if one
believes that spatial experience is already quite cognitive when perceived, or if
one believes that the mind is flexible enough to truly see the world in more than
one way, then it is impossible to know which data reflects “real perception” and
which data arises from mere cognitive influence. Data based on many judgment
techniques must be seen as equally valid, and one must accept that there may be
many geometries of visual space instead of only one.

Baird and the butterfly model. Baird’s influence on the size-constancy litera-
ture goes beyond the investigation of familiar size effects. Much of Baird’s other
early work concerned the effects of instructions on size-judgment. For example,
Baird (1965) had observers judge the size of a standard triangle (12.75 in. in
height) located 10 ft. away by adjusting a near comparison located 5 ft. away
(under full-cue, binocular conditions). The procedure was sequential: observers
first studied the standard after being given either objective, apparent, or projective
instructions, and then matched the comparison to the standard from memory in
terms of either objective or projective instructions. With objective instructions,
observers adjusted the comparison to be 19% too large consistent with past find-
ings of overconstancy. The surprising result obtained under projective instruc-
tions, where the comparison was adjusted to be 2% too large. Thus, Baird found
overconstancy instead of the strong underconstancy normally associated with
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projective instructions. Clearly, the earlier study period altered the way subjects
thought of the standard enough to influence their subsequent judgments.

In Baird and Biersdorf (1967), observers judged the length of an 8 in. paper
strip located from 24 in. to 216 in. from the observer by selecting from a series
of comparison strips using objective instructions. The comparison was either
located near the observer at 24 in. or far from the observer at 216 in. Stimuli
were presented in a well-lit room against a dark (photographer’s cloth) surface,
and observers rested their head in a chin rest 18 in. above the table surface. For
both the near and the far comparison, length judgments increased with increasing
distance to the standard, indicating overconstancy. The most distant standard was
seen as 14% bigger than the nearest standard for the near comparison, and 37%
bigger than the nearest standard for the far comparison.

Baird and Biersdorf then reoriented the standard. Instead of placing it frontally,
as in the first part of the experiment, the standard was placed flat so that it was
now oriented in-depth relative to the observer.
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Figure 6.5. Average ratio of comparison to standard as a function of distance to the
standard in Baird and Biersdorf’s (1967) data. Open circles represent data for frontal
standards while closed circles represent data from flat standards. Solid lines represent
best fitting full model curves. The dashed line represents perfect constancy.
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Under these conditions, underconstancy was obtained for both near and far
comparisons. The most distant standard was seen as 21% smaller than the nearest
standard for the near comparison, and 24% smaller than the nearest standard for
the far comparison. This underconstancy for in-depth oriented stimuli is consis-
tent with other past work (Gilinsky, 1951; Gogel, 1964; Harway, 1963). Baird
and Biersdorf also had observers judge the egocentric distance to the various stan-
dards using magnitude estimation, but obtained inconsistent data depending on
the reference standard used.

Figure 6.5 shows average ratio of the size of comparison to standard size as a
function of distance to the standard for Baird and Biersdorf’s data. Note that the
frontally oriented standards show strong overconstancy while the flat standards
show strong underconstancy.

Wagner, Kartzinel, and Baird (1988) also noted that most research on the af-
fects of instructions on size-judgments used frontally oriented stimuli. Wagner et
al. looked at the affects of instructions on stimuli oriented in-depth.
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Figure 6.6. Average ratio of comparison to standard as a function of distance to the
standard in Wagner, Kartzinel, & Baird’s (1988) data. Open circles represent data for
objective instructions while closed circles represent data for projective instructions
using the method of adjustment. Solid lines represent best fitting full model curves. A
constant value of 1.0 would represent perfect constancy.
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The standard stimuli were one-meter long wooden dowels placed flat on the
ground parallel to the subjects’ line of sight at eight different distances ranging
from 2m to 50 m away from the observer.

Subjects adjusted a comparison to match each standard using either objective
or projective instructions. In addition, subjects made magnitude estimates of size
using the same instruction type. Subjects in both conditions made magnitude
estimates of distance to the standards using objective instructions.

Under objective instructions, subjects displayed underconstancy with both
judgment methods; however, the underconstancy was more severe for magnitude
estimation (-50% for the most distant standard) than for the adjustment method
(-24%). Projective instructions yielded an even more extreme degree of under-
constancy that was about the same for both methods (-70%). Figure 6.6 displays
this data for the adjustment task, while Figure 6.7 shows this data for the magni-
tude estimation task. Distance judgments also displayed underestimation for far
stimuli relative to near ones. The power function exponents were almost identi-
cal for subjects in both conditions, averaging .74.
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Figure 6.7. Average ratio of comparison to standard as a function of distance to the
standard in Wagner, Kartzinel, & Baird’s (1988) data. Open circles represent data for
objective instructions while closed circles represent data for projective instructions
using magnitude estimation. Solid lines represent best fitting full model curves. A
constant value of 1.0 would represent perfect constancy.
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Baird (1968, 1970) explained size judgments in terms of a family of three
models that taken as a whole were called the “butterfly model.” In these models
the ratio of the sizes of the comparison to the standard seen in an experiment is a
power function of a theoretical ratio that should exist between them, where the
nature of the theoretical ratio will vary with different judgment tasks. On one
extreme observers produce a null match where the visual angle of the comparison
is adjusted to match the visual angle of the standard (what we have called a visual
angle or projective match); on the other extreme observers produce a ratio match
in which the physical size of the comparison matches the physical size of the
standard (an objective match). The great virtue of his model is that the exponent
of the power function relates to a host of experimental variables, including in-
structions and cue conditions.

Although this theory can fit a considerable amount of data, it is not as sim-
ple, intuitive, and unitary as the theory Baird and I developed later which will be
discussed (in a modified form) later in this chapter.

Child development and size constancy. A number of studies have looked at
developmental trends in size perception. Zeigler and Leibowitz (1957) revived
interest in the problem using a design closely modeled after Holway and Boring
(1941). They had 7- to 9-year-old boys and a group of adults adjust a comparison
to match a constant visual angle standard using apparent size instructions. Dis-
tance to the standard ranged from 10 to 100 feet. They found that the boys
showed underconstancy, increasing underestimation of size with increasing dis-
tance, while adults showed only a slight tendency toward underconstancy. For the
most distant stimulus boys underestimated stimulus size by 62% while adults
underestimated by only 8.5%. Figure 6.8 shows the average adjusted comparison
size a function of distance to the standard for both age groups.

In one of the most detailed studies on the development of size constancy,
Harway (1963), using a procedure similar to Gilinsky (1951), asked five groups
of standing observers (ages 5 1/2 yrs., 7 yrs., 10 yrs., 12 yrs., and adult) mark
off successive 1 ft. intervals (with a one foot ruler placed on the ground beside
them as a reference standard) in a level, grassy field. There were two series of
judgments, one in which the observer’s heights were equalized and one with no
control for height. As in previous work with in-depth oriented stimuli, the re-
sults showed increasing underconstancy with distance for all five groups, with
greater underconstancy for the younger groups (ages 5 1/2 yrs., 7 yrs., and 10
yrs.) than for older groups (12 yrs. and adult). Harway found little change in
judgments when height was equalized compared to when height was not.

Rapoport (1967) found little difference in size estimates using objective and
apparent instructions for children between 5 yrs. and 11 yrs. of age. Observers
between 13 and 20 yrs of age showed increasingly more overconstancy with ob-
jective instructions compared to estimates using apparent instructions.
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Figure 6.8. Average adjusted comparison size as a function of distance to the standard
for Zeigler and Leibowitz’s (1956) data. Open circles represent childrens’ (7-9 yrs.)
data, while filled circles represent adults’ (18-24 yrs.) data. Solid lines represent best
fitting distance model curves. The dashed line represents perfect constancy.

Similarly, Wohlwill (1963, 1970) found that young children’s size judgments
tended toward underconstancy with an increasing trend toward overconstancy as
age increased. Jenkin and Feallock (1960) found constancy for age 8 and age 14,
and overconstancy for adult subjects. Carlson and Tassone (1963) compared size
judgments of college students to 61- to 80-year-old individuals. Both groups
showed overconstancy for objective instructions and constancy for apparent in-
structions, but the difference was less pronounced for older subjects.

Another factor that may influence the affects of development on size-
constancy is distance to the standard. For example, Cohen, Hershkowitz, and
Chodak (1958) and Rapoport (1967) both found that children displayed good con-
stancy when standard stimuli were near at hand. However, Zeigler and Leibowitz
(1957), Leibowitz, Pollard, and Dickson (1967) and Brislin and Leibowitz (1970)
all showed that when presented with a wider range of stimuli under full-cue con-
ditions, including some at greater distances (up to 61 m), children show pro-
nounced underconstancy and that increasing age was associated with an increasing
tendency toward constancy and overconstancy.

Teghtsoonian also looked at developmental influences on size perception. In
Teghtsoonian and Teghtsoonian (1970b) observers judged the apparent area of
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irregular polygons using magnitude estimation. They found that apparent area
grew with increasing distance to the target in their first study, which employed
high school students of both sexes, but apparent area was approximately con-
stant as a function of distance when college women were used as subjects. Fi-
nally, they also noted that perceived distance increased with physical distance
according to a power function with an exponent of 1.2. Thus, overconstancy is
once again associated with perceived distance being an accelerating function of
physical distance. However, in the Teghtsoonian’s case, increasing age led to a
decline in overconstancy, although to a small degree.

Teghtsoonian and Beckwith (1976) asked observers to judge the apparent
height of a rectangle using magnitude estimation. Their observers were 8§, 10,
12, or 20 years of age. They found a slight tendency toward underconstancy for
8- and 10-year-olds, constancy for 12-year-olds, and a slight tendency toward
overconstancy for 20-year-olds; however, these differences were not statistically
reliable. They also asked subjects to estimate distance to the target using magni-
tude estimation. In this case, apparent distance increased with physical distance
as a power function with an exponent of 1.1. Two possible reasons why Teght-
soonian did not find large age effects were that she used apparent size instruc-
tions, which generally do not produce strong overconstancy (restricting the range
over which outcomes can vary), and the use of magnitude estimation, which may
be a less precise method than magnitude production.

There is a great deal of evidence showing that some ability to correctly per-
ceive size across changes in distance may be built into us a birth. Bower (1964,
1966) conditioned 8-week -old infants to turn their head to a 30 cm cube placed 1
m away. The infants showed greater conditioned responses to the same size cube
placed 3 m away than to a cube that was the same visual angle 3 m away. Day
and McKenzie (1981) and McKenzie, Tootell, and Day (1980) habituated 18-
week-old children to the presence of an object. Children subsequently showed
greater habituation to a same sized object placed further away than to an object of
different size. In fact, Granrud (1987) and Slater, Mattock, and Brown (1990)
found similar differential habituation based on the objective size of stimuli for
newborn infants, indicating that even newborn children are able to determine that
changing distance does not change the size of an object or alter the object’s sig-
nificance. (Although Slater et al. also found differential habituation resulting
from changing the visual angle of the stimulus, indicating that infants are also
detect changes in projective size.) Using Brunswik’s terminology, it would seem
that even the youngest children do not make projective matches, but display
some “regression to the real.”

In general, it would seem the youngest children show some underconstancy
(although not to the point of a projective match) while increasing age is associ-
ated with increasing constancy or even over constancy. How can this trend be
explained? Shallo and Rock (1988) presented a theory for this phenomenon that
they supported with two experiments. Their first experiment was a traditional
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size-constancy experiment, modeled after Brislin and Leibowitz (1970), in which
observers were asked to match standard stimuli presented at various distances
away to a series of comparison stimuli that varied in size but were at a constant
distance away. In this traditional approach the visual angles of the standard stim-
uli were proportionate to standard size and therefore it also varied. Under these
conditions, both groups of children (average ages 5.2 and 8.3 years) showed a
strong tendency toward underconstancy (-36.7% and -32.6% underestimation re-
spectively for the most distant stimulus) while adults selected comparisons that
were very close to accurate (very slight underconstancy of -5.2%). Shallo and
Rock’s second experiment changed the nature of the comparison. Here, elements
of the comparison series varied in both size and distance from the observer such
that each comparison stimulus subtended exactly the same visual angle. Under
these conditions, all age groups produced matches that were fairly close to accu-
rate. There was only the slightest and non-significant tendency for the youngest
children to display underconstancy (-7.9%) while older children showed constancy
(-2.0%) and adults produced over constancy (+12.5%).

Shallo and Rock used their results to explain why children often show greater
underconstancy than adults. The authors believe that in the typical size-constancy
experiment, children select comparison stimuli based largely on the visual angle
they subtend rather than referencing the comparison’s size, while adults ignore
the visual angle and select comparison stimuli based on the comparisons size.
Turning Brunswik’s dictum on its head, children show a “regression to the pro-
jective” when confronted with this task. In Shallo and Rock’s second experi-
ment, this strategy was no longer available to the children (because all the com-
parisons had the same visual angle); so, they were forced to select comparison
stimuli according to size.

Recent work on size constancy. The last decade and a half has seen continued
work on size constancy. One recent trend in the study of size constancy is look-
ing at the affects of motion on size perception (e.g., Gogel, 1998). For example,
Whitaker, McGraw, and Pearson (1999) examined the perceived size of expanding
and contracting stimuli. They found that perceived size at a given instant is bi-
ased in the direction of the size change. They also found that illusory expansion
from a movement after-effect produced the same misperception of size.

Another variable that might influence size perception is whether the stimu-
lus is at eye level or elsewhere in the field of vision. Bertamini, Yang, and Prof-
fitt (1998) had subjects judge the size of frontally oriented objects located the
same distance away from the observer that were placed both at eye level and be-
low eye level under full-cue conditions. They found size perception was most
accurate for eye-level stimuli. The authors believe that this indicates that per-
ceived size must be influenced by factors other than perceived distance alone.
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McKee and Smallman’s dual calculation theory. One of the more recent theo-
ries for size-constancy phenomena was proposed by McKee and Smallman
(1998). Based on prior research studies, the authors calculate Weber fractions for
size and distance judgments. They found that the Weber fraction for size judg-
ments is about .02-.04 (the just noticeable difference was 2% to 4% of the size
of the standard); (Burbeck, 1987; Klein & Levi, 1987; McKee, Welch, Taylor,
& Bowne, 1990). The Weber fraction for distance judgments was about .05-.06
(5-6%); (McKee, Levi, & Bowne, 1990; Norman, Todd, Perotti, & Tittle,
1996). McKee and Smallman reason that size judgments can be no more precise
than the information from which they are derived. If size judgments were based
exclusively on distance perceptions this would imply that they could at best pro-
duce Weber fractions equivalent to those of distance perception. The fact that the
data shows size judgments to be more precise implies that size judgments are
based, at least in part, on information other than distance.

McKee and Smallman believe this additional information comes from relative
size cues such as surface texture and the presence of familiar size information.
This proposal is similar in spirit to Gibson and other researchers emphasis on
texture gradients as fundamental information present in the ambient optical array
to afford size perception (Andrews, 1964; Gibson, 1950; Nakayama, 1994). In
fact, Ross and Plug (1998) indicate that such relative-size explanations for size
constancy date back to the time of Plotinus in the third century, Leonardo da
Vinci in the 15™ century and Castelli in the 17™.

Having said this, McKee and Smallman believe that relative-size cues are also
not able to fully account for size judgments. They say that by themselves, only
small changes in perceived size can be accounted for by relative-size cues, and
there is a host of data showing that perceived distance does in fact influence per-
ceived size. McKee and Smallman believe that the data is best accounted for by a
dual calculation theory in which the human mind simultaneously calculates size
using both relative size and distance based information. Normally, these two
calculations agree with one another and serve to cross validate size estimates.
Under special circumstances, such as in the laboratory, these two estimates may
disagree. The estimate that dominates will depend on where attention is directed
(and perhaps the instructions used); however, the authors do seem to feel that
relative-size cues are somewhat more important. This theory can account for
some of the studies reported earlier where distance and size judgments appeared to
be somewhat uncoupled.

One recent study revisited instruction affects and seems to be consistent with
McKee and Smallman’s theory. Kaneko and Uchikawa (1997) asked subject to
judge the size of stimuli using objective and projective instructions. Stimuli
either had a blank surround or one that conveyed a sense of depth. Projective
judgments were not influenced by the surrounding context while objective judg-
ments were. The authors feel that this indicates that different perceptual mecha-
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nisms underlie the two types of judgments, just as McKee and Smallman might
predict.

Summarizing the Size-Constancy Literature

A few lessons about size constancy can be learned from the foregoing review.
While the shape of the standard stimulus has no apparent affect on size judg-
ments, all of the other factors mentioned at the beginning of this chapter do have
affects. For frontally oriented targets under full-cue conditions, all 19 studies
employing objective instructions showed overconstancy ranging from +19 to
+53% and averaging +28% for the most distant standard. For the two studies
examining perspective instructions, this overconstancy was even more extreme,
averaging +56%. On the other hand, of the 22 studies using apparent instruc-
tions under these conditions, 5 show marked underconstancy, 12 show close to
constancy, and five show overconstancy. The judgments of the most distant
stimuli ranged from an underconstancy of -10% to an overconstancy of 13%,
with an average displaying a slight underconstancy of -2%. Projective instruc-
tions almost always (in 9 out of 10 cases) produce underconstancy with judg-
ments of the most distant stimuli ranging from an underconstancy of -68% to a
slight over constancy or +2% in one outlying study. The average degree of un-
derconstancy for projective instructions for the most distant stimulus was -37%.

Frontally oriented stimuli under reduced conditions are associated with under
constancy for both objective and apparent instruction sets. In terms of the indi-
vidual studies reported earlier, reduced-cue conditions resulted in underconstancy
in ten cases, constancy in two, and a very slight overconstancy in one. Stronger
underconstancy occurred when more cues to depth are eliminated. Binocular con-
ditions show little underconstancy, while monocular conditions show more, and
the use of artificial pupils and tubes show even more. When cues to depth are
completely eliminated by controlling for the illumination of nearby objects,
judgments approach a projective match.

For flat stimuli under full-cue conditions, 18 of 19 studies show undercon-
stancy for all types of instructions, with one study showing constancy using
objective instructions. The underconstancy ranged from -21% to -50% for objec-
tive instructions, averaging -30%. For projective instructions, this overcon-
stancy average -70% across two studies. None of the studies reviewed looked at
size constancy for flat stimuli under reduced-cue conditions.

In short then, objective and perspective instructions tend to produce overcon-
stancy under full cue conditions for frontal stimuli, apparent instructions produce
constancy, and projective instructions produce underconstancy. Reduced cue con-
ditions or reorienting the stimulus so that it is flat are almost always associated
with underconstancy.

Another factor that appears to influence size judgments is age. Young chil-
dren usually display underconstancy with an increasing tendency toward overcon-
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stancy with age. Eleven of 13 studies employing 5- to 11-year-olds showed un-
derconstancy while the remaining two displaying constancy. For 12- to 16-year-
olds, one study found underconstancy, three constancy, and two overconstancy.
On the other hand, adults who took part in these developmental studies showed
overconstancy in six cases and constancy in the remaining four.

A small number of studies suggest the possibility the intelligent subjects
and trained artists are better able to assume a projective attitude. One study
seems to indicate that alcohol use leads to strong underconstancy.

For unfamiliar stimuli, all 20 studies reported here found that size and dis-
tance judgments appear to be inversely related in a way that is consistent with
the Size-Distance Invariance Hypothesis. For familiar stimuli, the picture is
somewhat murkier, with 12 studies showing results consistent with the Size-
Distance Invariance Hypothesis and 4 showing inconsistent results. Knowledge
can sometimes override perceived distance when making size judgments leading
to an uncoupling of size and distance estimates. This uncoupling of size and
distance estimates seems to occur most commonly under full-cue conditions
when subjects are give plenty of information on which to base distance judg-
ments while they are simultaneously inclined through instructions to rely on
memory or when experimental conditions give misleading relative size informa-
tion on which to base size judgments. Objective instructions are more likely to
incline the subject to make this mistake, while apparent and projective instruc-
tions do not.

Explaining Size-Constancy Data

There are a number of approaches one can take toward understanding this diverse
size-constancy data. One way to simplify the problem is to embrace some of the
data as reflecting perceptual experience while dismissing other data as represent-
ing the artificial product of experimental confounds. Brunswik, Thouless, and
Gilinsky believed that overconstancy could only result from mistakes in proce-
dure because size judgments represent a compromise between two perceptual
attitudes. Gogel seems to believe that perceived experience can be measured us-
ing a triangulation method, and that data inconsistent with this method reflect
cognitive factors rather than perceptual experience. In particular, apparent (or
perhaps projective) size instructions appear to be more valid than objective in-
structions.

On the other hand, it is also possible that apparent size instructions render the
more suspect data. Perhaps apparent size data could be just a statistical combina-
tion of some subjects interpreting apparent instructions to mean objective size
instructions while others think they mean projective size instructions—the com-
bination of data from these two interpretations yielding constancy on the aver-
age.
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Other researchers such as Carlson, Epstein, Baird, and McKee accept size-
constancy data at face value, attempting to find general perceptual principles or
develop models that explain variations in the data. Of these theorists, only
Baird (1970) attempted to develop precise mathematical models to predict size
judgments as a function of instructions and experimental conditions.

The Transformation Theory of Size Judgment

I believe that most of the size constancy data can be accounted for by the trans-
formation theory of size judgment that Jack Baird and I developed (Baird & Wag-
ner, 1987, 1991; Wagner & Baird, 1987; Wagner, Baird, & Fuld, 1989). The
purpose of the remainder of this chapter is to describe an updated form of this
theory, show how well it models the size-constancy literature, and discuss how it
largely unifies the size-constancy and direct perception literatures (discussed in
the previous chapter).

According to the transformation theory, physical size translates into perceived
size through a two-stage process. First, by the time stimulus information
reaches the retina it has undergone a fundamental transformation. The eye does
not represent the physical size of the object, but light bouncing off of the object
describes a solid visual angle on the retina (Gibson, 1979). Second, an inverse
transformation occurs when the mind translates this visual angle back into spa-
tial form. In Brunswik’s (1956) terminology, the first transformation converts
the distal stimulus into the proximal stimulus while the second transformation
converts the proximal stimulus into the percept. The first transformation is a
physical process in which there is no room for error. The second, inverse trans-
formation, however, is a psychological process. If the correct inverse transforma-
tion is applied to the proximal stimulus, the percept will be accurate, but if ele-
ments of the inverse transformation are incorrectly applied, the percept will be in
error.

The first transformation. The mathematical form of the first transformation is
rather straight-forward to determine, but more complex than many researchers
realize. For a frontally oriented object whose bottom or top edge is aligned with
the observer’s eye-level, physical size, s, is translated into the visual angle at the
retina, 6, according to the equation

tan O = ﬁ (6.6)

where d represents the physical distance from the observer’s eye to the stimulus.
As we noted earlier, this becomes the familiar form of the Size-Distance Invari-
ance Hypothesis by substituting perceived size, s’, and perceived distance, d’, for
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physical size and distance in this equation (Epstein, 1963; Epstein, Park, & Ca-
sey, 1961; Kiinnapas, 1968; Landauer & Epstein, 1969).

When a frontally oriented object is not aligned with the observer’s eye level,
the visual angle is determined by a more complicated formula. (See Baird and
Wagner (1991) for a derivation.)

0= COS'lf h? +d* +ds \ (6.7)

i+ i a + 5P

Here, & represents the height of the observer above the surface on which the ob-
ject lay.

Wagner, Baird, and Barbaresi (1981) showed that flat objects, which extend
in-depth away from the observer, transform into the visual angle at the retina
according to a different equation:

0= COS'I/ h? +d - hs \ (6.8)

\h? + d2Vd2 +(h-sP /.

One implication of these equations is that for an object of the constant physi-
cal size, the relationship between the visual angle and physical distance changes
depending on the orientation of the stimulus. Figure 6.9 shows the visual angle
of an object of a given physical size as a function of distance to the object and
stimulus orientation. While the visual angle decreases with distance for both
stimulus orientations, this decrease occurs more rapidly for a flat stimulus. An-
other implication of these formulas is that the height of the observer plays a
critical role in the perception of flat objects. In fact, as the height of the observer
approaches zero, the visual angle impinging on the retina also approaches zero
regardless of the distance to the object.

If an object’s orientation lies outside of these two extremes, the visual angle
is determined by an even more general formula derived in Baird and Wagner
(1989, 1991). The formulas for frontal and flat stimuli are simply special cases
of this more general formula:

2 } : 2
6:003-11 d“ + ds cos - hs sing +h \

\W/(d+ s cosq))2 +(h— s sinq))2 | h? +dzf'

(6.9)
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Figure 6.9. Visual angle as a function of distance for frontal and flat targets. From
Baird and Wagner 1991. Copyright 1991 by the American Psychological Associa-
tion. Reprinted with permission.

The elements of this formula are graphically depicted in Figure 6.10. In the
formula, 0 is the visual angle of the stimulus, s is the target object’s size, d is
the distance along the ground from the observer to the object, 4 is the height of
the observer above the ground, and ¢ is the orientation of the object relative to
the ground.

The inverse transformation. In order to achieve constancy and recover the
original size of the stimulus, the visual system must perform the appropriate
inverse transformation on the visual angle impinging on the retina. Physically,
the correct inverse transformation to determine size based on the visual angle,
distance to the object, height of the observer, and orientation of the stimulus is
(see Baird & Wagner, 1991 for a derivation):

o _ sin(0) Th? +d* (6.10)

sin(q) -0 + 6)

where 8 = tan”'(h/d).
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Figure 6.10. Schematic diagram of an observer of height 4 viewing a target of size s
at orientation ¢ located a distance d away from him/her. From Baird and Wagner 1991.
Copyright 1991 by the American Psychological Association. Reprinted with permis-
sion.

When attempting to determine perceived size, the visual system does not have
direct knowledge of physical distance, target orientation, or observer height, but
must rely on its perceptions of these quantities. In fact, McCready (1985, 1986)
and Baird, Wagner, and Fuld (1990) have suggested that even the visual angle in
this equation is best thought of as a perceived quantity. In fact, many para-
doxes associated with the moon illusion can be simply accounted for by assum-
ing that observers are really reporting on the perceived visual angle when talking
about the size of the moon. Similarly, although you would think that someone
would know their own height very well, prisms and new glasses can sometimes
temporarily alter our height perception resulting in size and distance estimation
errors.

While each of these quantities might actually be consciously misperceived, it
is also possible that although we correctly perceive each of these quantities con-
sciously, the visual system might mistakenly apply the wrong quantity when
transforming the visual angle in perceived size. For example, we may con-
sciously perceive that a stimulus is flat, but not sufficiently compensate for its
orientation when applying the inverse transformation to determine perceived size.



136 CHAPTER 6

Equation 6.10 can be rewritten to take into account these perceived or applied
quantities to yield

' = Sin(e') Vh‘z +d'2 (611)

- sin(q)'— 0' + 6)

where s’ is perceived size, d’ is perceived (or applied) distance to the object, &’ is
perceived or applied height of the observer, ¢’ is the perceived or applied orienta-
tion of the stimulus, and 0 is the perceived or applied visual angle of the
proximal stimulus. Misperceiving or misapplying any of these quantities could
lead to misperceptions of size.

To simplify matters, let us assume that observers correctly perceive the vis-
ual angle and are familiar with their own height. I believe that misperception of
the remaining two factors, distance to the target stimulus and target orientation,
can account for much of the size constancy data reported in the present chapter in
a way that is largely consistent with the direct estimation literature reported in
the previous chapter. In particular, I believe that instructions and cue conditions
can alter the way distance is used to determine perceived size. In addition, I be-
lieve that subjects may not fully take into account changes in stimulus orienta-
tion for flat stimuli, and that this can account for the consistent underconstancy
seen in size judgments for flat stimuli.

Fitting the Model to the Data

To apply this model to past size constancy data, I would like to introduce
three variations of the above model. In the distance model, 1 assume that per-
ceived distance is a power function of physical distance. This model has two
parameters, the exponent, y, and a scaling constant, K. In this model, Equation
6.11 is rewritten to read:

g sin®) Vh? +d" (6.12)
sin(q) -0 + 6)

where

0 = arctan (517)

In the orientation model, 1 assume that the visual system applies an inverse
transformation that would be appropriate for a different stimulus orientation. For
example, the visual system might try to apply an inverse transformation for a
frontal stimulus to a physically flat stimulus. This model also has two parame-
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ters, the applied orientation, ¢*, and a scaling constant, k. In this case, Equation
6.11 will now look like:

J= K sin(0) Vh2 + d? (6.13)
sin(q)* -0 + 6)

Finally, data can also be fit to a full model, in which both distance and orien-
tation can be misperceived. This model has three parameters, the exponent, vy,
applied orientation, ¢*, and a scaling constant, k. The inverse transformation for
this model looks like:

O= K sin(0) Vh2 +dv (6.14)

) sin(q)* -0 + 6)
where

0 = arctan (5‘7)

Equations 6.12, 6.13, and 6.14 can easily be fit to many of the classic data
sets reported earlier in this chapter. In some cases, when the standard varies as a
function of distance as in Holway and Boring (1941) these models were directly
fit to the data. For most of the data fit to the models, the standard has a constant
size and the comparison is adjusted to appear equal to the standard. In this case, I
calculated the ratio of the near comparison to the far standard, s’/s. Equations
6.12, 6.13, and 6.14 can then be applied to the data by dividing both sides of the
equations by the size of the standard.

I should note that the approach taken here differs from Baird and Wagner
(1991) in a number of ways. First, although Baird and Wagner introduced Equa-
tion 6.11, it didn’t apply it to any data. Instead, we introduced a number of sim-
plifying assumptions to make fitting the models easier. In addition, to make
plotting easier, logarithms were applied to the equations, which given the sim-
plifying assumptions used, converted the models into straight-line fits. In this
chapter, I directly fit the models to the data, as expressed in Equations 6.12,
6.13, 6.14, without simplification or processing. This allows me to display the
data in a more accessible and meaningful fashion and to more clearly show the
forms of the relationships predicted by the models. Second, the approach taken
by Baird and Wagner separated distance and orientation models. The approach
taken here allows me to fit a combined model that allows for misperception or
misapplication of both distance and orientation at the same time, what I have
called the “full model.” Comparing the full model to fits based on each factor
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independently can give a sense of the relative power of each factor under different
experimental conditions.

Table 6.1 shows the best-fitting parameter values and correlations between
model predictions and data when the three models were fit to the data from a
number of classic size constancy experiments. Most size constancy experiments
compare perceived size across a small number of experimental conditions.

The selected experiments had rich data sets that allowed for detailed modeling;
in particular, these experiments collected size judgments at multiple distances
from the subject. Note that orientation angles in the table are expressed in terms
of degrees. Full-model could not be fit to the Holway and Boring’s Reduction
Tunnel condition because data were only collected for three distances; so, the
number of degrees of freedom of the model would equal the number of data
points.

Model parameters for the exponent for distance can be compared to the trends
seen in distance and area estimation discussed in Chapter 5. (Because most size-
constancy studies involve adjusting the area of a two-dimensional comparison
until it equals a standard, area estimation exponents may be more relevant than
they might first seem. The visual system might attune itself more in line with
the task at hand—which is area estimation.) In addition, the relative importance
of applied distance and orientation can be evaluated for each experimental vari-
able.

Instructions. Gilinsky (1955), Epstein (1963), and Wagner et al. (1988)
looked at size constancy as a function of instructions. Best fits of the full model
are shown in Figures 6.2 (Gilinsky), 6.3 (Epstein), 6.6 and 6.7 (Wagner et al.).
In general, the full model fits the data very well, although there are a few excep-
tions. (Average comparison sizes in Gilinsky’s objective instruction data for the
78-inch standard were quite variable, as were those based on Epstein’s apparent
instruction data.) Overall, the distance model explains more of the variance than
the orientation model, although there are a few exceptions.

This is consistent with the idea that instructions may incline observers to
redefine distance. In Chapter 2 we discussed how distance can be defined in differ-
ent ways through the use of different metric functions. I believe that the different
instruction sets ask subjects to define the concepts of size and distance differ-
ently. Projective instructions, in particular, ask observers to deemphasize dis-
tance and treat all objects as if they were the same distance away. This should
incline observers to use a small exponent for distance in equations 6.12 and
6.14. Instructions that emphasize accurate size and distance, such as objective
and perspective instructions, should lead to higher exponents for distance in
keeping with the precision theory introduced in the previous chapter. In keeping
with these predictions, Table 6.1 shows the model produces higher exponents for
perspective and objective instructions, moderate exponents for apparent instruc-
tions, and low exponents for projective instructions.
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Table 6.1
Theoretical Fits of the Distance, Orientation, and Full Models to
Classic Size Constancy Data

Key Variable

Article Full Model Distance Model Orientation Model
Experimental
Condition K Y ¢ r K Y r K ¢ r
Instructions

Gilinsky (1955)
42-Inch Standard
Objective  0.103 0.974 3.261 0.949 0.748 1.059 0.819 0.067 2.796 0.943
Projective 11.86 0.617 71.60 0.973 9.514 0.642 0.972 0.008 178.7 0.835
54-Inch Standard
Objective  0.042 1.032 177.3 0.990 0.700 1.057 0.973 0.025 1.168 0.959
Projective 12.30 0.606 72.51 0.968 9.933 0.629 0.967 -.002 -.425 0.831
66-Inch Standard
Objective  0.329 1.020 159.1 0.987 0.858 1.027 0.979 0.055 177.2 0.934
Projective 11.57 0.623 73.50 0.965 9.547 0.644 0.964 0.003 0.442 0.815
78-Inch Standard
Objective  0.134 1.030 10.88 0.503 1.005 0.996 0.113 0.338 20.68 0.322
Projective 11.53 0.622 74.60 0.978 9.645 0.641 0978 -.008 1813 0.848
Epstein (1963)
8-Inch Standard
Perspective 0.146 1.031 1742 0977 0.791 1.104 0.949 0.130 176.0 0.965
Objective 0.013 1.269 4.550 0.987 0.451 1.147 0917 0.085 176.7 0.760
Apparent 0.201 0.770 178.1 0.746 1.169 0.972 0.309 0.880 66.64 0.047
Projective 0.887 0.601 173.8 0.991 4.157 0.688 0.987 -0.02 183.2 0.833
16-Inch Standard
Perspective 0.066 1.199 12.72 0.997 0.608 1.112 0.946 0.245 170.5 0.790
Objective  0.015 1.308 7.787 0.996 0.402 1.153 0.899 0.158 1734 0.714
Apparent  0.330 0.931 169.0 0.710 0.878 1.015 0.104 0.626 141.1 0.523
Projective 2.177 0.568 167.9 0.991 5.010 0.660 0.988 -0.04 186.3 0.884
Combined
Perspective 0.624 1.112 68.21 0.988 0.701 1.107 0.988 0.191 173.5 0.924
Objective  0.015 1.288 6.335 0.993 0.426 1.150 0913 0.123 175.0 0.739
Apparent  0.253 0.853 175.5 0.726 1.014 0.993 0.108 0.822 122.7 0.149
Projective  1.490 0.585 170.7 0.991 4.564 0.674 0.988 0.032 4.740 0.884
Wagner et al. (1988)
Objective(adj) 1.059 0.923 79.66 0.840 0.541 0.600 0.195 0.709 121.2 0.752
Projective(adj) 1.102 0.703 42.25 0.925 0.603 0.523 0.827 0.321 146.1 0.741
Objective(me) 0.739 0.895 118.5 0.954 0.545 0.554 0.926 0.368 143.0 0.908
Projective(me) 1.082 0.687 44.79 0.957 0.577 0.515 0913 0.265 1499 0.849
Orientation
Baird & Biersdorf (1967)

Frontal 0.473 1.105 1325 0.996 0276 1.036 0.893 1.051 69.29 0.833
Flat 1.290 0.902 62.62 0922 0.320 0.952 0912 0.764 113.2 0.871
Age
Zeigler & Leibowitz (1957)
Children 2.230 0.547 1426 0983 9.691 0.547 0.983 0.326 49.25 0.846
Adult 1.318 0.863 36.40 0.998 2.273 0.863 0.998 0.843 72.77 0.994

Cue Conditions

Epstein & Landauer (1969)
Reduced Cue 2.006 0.334 19.10 0.996 14.04 0.172 0.994 0.028 7.068 0.938

Holway & Boring (1941)
Full Cue 1.274 0901 38.71 0.995 2.082 0.900 0.994 0.929 63.60 0.991
Monocular 1.166 0918 4.503 0.993 1.677 0918 0.993 0.881 68.41 0.991
Artificial Pupil 1.174 0.822 39.93 0.956 1.868 0.822 0.956 0.533 103.8 0.944
Reduction Tunnel* 9.357 0.513 0.982 0.387 91.00 0.676
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Exponents for distance and area estimation reported in the meta-analysis of
the previous chapter give mixed support to these predictions and to the expo-
nents generated by the model. Exponents for distance judgments show little dif-
ference between objective instructions and apparent instructions for all perceptual
data, but they do show somewhat higher exponents for objective instructions
over apparent instructions for magnitude estimation data. Unfortunately, no past
research has looked at exponents for distance estimation for perspective and pro-
jective instructions. Exponents for area estimation are quite consistent with the
above predictions and with the model. Exponents for area estimates are much
higher with objective instructions than with projective instructions.

Orientation. Baird and Biersdorf (1967) explicitly examined the affects of tar-
get orientation. (See Figure 6.5.) In addition, fits to Wagner et al. (1988) who
examined size perception of flat targets can be compared to the Gilinsky (1955)
and Epstein (1963) who looked at frontally oriented targets. Once again, the full
model fits Baird and Biersdorf’s data quite well. Based on the model fits, expo-
nents for frontal targets appear to be slightly higher than for flat targets. Simi-
larly, exponents for fits of the model to Wagner et al.’s objective instruction data
are lower than exponents for fits to Gilinsky and Epstein’s objective instruction
data. As one might suspect, the most dramatic affect of target orientation was on
the orientation parameter. Best-fitting orientation parameters for flat targets devi-
ated greatly from the 0° physical orientation of the target. This suggests that
observers may not adequately adjust for the flat orientation of the stimulus when
applying the inverse transformation to flat targets. Further support for this pos-
sibility will be reported in the next chapter that looks at multidimensional re-
search studies which actually compares perception across these two dimensions.

Comparing these results to exponents found in the meta-analysis reported in
the previous chapter shows mixed results. Distance estimation exponents, once
again, show little effect for target orientation. However, the meta-analysis
showed that area estimation exponents for frontal targets are much larger on av-
erage than exponents for flat targets.

Age. Zeigler and Leibowitz (1957) compared size estimates of 7- to 9-year-old
children to those of young adults ranging from 18- to 24-years-old. (See Figure
6.8.) Model fits (which were very good) show much lower exponents for children
than for adults. Orientation parameters also deviated from the 90° physical target
orientation more for children than for adults. These parameter values are in accord
with both the distance and area exponents found in the meta-analysis, which
showed lower exponents for young people than for adults.

Cue conditions. Holway and Boring (1941) compared size constancy across
four conditions that presented increasing degrees of cue reduction. (See Figure
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6.1.) In addition, Epstein and Landauer (1969) examined size constancy under
highly reduce-cue conditions. (See Figure 6.4.) Epstein and Landauer’s data can
be compared to other studies such as Gilinsky (1955) and Epstein (1963) who
looked at size constancy under full-cue conditions. According to the model ap-
plied to Holway and Boring’s data, exponents are very similar between full-cue
and monocular condition, lower when observers viewed the target through an
artificial pupil and lower still when viewers looked through a reduction tunnel.
Exponents for fits to Epstein and Landauer’s experiment were very low. These
results make perfect sense, because reduction in depth cues should result in small
distance estimation exponents. Under totally reduced settings, distance estimation
exponents would fall to zero and all targets would seem to be the same distance
away.

Unfortunately, the meta-analysis presented in the previous chapter found little
difference between distance estimation exponents under full-cue and reduced-cue
conditions. As noted in the previous chapter, however, almost all of the studies
classified as “reduced-cue” in the meta-analysis simply limited subjects to mo-
nocular viewing. According to the fits of the model to the Holway and Boring
data, monocular viewing leads to little change in the distance estimation expo-
nent (or the exponent might even see a slight increase under these conditions).
Virtually no research has looked at distance estimation exponents under truly
reduced-cue settings such as in a darkened room.

The moon illusion as a special case. Wagner, Baird, and Fuld (1989) point
out that the moon illusion may actually represent a special case of size con-
stancy and that the apparent size of the moon may be well predicted by a variant
of the above model. The moon at the horizon is seen in the context of many
cues to depth. The exponent for the power function for distance should be rela-
tively high under these circumstances. By Equation 16.12 or 16.14 this should
lead to constancy and the distant moon should be see as large. On the other hand,
when the moon is seen high in the sky, there are few intervening cues to depth,
and the exponent for the power function for distance should be small. Under
these circumstances, strong underconstancy should be observed and a distant
moon will be perceived as very small.

Other evidence supports this model. If cues to depth are eliminated, such as
by having people look at the moon through a tube or over a wall, the horizon
moon no longer looks large (Kaufman & Rock, 1962). The tube or wall should
have the effect of reducing the exponent for distance estimation close to the value
used for the moon at higher elevations. Another bit of evidence that supports the
model is that if visual terrain is present, the greater the perceived distance to the
moon the larger the difference in perceived size between zenith and horizon
moons (Kaufman & Rock, 1962). This also make sense, because if constancy
obtains, as it would with distance exponents close to one, then the greater the
perceived distance to the moon, the larger the moon should appear given that it
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subtends the same visual angle at all perceived distances away. The zenith moon
will seem increasingly smaller relative to this expanding horizon moon.

The one phenomenon that cannot be accounted for by Wagner et al.’s (1989)
model is that as the elevation to the moon increases, people report that it seems
further away (McCready, 1986). Neither Wagner et al. nor the standard Rock and
Kaufman (1962) flattened-dome model can account for this paradox. Both require
that the zenith moon seem closer to the person. The only way I know of to ac-
count for this “size-distance paradox” is to reconceptualize what is meant by the
term perceived size when speaking of the moon. Baird, Wagner, and Fuld (1990)
and McCready (1986) point out that the size-distance paradox disappears and that
all major phenomena surround the moon illusion can be accounted for by assum-
ing that observers are really reporting on the perceived visual angle when they
speak of the size of the moon. In other words, subjects are assuming a projective
attitude under these circumstances. If the moon has a constant perceived size, a
shrinking perceived visual angle for the zenith moon will make it seem further
away than a horizon moon with a large perceived visual angle.

Summary of the Size-Constancy Literature

Researchers have studied size-constancy phenomena for over a century. Over this
time period, a number of factors have been found to influence perceived size.
Overconstancy typically occurs when objective or perspective instructions are
used under full-cue conditions with binocular viewing of frontally oriented ob-
jects. Constancy is usually found when apparent instructions are used. Undercon-
stancy is associated with the use of projective instructions (particularly with
intelligent or artistic subjects), reduced-cue conditions, flat target orientations,
child subjects, and possibly the use of alcohol. For unfamiliar stimuli, distance
judgments appear to be closely related to size judgments in accordance with the
Size-Distance Invariance Hypothesis. Familiar size information can sometimes
decouple this relationship.

A number of theorists have attempted to explain these relationships. Most of
these models are qualitative or only focus on a limited range of size constancy
phenomena. Some of the past models cannot account for the often-reported phe-
nomena of overconstancy. The primary virtues of the Transformation Theory
presented at the end of this chapter is that it is comprehensive, can make precise
quantitative predictions concerning size judgments, and links the size-constancy
literature to the literature employing direct estimation of distance and area re-
ported in Chapter 5.
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The Metrics of Visual Space:
Multidimensional Approaches to
Space Perception

The previous chapters should give a sense of how venerable and vast the space
perception literature is— venerable because its roots can be traced back to the
beginnings of scientific psychology and beyond and vast because of the sheer
bulk of intellectual effort and empirical research directed at the problem. Having
said this, I think it is also fitting to make a few critical comments about the defi-
ciencies of most of this work, particularly if one’s goal is to discover the ge-
ometry or geometries of visual space.

First and foremost, the great majority of empirical research on space percep-
tion is unidimensional. Some studies look at size and distance judgments in re-
sponse to frontally oriented targets, while others look at size and distance judg-
ments for flat targets oriented in-depth. However, few researchers have focused
on size and distance judgments for frontal and flat targets simultaneously within
a single study. Research on targets oriented between these two extremes is rare
indeed.

If one wishes to discover the geometry of visual space, the unidimensional
character of this research is disappointing. Our visual perceptions of the world
have at least three dimensions; thus, the geometry of visual space under a given
set of conditions must be defined over at least three dimensions as well. Any
less could not fully capture the richness of our experience.

For example, based on unidimensional work alone, one cannot determine
whether frontal targets are somehow perceived differently than flat targets, nor
how perception changes as target location changes from one point in space to
another. The idea that such variations might make a difference is not far fetched.
Frontal and in-depth judgments may depend on somewhat different mechanisms
and the visual system might use different cues at different locations in space. For
example, convergence and accommodation are most useful within two meters
from the observer; outside of that range, the visual system depends more heavily
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on monocular cues (Cutting & Vishton, 1995; Liebowitz, Shina, & Hennessy,
1972).

In addition, the geometry of a space concerns more that distance relations.
Area, volume, and angle are also important geometric properties. The perception
of angles, in particular, is especially fundamental when considering the geomet-
ric character of visual space, but studies that examine angle perception as a
function of stimulus conditions, angle location, and angle orientation are few
and far between. Studies on the perception of large-scale angles under natural
viewing conditions are virtually nonexistent.

The present chapter concerns those rare studies that take a multidimensional
approach to space perception. In particular, I will discuss in some detail two of
my own studies that I believe are particularly noteworthy in this regard. These
studies look at spatial judgments in two and three dimensions, and data from
these studies are rich enough to make it possible to model the structure of visual
space. Following this discussion, the remainder of the chapter will consider re-
search studies by other authors that take multi-dimensional approaches to space
perception of their own.

The Metric of Visual Space

Wagner (1982, 1985) looked at the effects of target location and orientation on
distance and angle judgments using four judgment methods. The experiment
took place outdoors in a large, flat, grassy field on a series of 16 sunny (but hot)
summer days. There were plenty of textural cues to depth, but few known-size
cues.

Locations in the field were delineated by a set of ten randomly placed stakes.
Observers used magnitude and category estimation to judge the distance be-
tween pairs of stakes in the field. Observers made similar judgments for the an-
gles formed by triplets of stakes in the field. Here, one stake served as the vertex
and the other two stakes defined the legs of the angle. Physically, distances
ranged from 7 m to 72 m and angles ranged from 1° to 179°.

In addition, observers were given a sheet of paper and a set of pins with let-
ters attached that corresponded to each stake in the field. Observers stuck pins in
the paper to create a map that described their perceptions of the stake layout. I
subsequently determined distance and angle judgments by reading them off of
the map.

Finally, in the perceptual matching phase, observers were given a set of 19
cards with the angles between 0° and 180° in 10° increments drawn on them.
The observer was asked to match angles formed by stakes in the field to the an-
gle drawn on a card most closely equal to it.

What I found. As noted in Chapter 5, length and area judgments generally fit
a power function very well. The first step of the analysis was to fit power func-
tions to each observer’s data for each metric property. As Stevens (1975) would
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predict, magnitude estimation exponents (averaging .99 for distance estimation
and .81 for angles) were always higher than category estimation exponents (av-
eraging .90 for distance and .47 for angles). Because mapping constrains judg-
ments to fit onto a Euclidean plane, exponents found with this method cannot
deviate from one by much (averaging .96 for distance estimation and .97 for
angles). Actually, the use of paper alone doesn’t force the space to be Euclidean,
but when you combine this with my decision to collect data by measuring dis-
tances and angles on the plane with rulers and protractors, it forces the judg-
ments derived to take on a Euclidean character.

Perceptual matching yielded similar exponents to magnitude estimation (av-
eraging .82). This is a little surprising because perceptual matching would ap-
pear to be more similar to category estimation that magnitude estimation be-
cause each angle is assigned to one of 19 categories. Perhaps the large number
of categories changed the character of the task to allow observer’s to make fine
distinctions similar to magnitude estimation. Note that, distance estimation ex-
ponents generally were consistent with those reported in Chapter 5. The expo-
nent for distance estimation was close to one both here and in the meta-analysis
reported earlier.

To perform more detailed analyses, I needed to describe the position of indi-
vidual stimuli. Chapter 4 describes a coordinate system for visual space that
attempted to describe distance judgments in a natural way consistent with previ-
ous empirical work. For distance judgments, stimulus location was defined in
terms of the distance from the observer to the nearest stake, R, the angular di-
rection to the nearer stake relative to the observer (the polar angle), 0, and the
orientation of the point with respect to the observer’s frontal plane, ¢, which
ranged from 0° (frontal —with the farther point to the observer’s right), to 90°
(in-depth), to 180° (frontal —with the farther point to the observer’s left). For
angle judgments, orientation (¢p) was defined by the ray that bisected each angle.
For orientations of 0°, the angle was pointing to the observers right, 90° meant
the angle was pointing away from the observer, 180° (or -180°) meant that the
angle was pointing to the observer’s left, and -90° meant that the angle directly
facing the observer. (See Figures 4.1 and 4.2 for a more detailed account of the
variables analyzed.)

To estimate the affects of each of these variables on distance and angle esti-
mates, judgments were divided by the corresponding physical distance or angle
and plotted as a function of R, 0, and ¢. This analysis shows if the relative sizes
of judgments at certain locations are larger than equivalent stimuli at other loca-
tions.

I analyzed the affects of each of these variables across each combination of
observer, judgment method, and metric property using both analysis methods.
The only variable that consistently influenced judgments was stimulus orienta-
tion (¢). For distance judgments, distances seen in-depth (one stake behind the
other from the observer’s point of view) appeared to be perceptually compressed
relative to frontally oriented stimuli (one stake beside the other). Although I will
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speak in terms of a compression of the in-depth dimension of visual space, an
equivalent formulation would be describing the effect as an expansion of visual
space in the frontal dimension.

Figure 7.1 shows two graphs depicting distance judgments divided by the
physical distance corresponding to each judgment as a function of stimulus ori-
entation for two observers. The top figure represents the strongest degree of
relative compression of the in-depth dimension while the bottom figure shows
the weak compression observed. The basic pattern seen is typical of all observ-
ers and judgment methods. On the average, the same physical distance is seen as
slightly more than twice as large in frontal orientations as it is in in-depth orien-
tations for all judgment methods.

The extent of this illusion is dramatic. Contrast the 100% change in per-
ceived size as a function of orientation to other commonly reported illusions.
For example, in the moon illusion, the horizon moon is typically reported to be
30% larger than the zenith moon (Baird, Wagner, & Fuld, 1990). In the Miiller-
Lyer illusion, lines flanked by inward pointing arrows are normally seen as 10%
to 30% larger than lines flanked by outward pointing arrows (Goldstein, 2002).
In addition, this stimulus orientation illusion occurs under the most natural and
generally experienced sort of conditions.

Angle judgments were also affected by stimulus orientation. Figure 7.2
shows a typical graph for a single subject of angle judgments divided by the
corresponding physical angle size as a function of stimulus orientation. This
graph (which reflects a pattern which occurred for all subjects and all judgment
methods) shows that angles are seen as relatively larger when they are facing
either directly toward or directly away from the observer (¢ = 90° or ¢ = -90°)
and relatively smaller when the angle was facing either to the observers left or
right (¢ = 180°, 0°, or —180°).

The angle data is also consistent with the idea that visual space is perceptu-
ally contracted in the in-depth dimension relative to the frontal dimension as
compared to physical space. The legs of an angle facing either toward or away
from the observer are perceptually “squeezed apart” in the in-depth dimension
causing the legs of the angle to expand perceptually. The legs of an angle facing
either to the left or right of the observer are squeezed together causing the angle
to be seen as smaller.

This perceptual compression of the in-depth dimension can be seen directly
in the mapping data. Figure 7.3 shows a typical map produced by observers. The
squares represent the physical location of the stakes in the field while the map
made by the observer is shown using diamonds. To make the two plots compa-
rable, the left-right (x) dimensions of the two plots have been scaled such that
the minimum and maximum x-coordinates of each plot are aligned with each
other. In physical terms, the stakes were actually widely scattered along the in-
depth dimension, but the maps observers produced showed much less variation
in this dimension. Once again, the in-depth dimension appears to be perceptually
compressed relative to the frontal dimension as compared to physical space.
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Figure 7.1. Two examples of the ratio of judgment to distance as a function of stimulus
orientation for distance estimation. The top panel shows one of the greatest degrees of
relative compression of in-depth judgments, while the bottom panel shows one of the
smallest degrees of compression. Each graph shows data from one observer and one
judgment method (magnitude estimation). Based on a figure from Wagner, 1985. Copy-
right 1985 by the Psychonomic Society, Inc. Reprinted by permission.
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Figure 7.2. A typical example of the ratio of judgment to physical angle as a function of
stimulus orientation for angle estimation. Here 0° indicates that the angle is facing toward
the observer’s right; 180° and —180° indicate it is facing toward the observer’s left; -90°
indicates it is facing toward the observer, and 90 indicates it is facing away from the ob-
server. While the data are from one observer using one judgment method (mapping), they
are typical of all observers and methods. Based on a figure from Wagner, 1985. Copy-
right 1985 by the Psychonomic Society, Inc. Reprinted by permission.

Modeling metric functions. In Chapter 3, we noted that past researchers have
proposed a variety of models for visual space including Euclidean, hyperbolic,
and spherical geometries. These researchers generally employed indirect meth-
ods to support their synthetic theories. The foregoing data allows for a more
direct approach to the problem. Candidate metric functions for distance (in-
cluding those based on the best know synthetic geometries) can be applied to the
data to determine how well each function fits the data.
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Figure 7.3. A typical example of a direct comparison of physical and estimated stake
location using the mapping technique. Squares represent the physical locations of the
stakes. Diamonds represent the judged location. The arrows display the correspondence
between points on the two maps. The data are from one observer, but are typical of all
observers. Based on a figure from Wagner, 1985. Copyright 1985 by the Psychonomic
Society, Inc. Reprinted by permission.

Four models will be discussed here. (I actually looked at 12 candidate func-
tions, but most of them didn’t fit very well.) The first two models concern Af-
fine transformations on Euclidean space. The third and forth models examine
spherical and hyperbolic metric functions.

The Affine contraction model. Visual space appears to be compressed in the
in-depth dimension relative to the frontal dimension compared to physical space.
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One simple model for this phenomenon is to think of visual space as represent-
ing an Affine transformation of physical layout. That is, if the observer is placed
at the origin of a Cartesian coordinate plane with the x-axis corresponding to the
observer’s frontal dimension and the y-axis corresponding to the observer’s in-
depth dimension, this model would propose that frontal dimension is accurately
perceived, that is x” = x (where x’ is perceived distance while x is physical dis-
tance along the frontal dimension), while the in-depth dimension is perceptually
compressed, that is y’ = cy (where y’ is the perceived distance along the in-
depth dimension, y is the corresponding physical distance, and c is a parameter
reflecting the degree of compression). After this Affine transformation, the ge-
ometry of visual space is still Euclidean, but distances and angles will be sys-
tematically distorted relative to physical space.

Because the geometry is still Euclidean, the perceived distance (J) between
two points P, and P, can be expressed by Equation 7.1

7=+ (X1 -X) +(y-y5)” -1

Here (x,’,y;’) and (x,’,y,’) correspond to the coordinates of P, and P, in visual
space. This equation can be re-expressed in physical terms by substituting the
above transformations into the equation

J =V (x1-X2)2+(cy 1 -cy2)?

7=V (x1%0)>42(y1y2)? (7.2)

where (x,,y,) and (X,,y,) are the physical coordinates of points P, and P,.

To make this model more general and to provide a stronger test if visual
space really is Euclidean, this model can be re-expressed as an Affinely trans-
formed Minkowski metric:

J= E/ |X1-X2|R+(C |Y1-Y2|)R. (7.3)

where R is the Minkowski parameter. When the Minkowski parameter is two,
the space is Euclidean.

Finally, as seen in Chapter 5, distance judgments are well-fit by a power
function. The power function scaling constant and exponent take into account
changes in scale between visual space and physical space, the affects of experi-
mental conditions, and the affects of judgment method. To take this into ac-
count, Equation 7.3 can be rewritten in an even more general form

R
7=k {Vx;xoR+{cly-y2)R )" (7.4)



MULTIDIMENSIONAL APPROACHES TO SPACE 151

Table 7.1 shows the best fitting parameters and correlation coefficients be-
tween the best fitting model and the data when applied to the distance judg-
ments. The first column of r values represent the model’s fit when a single func-
tion is applied to all observers combined, while the second column of r values
represent the model’s fit when parameters are estimated separately for each ob-
server.

Overall, the fits of the model are quite good. Statistical tests were preformed
to determine if each of the model parameters is statistically necessary. For ex-
ample, the exponent, n, differs significantly from 1.0 only for category estima-
tion. More interestingly, setting the Minkowski parameter to 2.0, the Euclidean
value, results in no statistically significant reduction in variance accounted for.
The coefficient of determination is identical to that reported in the table to three
decimal points. Thus, the data is perfectly consistent with a Euclidean model for
visual space.

The contraction parameter, c, however, is statistically and conceptually im-
portant. Setting the contraction parameter to 1.0 results in large and highly sig-
nificant reductions in variance accounted for. This parameter, which is relatively
consistent across judgment methods, indicates that physical distances oriented
in-depth are seen as about half as large as when the same physical distance is
frontally oriented. (The average compression parameter across the three methods
was .47.)

Table 7.1

Best-Fitting Parameter Values and Correlation Coefficients for Fits of the Affine
Contraction Model to Distance Judgments Employing Magnitude Estimation (ME),
Category Estimation (CE), and Mapping (MA). The First Column of r Values are
Based on a Single Fit of the Model to the Combined Data, while the Second Column
of r Values are Based on Separate Fits of the Model Parameters to Each Observer’s

Data

Parameter
Method k n R c r(single) r(individual)
ME 26.10 0.97 2.22 0.49 0.861 0.932
CE 3.32 0.91 1.67 0.53 0.899 0.981

MA 5.93 0.95 1.65 0.38 0.891 0.964
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The vector contraction model. While the Affine contraction model fits the
data quite well, one aspect of it seems unrealistic. Any eye, head, or body reori-
entation would change would change the way Cartesian coordinates are assigned
and thus should change perceived size. An example may make this clearer. Fig-
ure 7.4 shows two stake pairs that have the same orientation with respect to x-
axis. One stake pair is directly in front of the observer while the other is some-
what off to the right. For the first pair, one stake is behind the other with respect
to the observer; however, if the observer merely turns his or her head to look at
the second pair of stakes, they would appear to be somewhat frontally oriented.
The Affine contraction model would predict that both of these distances would
undergo the same degree of compression and be perceived as the same length.
What is more, the degree of compression should lessen with a mere turn of the
head. It seems likely that these two stimuli should be perceived differently be-
cause one is truly oriented in-depth relative to the observer and the other is not.

A

3V

ﬁ

Figure 7.4. Diagram displaying two pairs of stakes with different orientations with re-
spect to the observer but identical orientations with respect to the x-axis. The vectors v,
and v, are the components into which the distance defined by the pair of stakes on the
right are divided in the vector contraction model. Based on a figure from Wagner, 1985.
Copyright 1985 by the Psychonomic Society, Inc. Reprinted by permission.
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A second model refines the Affine contraction model to correct for this
problem. According to this model, the distance between two points may be
thought of as being a vector originating at the nearer point which has a frontally-
oriented component, V,, and an in-depth oriented component, V,. The length of
these component vectors will depend on the stimulus orientation (¢) of the ex-
tent with respect to the observer. That is,

V, =Dcos¢
V, = Dsin¢g (7.5)

Where D is the Euclidean distance between the two points. In the vector con-
traction model, the perceived size of the frontal component of visual space is
unchanged compared to physical space, V,” = V,, but the perceived in-depth
component of the space is compressed compared to physical space, V,” = cV,.
Where c is a parameter expressing the degree of compression. Perceived dis-
tance, J, is the norm (or length) of this two-component visual vector. Mathe-
matically, this can be expressed as:

1=V V2V,
T =V 24(cV,

1=V (D cos ¢ +{cD sin ¢’

7= DV (cos ¢)%+(c sin - (7.6)

Generalizing this equation to the form of a power function yields:

1=k {DV (cos o+ sin o] | (1.7)

Table 7.2 shows the best fitting parameters and correlation coefficients be-
tween the best fitting model and the data when applied to the distance judg-
ments. As before, the first column of r values represent the model’s fit when a
single function is applied to all observers combined, while the second column of
r values represent the model’s fit when parameters are estimated separately for
each observer.
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Table 7.2

Best-Fitting Parameter Values and Correlation Coefficients for Fits of the Vector
Contraction Model to Distance Judgments Employing Magnitude Estimation (ME),
Category Estimation (CE), and Mapping (MA). The First Column of r Values are
Based on a Single Fit of the Model to the Combined Data, while the Second Column
of r Values are Based on Separate Fits of the Model Parameters to Each Observer’s

Data
Parameter
Method k n c r(single) r(individual)
ME 27.60 0.93 0.46 0.868 0.938
CE 0.33 0.88 0.49 0.913 0.936
MA 6.08 0.93 0.40 0.896 0.967

This model accounts for a slightly higher percentage of the variance in the
data than the Affine contraction model. Setting either the exponent or the com-
pression parameter to 1.0 both lead to statistically significant declines in the
percentage of variance accounted for. However, the exponent is close to 1.0,
while the average compression parameter is .45. This indicates once again that a
frontally oriented extent seems more than twice as large as the same physical
extent oriented in-depth. This implies an impressive degree of compression in
the in-depth dimension of visual space.

The vector contraction model is similar in spirit to Yamazaki (1987) who
believed that visual space is a composite of a connected set of Affine-
transformed local regions whose degree and direction of compression can vary
with position in space.

The spherical geometry model. As discussed in Chapter 2, a common view
among many philosophers and phenomenologists is that visual space is best de-
scribed as a spherical geometry (Angell, 1974; Ben-Zeev, 1989, 1990; Daniel,
1974, French, 1987; Husserl, 1910; Reid, 1764/1813; Scheerer, 1986). Accord-
ing to this model, the distance between two points is the length of the arc of a
great circle passing through the two points. If the observer is at the center of the
circle, and all past spherical models make this assumption, the length of arc is
proportional to the visual angle between the two points.

Wagner (1982, 1985) derived a formula that allows one to determine the vis-
ual angle (¢) in terms of the distance to the nearest point of the visual extent (R),
the physical distance between the two points that define the extent (D), the
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height of the observer (h), and stimulus orientation with respect to the observer
(¢). The formula is

h? +R? + RD sin¢ ) (7.8)

€ = Arccos
IR2+n24/R2+D2+h242RD sin ¢

The complete spherical model then takes a power function form, namely
J=k(e)" (7.9)

Unfortunately, this model does not work as well as the previous two. Table
7.3 shows best fitting parameter values and correlation coefficients between the
best fitting model and the data for the spherical model. Note that the estimated
height of the observer is much too high. Setting h to a more reasonable value of
2.0 m results in large decrements in variance accounted for. Because of this fail-
ure and because the correlation coefficients are smaller, the spherical model can
be largely rejected. I only say largely rejected, because the height parameter can
be reinterpreted in a way that might make it more acceptable. When one looks
from a great distance at a very localized section of a very large sphere, that little
section appears almost flat and Euclidean. Mathematicians say that geometries
of constant curvature are locally Euclidean. What the height parameter may
really be saying is that the curvature of visual space is very close to zero, the
Euclidean value. In this sense, the “spherical model” generates a result that is
consistent with the Affine contraction model, namely that visual space under
these conditions behaves in a very Euclidean fashion.

Table 7.3

Best-Fitting Parameter Values and Correlation Coefficients for Fits of the Spherical
Geometry Model to Distance Judgments Employing Magnitude Estimation (ME),
Category Estimation (CE), and Mapping (MA).

Parameter
Method k n h r
ME 2203.5 1.00 108.5m 0.777
CE 17.4 0.91 92.5m 0.843

MA 276.2 0.92 53.0m 0.812
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The hyperbolic geometry model. As seen in Chapter 3, many psychologists
have suggested that visual space can best be described as a hyperbolic geometry
(Aczel, Boros, Heller, & Ng, 1999; Blank, 1953, 1957, 1958, 1959; Heller,
1997a, 1997b; Indow, 1967, 1974, 1990, 1995; Luneburg, 1947, 1948, 1950). In
the hyperbolic model, distance between points can be expressed in terms of
physical coordinates with a mapping function. Distance judgments can be pre-
dicted based on Indow’s (1974, 1990, 1995) hyperbolic geometry mapping
function, which when put in a power function form for modeling purposes is

= k{T arcsinhw (”Ij(ql))(“Kr(q”)(%)D”n. (7.10)

where g;= 2 exp(-R;) and T = 2/sqr(-K), J is the observer’s judgment, R; is the
distance from the observer to the points, D is the physical distance between the
points that define the visual extent, and K is the Riemannian curvature of the
space. If K > 0, the space is spherical, if K < 0 the space is hyperbolic and if K =
0 the space is Euclidean. In terms of computer modeling, Equation 7.10 really
only works in the hyperbolic case because values of K greater than or equal to
zero result in either imaginary square roots or division by zero.

For this reason, attempts at fitting the hyperbolic model to visual space
proved to be frustrating. The curvature parameter inevitably approached zero at
which point the curve fitting routine “crashed.” In general, the hyperbolic model
was not supported. Once again, the fact that the curvature parameter inevitably
approached zero can be seen as support for a Euclidean (or perhaps mildly
spherical) model of visual space.

Applying the Affine contraction model to the angle data. As seen in Figure
7.2, stimulus orientation systematically affected angle judgments as well as dis-
tance judgments. These judgments are also consistent with the idea that visual
space might be compressed in the in-depth dimension relative to physical space.
For distance judgments, this conception was formalized in the Affine contrac-
tion model. Fortunately, it is possible to apply this same model to the angle data.
For any Riemannian geometry (including an Affine transformed Euclidean one),
an angle is related to its component vectors by the following formula:

Cos(A’) = (v’ . w)/(Iv’IF w1l (7.11)

For the Affine contraction model, the power function form of the model is

A= k’ arccos

l

(v.w) ||
(v nw'n)J} ' 712
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where
(V.w)=viwi+c2vaws

VIl =+/ vi+(cv,)?

2

Hw Il =+ wi+(cw,)?

Here, k is a scaling factor, n is an exponent, v, and v, are the x- and y-
components of the vector v that forms one of the legs of the angle, w, and w, are
the x- and y-components of the vector w that forms the other leg of the angle,
and c is the contraction parameter of the Affine contraction model.

Table 7.4 shows the best-fitting parameter values and correlation coefficients
between the best fitting model and the data when applied to the four sets of an-
gle data. The exponent and contraction parameter are both significantly smaller
than 1.0, because setting either to parameter to 1.0 leads to large decrements in
variance accounted for. Note that the contraction parameters (which average .48)
are very consistent with those reported for distance estimates. In fact, fixing the
contraction parameter to the values reported earlier does not lead to a significant
decline in variance accounted for. In other words, the Affine contraction model
data from two different sets of judgments are internally consistent, and both sets
of data support a strong compression in the in-depth dimension of visual space
relative to physical space.

Table 7.4

Best-Fitting Parameter Values and Correlation Coefficients for Fits of the Affine
Contraction Model to Angle Judgments Employing Magnitude Estimation (ME),
Category Estimation (CE), Mapping (MA), and Perceptual Matching (PM).

Parameter
Method k n c r
ME 71.90 0.79 0.63 0.837
CE 3.31 0.46 0.52 0.838
MA 55.30 0.86 0.39 0.851

PM 5.60 0.72 0.39 0.864
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Applying the vector contraction model to the angle data. The same formula
from Riemannian geometry makes it possible to apply the vector contraction
model to the angle data. The power function form of this model is

(v.w) Pn (7.13)

A = arccos (Il 1) |

l

where

v.w' = | D(v)cosp(v) || D(w)cosd(w) [+ cDv)sing(v) || cD(w)sing(w)

vl =V [D)cosopv) P+ cD)sing(v)

lw 'l =V [D(w)eosop(w) 4] eD(w)sing(w)

Here, A’ is the perceived angle, k is a scaling factor, n is the exponent, c is the
contraction parameter, v’ and w’ are the two perceived vectors making up the
two legs of the vector, D(v) and D(w) are the physical lengths of the two legs of
the angle, ¢(v) and ¢(w) are the orientations of the two legs with respect to the
observer.

Table 7.5 shows the best-fitting parameter values and correlation coefficients
between the best fitting model and the data when applied to all four sets of angle
judgments. Note that the vector contraction model fits the data either as well or
better than the Affine contraction model. Once again, the model shows about
same degree of compression in the in-depth component of visual space as with
the distance data. (The contraction parameter averages .45.) Once again, the
vector contraction model presents an internally consistent view of visual space
that indicates a large degree of compression in the in-depth dimension of visual
space.

Table 7.5
Best-Fitting Parameter Values and Correlation Coefficients for Fits of the Vector

Contraction Model to Angle Judgments Employing Magnitude Estimation (ME),
Category Estimation (CE), Mapping (MA), and Perceptual Matching (PM).

Parameter
Method k n c r
ME 71.40 0.81 0.65 0.836
CE 3.30 0.45 0.47 0.848
MA 56.00 0.85 0.38 0.853

PM 5.90 0.67 0.30 0.891
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The Metrics of Visual Space in Three Dimensions

Like any study, the foregoing one had a number of limitations. In particular, the
stimuli were bound to the ground; whereas, normal vision is three-dimensional
in character. Objects have heights as well as widths and depths. In addition, the
work might imply that it has somehow specified the geometry of visual space.
Yet, one of the most enduring themes of this book is that there is no single ge-
ometry that describes visual space, but its geometric character actually varies as
a function of experimental conditions.

The second study I would like to talk about (Wagner & Feldman, 1989),
which has never been published outside of a conference proceedings paper until
now, is a follow up to Wagner (1982, 1985). This study extended the first one by
responding to the objections just raised. First of all, stimulus locations varied
across three dimensions instead of only two. Secondly, the judgments were car-
ried out under both well-lit, full-cue conditions and darkened, reduced-cue con-
ditions.

The experiment took place in a large gymnasium that was almost totally dark
when the lights were turned off. The stimuli were 10 four-watt light bulbs placed
on top of unpainted wooden dowels (2.7 cm in diameter). To minimize light
from reflecting off the dowels, walls, and floors, the lights were shielded by film
canisters on all sides except the one pointed toward the observer. Lights were
left off unless they formed part of the stimulus currently being judged on a given
trial. To allow the experimenter to point out specific lights to the observer, lights
could be made to temporarily blink. The position of each light was randomly
determined according to a uniform distribution within the testing space that was
15m wide by 30m deep by 5m tall. The observer sat on a chair at the edge of the
testing area and was allowed free head and body movement provided he or she
did not attempt to leave the chair. The floor was covered with a vinyl covering
with simulated wood grain texture that provided ample textual cues to depth
when the room light was on but no definable reference points. Two lights (1m
apart) were placed on top of 1.2m high dowels 2m off to the observer’s right to
serves as a reference standard. Figure 7.5 shows a diagram of the experimental
layout.

Six undergraduates participated in all three phases of the study during each
experimental session. Each observer participated in a total of four sessions, two
in the light and two in the dark. In the first phase of each session, subjects were
asked to make magnitude estimates of the distance between each possible pair of
stimuli where the distance between the two standard lights served as a reference
standard and was assigned a value of 10 units. In the second phase, observers
were asked to judge the size of angles formed by one light that served as the
vertex and two other lights that defined the legs of the angle. Observers were
given a set of cards on which angles varying from 0° to 180° in 10° increments
were drawn.
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Figure 7.5. Schematic diagram displaying the experimental layout for Wagner and Feld-
man’s experiment. The observer sat in the chair seen in the foreground and judged dis-
tance and angles formed by lights atop randomly place wooden dowels. Distance judg-
ments were made relative to a standard defined by lights atop two wooden dowels placed
to the observer’s right.

The observer’s task was to find the angle on the cards that most closely
matched the angle formed by the specified lights. In the third phase of the ses-
sion, observers were asked to magnitude estimates of the distance from them-
selves to each of the lights using the same reference standard as in the first
phase.

Data analysis. Overall, observers were better at making their judgments in
the light than in the dark. The median power function exponent for the egocen-
tric distance judgments was .99 in the light but only .70 in the dark. The former
exponent is identical to the average egocentric distance exponent for all data
combined of .99 reported in Chapter 5. It is only slightly smaller that the average
exponent of 1.06 for egocentric judgments using magnitude estimation reported
in that chapter. The median exponent for angle judgments was .87 in the light
but only .61 in the dark. Observers were very poor at making exocentric distance
judgments regardless of the stimulus condition; the median exponent in the light
was .67, while in the dark it was .61. This is much lower than the average expo-
nent of .95 for exocentric distance judgments based on all data combined or of
1.01 for exocentric distance judgments using magnitude estimation reported in
Chapter 5. Of course, the typical exocentric distance estimation task involves
stimuli directly attached to the ground or table. In the current experiment, stim-
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uli were often widely separated from the ground, making localization more dif-
ficult.

More detailed analyses require looking at variations in judgment ability cor-
responding to the position of the stimulus in space. Given that the stimuli are
now three dimensional, there are a few more dimensions of the stimulus to look
at to see if they influence the judgments people give. We can look at judgments
of distance as a function of the direction the nearest point lay from the observer
(both in-depth vs. frontal and horizontal vs. vertical), the distance the nearest
point lay from the observer, and the orientation of the points with respect to the
observer’s line of sight toward the nearest point (both to the left and right of this
line of sight and above and below it). A similar coordinatization was made with
respect to the vertex of the angle where the orientation of the angle was defined
by the direction of its bisector. In other words, a generalization of the “natural
coordinates” described in Chapter 4 was used to break down the data.
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Figure 7.6. The ratio of distance judgments to physical distance as a function of stimulus
orientation (in degrees) relative to the observer’s line of sight under full-cue conditions.
Data are from a single observer, but are typical of other observers.
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Figure 7.7. The ratio of distance judgments to physical distance as a function of stimulus
orientation (in degrees) relative to the observer’s line of sight under reduced-cue condi-
tions. Data are from a single observer, but are typical of other observers.

Once again, the only variable that influenced judgments was the orientation
of the stimuli. In particular, the in-depth vs. frontal orientation produced a very
consistent pattern of results for both distance and angle judgments. (The hori-
zontal-vertical orientation of the stimulus produced no consistent pattern of re-
sults.) What is more, the pattern depended on the cue conditions— whether it
was light or dark in the room.

Figure 7.6 shows a typical example of the pattern seen for all subjects for
egocentric distance judgments under full-cue conditions. The figure shows the
ratio of judged distance to physical distance for each judgment as a function of
the orientation of the stimulus with respect to the observer’s line of sight. Note
that observers tend to estimate the size of the stimulus to be relatively larger at
frontal orientations of 0 and 180° than at the in-depth orientation of 90°. The
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average relative size of in-depth oriented distance judgments is 53% of the aver-
age relative size of frontally oriented distance judgments. As in Wagner (1985),
there appears to be a strong compression in the in-depth dimension of visual
space. Once again, the same physical stimulus appears to be about half as large
when oriented in-depth as when oriented frontally.

This compression of the in-depth dimension of visual space is even more
pronounced for exocentric distances judgments made under reduced-cue, dark-
ened conditions. Figure 7.7 shows a typical example of the pattern seen for all
subjects. In the dark, in-depth oriented stimuli are only seen as 43% as large as
frontally oriented stimuli on the average.

LIGHT

JUDGMENT / ANGLE
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ORIENTATION OF ANGLE (IN DEGREES)

Figure 7.8. The ratio of angle judgments to physical angle as a function of stimulus ori-
entation (in degrees) relative to the observer’s line of sight under full-cue conditions.
Data are from a single observer, but are typical of other observers.
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Angle judgments also produce a pattern similar to that seen in Wagner
(1985). Figure 7.8 shows a typical example of the pattern seen for all subjects
under full-cue conditions. The figure shows the ratio of angle judgments to the
physical size of the angle as a function of stimulus orientation of the angle with
respect to the observer’s line of sight. Note that the observers tend to estimate
the size of the angle to be relatively larger when the angle is facing either di-
rectly toward (-90° or 270°) or directly away from (90°) the observer than when
angles face either to the right or left (0° or 180°) respectively. On the average,
angles facing toward the right or left are seen as 50% as large as those facing
directly toward or away from the observer when seen in the light. Once again,
this is consistent with the idea that visual space is compressed in the in-depth
dimension. Angles facing directly toward or away from the observer are ex-
panded by this compression, while those facing to the left or right are perceptu-
ally squeezed by the same compression.
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Figure 7.9. The ratio of angle judgments to physical angle as a function of stimulus ori-
entation (in degrees) relative to the observer’s line of sight under reduced-cue conditions.
Data are from a single observer, but are typical of other observers.



MULTIDIMENSIONAL APPROACHES TO SPACE 165

Reduced-cue, darkened conditions magnify this effect. Figure 7.9 shows a
typical example of the pattern seen for all observers. In the dark, angles facing
toward the side (right or left) are seen as only 35% as large as those facing either
directly toward or directly away from the observer. Thus, both the distance and
angle judgments indicated that reduced-cue conditions increase the compression
of visual space in the in-depth dimension as compared to physical space.

Modeling the metric of visual space in three dimensions. Three models were
applied to the data: the hyperbolic geometry model, the Affine contraction
model, and the vector contraction model. As before, the hyperbolic model pro-
duced very poor fits to the data. Once again, the curvature constant, K, always
approached the Euclidean value of zero at which point the curve fitting routine
“crashed.”

To take into account the three-dimensional character of the stimuli, the Af-
fine contraction model was generalized to include a third dimension (z). For
modeling purposes, this general model was put in the form of a Minkowski met-
ric as

R
J = Vxi-xgRacyly1-yaR+calzr-zoR (7.14)

To take into account the fact that magnitude estimates take the form of a power
function, the final form of the Affine contraction model used in curve fitting was

R
J = k{ﬂ/le —X2|R+Clly1 —y2|R+c2|zl —Zle }n. (7.15)

where k is a scaling constant, n is the exponent, ¢, in the degree of compression
in the in-depth dimension, and c, is the degree of compression—expansion in the
horizontal dimension.

Once again, the model fit the data quite well. Table 7.6 shows best fitting
parameter values for the model along with the average standard error of the es-
timate for the overall fit of the Affine contraction model to the data. For distance
judgments collected under full-cue conditions, the in-depth compression pa-
rameter, ¢,, had a value of about .52; which is very close to the contraction pa-
rameter value of .49 found in the previously discussed study with magnitude
estimation. Setting the Minkowski parameter to the Euclidean value of 2.0 did
not lead to significant decline in the variance accounted for. According to the
horizontal—vertical illusion, a vertically oriented stimulus should seem slightly
larger than a horizontally oriented stimulus of the same physical size (cf. Masin
& Vidotto, 1983; von Collani, 1985). However, in the present study, the hori-
zontal compression parameter, ¢,, proved to be quite variable across subjects,
and setting the parameter to 1.0 did not significantly reduce the variance ac-
counted for. In general, compression in-depth appears to have a much stronger
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and reliable affect on perceived size than does horizontal vs. vertical orientation
in the frontal plane.

In the dark, the Affine contraction model showed an even stronger affect of
in-depth vs. frontal orientation on distance judgments. Table 7.6 also shows the
best fitting parameter values for the Affine contraction model on distance judg-
ments under reduced-cue conditions. Once again, setting either the Minkowski
parameter to the Euclidean value of 2.0 or the horizontal-vertical parameter
value to 1.0 did not significantly change the fit of the model. The in-depth con-
traction parameter, c;, of .35 showed a much stronger degree of compression
than in the light.

As in Wagner (1985), the Affine contraction model can also be applied to the
angle estimation data. As before, the power function formulation of the Affine
contraction model is

A= k’ arccos

l

(v.w) ||
(v nw'n)“ ' (710

where

(V.w')=viwi+civows+cvaws

v'll = W/V%+(Cl \%) )2+(02V3 )2

w'll =/\/W%+(01W2)2+(C2W3)2

Table 7.6

Best-Fitting Parameter Values and Overall Standard Error of the Estimate for Fits
of the Affine Contraction Model to Distance and Angle Judgments under Reduced
and Full-Cue Conditions.

Parameter
Method k n R C c, SE
Distance
Light 15.40 0.805 1.684 0.520 0.948 0.527
Dark 14.04 0.893 1.848 0.349 1.512 0.569
Angle
Light 0.846 1.062 0.617 0.987 0.455

Dark 5.393 0.829 0.322 1.249 0.510
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Table 7.6 shows the best fitting parameters when applying this equation to
the angle judgments under full-cue conditions. The in-depth contraction pa-
rameter value of .62 is somewhat consistent with the .52 value found with dis-
tance estimation.

Also as with distance estimation, reduced-cue conditions magnified this
compression in-depth. Table 7.6 shows the best fitting parameters for the Affine
contraction model for angle judgments made in the dark. Here, the in-depth
contraction parameter value of .32 is very similar to the .35 value for distance
estimates. Once again, the in-depth dimension is even more squeezed when
judgments are made in the dark.

This makes sense because reduced-cue conditions should eliminate cues to
depth, making objects in different depth planes seem closer to each other. Our
attempt at eliminating cues to depth in the present experiment was not perfect
because some light bounced off walls to give a shadowy impression of some
beams in the room. In all likelihood, if depth cues were completely eliminated
under more controlled conditions, all objects might appear to be at the same
distance away, as in Gogel’s (1965) specific distance tendency. Under these
conditions, the contraction parameter of the Affine models would likely ap-
proach zero. In effect, complete reduction of cues might make visual stimuli
appear to be projected on the surface of a sphere. Hence a more complete model
of visual space might describe the geometry of the space as systematically
varying with stimulus conditions along a dimension with Euclidean and spheri-
cal poles. Under the best of conditions, visual space is clearly Euclidean with
relatively modest compression in-depth. As depth cues are eliminated, compres-
sion in-depth increases. In the limiting case, the compression is complete and
visual space would be most akin to a two-dimensional spherical geometry,
where the physical world is mapped on to a sphere with a radius corresponding
to the default specified by an individual’s specific distance tendency.

The vector contraction model in three dimensions. The vector contraction
model can also be generalized from two to three dimensions and applied to the
present data set. Figure 7.10 shows how a visual extent can be broken down into
vector components in three dimensions. The distance is broken down into a
frontal horizontally oriented component, V,, an in-depth oriented component,
V,, and a vertically oriented component. In the three dimensional vector con-
traction model, the physical in-depth and horizontal components can each be
compressed (or expanded) by constant amounts to yield visual in-depth and ver-
tical components, V,’ and V;’, while the visual horizontal component V,’ is un-
changed. Perceived distance (J) is the norm (or length) of this three-component
visual vector. This may be written as

T=VVi+V3+V3
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Z-Axis

Figure 7.10. Diagram displaying how a distance can be broken into three vector compo-
nents. The vectors v,, v,, and v, are the x-, y-, and z-components into which the distance
is divided in the vector contraction model.

T=AVV2 + (Vo) + (V3P

where
V; = D"cos o1

V, = D'sin ¢

V3 =Dsin ¢,
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and

D" = /(x1-x2 ) (y1-y2)*

Therefore,

7=V (D cos 1 P+{eiD"sin o1 P+{coD sin o) - (7.17)

Here, D is the length of the stimulus, D" is the projection of the stimulus onto
the onto the x-y (median) plane, ¢, is the orientation angle with respect to the
frontal plane, and ¢, is the orientation angle with respect to the median plane.
(Note that ¢, is defined slightly differently than in the data breakdown reported
earlier in order to assure that the three visual vectors represent a complete or-
thogonal breakdown of the stimulus.) This equation can be generalized to the
form of a power function

J= k{ v (D"cos ¢+ D¥sin ¢y P+{coD sin g | (7.18)

Table 7.7 shows the best fitting parameter values and average standard errors
of the estimate when this model is fit to the distance data under full-cue condi-
tions. Once again, the in-depth contraction parameter of .61 is significantly less
than 1.0 and is somewhat higher than the contraction parameter of .46 found
when the vector contraction model was applied to the magnitude estimation
distance data in Wagner (1985). However, a value of .61 still represents a con-
siderable degree of compression in the in-depth dimension of visual space.

Table 7.7

Best-Fitting Parameter Values and Overall Standard Error of the Estimate for Fits
of the Vector Contraction Model to Distance and Angle Judgments under Reduced
and Full-Cue Conditions.

Parameter
Method k n C c, SE
Distance
Light 19.05 0.770 0.606 0.854 0.547
Dark 18.94 0.737 0.379 1.215 0.549
Angle
Light 0.962 1.024 0.581 1.013 0.508

Dark 1.219 0.975 0.338 1.445 0.493
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The second contraction parameter, c,, for the vertical dimension of visual
space varied quite a bit from observer to observer; however, in this case, setting
the parameter to 1.0 did result in a significant decline in variance accounted for.
Another unusual aspect of this data is that the vector contraction model ac-
counted for slightly less of the variation in the data than did the Affine contrac-
tion model. Typically the vector contraction model accounts for slightly more of
the variance.

Table 7.7 also shows the best fitting parameter values and average standard
errors of the estimate when the vector contraction model is applied to the dis-
tance data collected under reduced-cue conditions. In this case, the vector con-
traction model fits the data slightly better than the Affine contraction model.
Note the in-depth compression parameter, c,, shows a stronger and highly sig-
nificant degree of compression of .38. Once again, visual space shows more
compression under reduced-cue conditions than under full-cue conditions. The
vertical compression parameter, c,, did not significantly differ from 1.0.

As before, the vector contraction model can also be applied to the angle data.
Table 7.7 shows the best fitting parameter values when the vector contraction
model is applied to angle judgments under full-cue conditions. The in-depth
compression parameter of .58 significantly differs from 1.0 and is very close to
the .61value found under the same conditions for distance judgments. This value
is also in the same range as those found with the vector contraction model for
angle judgments in Wagner (1985). The model appears to account for slightly
less of the variation in the data than the Affine contraction model.

Under reduced cue conditions, the degree of compression in the in-depth
dimension is even more extreme. The average in-depth contraction parameter,
c;, was .34. This value is very close to the .38 value found with distance judg-
ments. The vertical contraction parameter, although large, does not significantly
differ from 1.0. Once again, the vector contraction model accounts for slightly
more of the variance for reduced-cue judgments than did the Affine contraction
model.

Other Evidence for Compression of the In-Depth Dimension

Other recent studies have confirmed the conclusion that visual space is com-
pressed in the in-depth dimension relative to physical space. For example, Toye
(1986) performed a study similar in many ways to those reported above. (Also
see Haber (1985) for a preliminary report of this research.) Toye randomly
placed 13 metal stakes in a 21m diameter round area of a flat grassy field. Eight
observers were asked to judge the distance (in feet) between each pair of stakes.
Observers were also asked to draw a map of stake positions. All eight observers
participated in two experimental sessions. Half of the observers made their
judgments from the same position both sessions, while the other half shifted
positions. The latter subjects moved 90° along the edge of the circle; so that, any
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pairs of stakes that were oriented in-depth relative to the subject in the first po-
sition were now frontally oriented and visa versa.

Toye performed non-metric multidimensional scaling (assuming a Euclidean
metric) on the pairwise distance judgments to generate a Euclidean map reflect-
ing the observer’s perception of the scene. He then statistically compared the
discrepancy between the coordinates of the points according to the MDS solu-
tion and the maps observers produced on one hand with the physical coordinates
of the points on the other.

Toye’s main result was that the distance between pairs of points oriented in-
depth relative to the observer were closer together on both perceptual maps than
were frontally oriented pairs of points when compared to the physical layout of
the points. In other words, the in-depth dimension of visual space was contracted
relative to the frontal dimension just as Wagner (1982, 1985) found. When ob-
servers shifted positions by 90° around the edge of the field, this compression
traveled with them. Frontally oriented distances in the original orientation grew
smaller on their perceptual maps as they were now oriented in-depth relative to
the observer from the new position. Similarly, originally in-depth oriented ex-
tents expanded in size on their perceptual maps when the observer moved to the
new position from which they viewed the points frontally.

Toye found the average ratio of in-depth to frontal judgments when observ-
ers shifted positions was .85 (c = .85). That is, the same distances when oriented
in-depth were judged to be 85% as large as when those distances are oriented
frontally. Although Toye’s data does show significant compression in the in-
depth dimension of visual space, this ratio is considerably larger than that found
in either of my studies reported earlier in this chapter. One possible explanation
for this discrepancy lies in the instructions used. Both of my studies clearly used
apparent size instructions, while Toye used objective size instructions. Objective
size instructions may incline the observer to compensate somewhat to bring
judgments more in line with physical reality.

Using a procedure similar to Wagner (1985) and Toye (1986), Haber, Haber,
Levin, and Hollyfield (1993) asked 17 sighted and 7 blind observers to judge the
distance between objects in an information rich, indoor office environment using
objective instructions. They found that both sighted and blind observers pro-
duced judgments that were linearly related to physical distance with a true zero
point. Haber et al. also found a significant tendency for frontally oriented dis-
tances to be perceived as longer than equivalent distances oriented in-depth.
Although it is difficult to translate their findings into percentage of compression
in the in-depth dimension, it appears that the degree of compression is smaller
under the information-rich, indoor, objective-instruction conditions used in this
experiment.

In a literature review, Todd, Tittle, and Norman (1995) reported evidence
from multiple sources revealing a consistent pattern of results that indicates that
perception of distances in-depth is different from perception of vertical or hori-
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zontal distances. Once again, they conclude that visual space is best described as
an affine transformed space.

Based on the work of Foley (1972) and Wagner (1985), Suppes (1995)
agreed that visual space appears to follow an affine transformation. Following a
careful, axiomatic, foundational analysis, Suppes also proved that the compres-
sion or expansion of visual space must be aligned with the depth-axis.

Like my own study reported earlier in this chapter, Higashiyama (1996)
compared distance perception across all three dimensions of visual space. He
had observers adjust the longitudinal distance from themselves to a building to
appear equal to standard vertical or horizontal distances on a wall. Consistent
with the idea that visual space is compressed in the in-depth dimension, observ-
ers adjusted the longitudinal distance to be physically larger than either hori-
zontal or vertical standards. Thus, in-depth oriented distances needed to be much
larger than horizontal or vertical distances in order to seem to be the same size.

Is the compression constant? Loomis, Da Silva, Fujita, and Fukusima (1992)
had observer’s adjust the length of an in-depth oriented comparison until it ap-
peared to equal a 1.0 m, 1.5 m, or 2.0 m frontally oriented standard using objec-
tive instructions. The standards were placed between 4m and 12 m from the ob-
server. In all cases, observers adjusted the in-depth comparison to be much
larger than the frontal standard. For the nearest standards, the comparison was
made 37% larger than a physical match on the average; while for the most dis-
tant standards, the comparison was made 77% too large on the average. Once
again, these data are consistent with a compression of in-depth oriented dis-
tances relative to frontally oriented ones because observers needed to magnify
in-depth distances in order to make them appear equal to a frontal distance. Put-
ting these results in the same terms as those that reported earlier, the compres-
sion parameter ranged from .56 to .73; that is, in-depth oriented stimuli were
judged to be 56% to 73% as large as they would be if they were oriented fron-
tally.

Loomis et al. replicated this experiment as part of another study. In the repli-
cation, the in-depth comparison was made 37% larger on the average than a
physical match to the frontal standard, while the comparison was made 67% too
large for the most distant standard. In other words, compression parameters
ranged from .60 to .73.

While all three of the previous studies by Wagner or Toye assumed a con-
stant degree of compression in the in-depth dimension of visual space, Loomis
et al. (1992) indicates that this compression may not be constant. Instead near
in-depth stimuli appear to be less visually compressed than ones further away.
However, their data also showed that this change in compression was rapid for
nearer stimuli, and the compression appeared to reach an asymptote for the more
distant stimuli. Because all of the stimuli for both Wagner and Toye were rela-
tively distant, this may explain why the degree of compression seemed almost
constant in these studies. Perhaps visual space is less compressed in-depth for
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near stimuli because binocular and oculomotor cues to depth are still effective
for near stimuli and become increasingly less useful as stimuli recede from the
observer.

Loomis, Philbeck, and Zahorik (2002) performed two experiments which
looked at the relationship of perceived depth to perceived frontal extent using
both monocular and binocular judgments. In the first experiment observers ad-
justed a depth interval until it was perceptually equal to a frontal interval. (Once
again, I will express their data in terms of compression of the in-depth dimen-
sion their results showed.) For near stimuli (20 to 50 cm from the observer) they
found in-depth stimuli to be perceived to be 91% (c = .91) as big as the same
frontal stimulus, showing a compression in the in-depth dimension. However,
under binocular conditions, in-depth stimuli were seen as between 2 and 5%
larger than frontal stimuli, indicating an expansion in the in-depth dimension (c
= 1.02 to 1.05). At greater distances from the observer, the in-depth dimension
was always compressed. In depth stimuli were seen as 93% (c = .93) as large as
frontal stimuli two meters from the observer and 83% (c = .83) as large four
meters from the target. Under monocular conditions, the compression parame-
ters ranged from .86 for targets two meters away to .78 for targets four meters
away. In the second experiment they presented various depth and frontal interval
combinations and had observers judge the ratio of depth to frontal extent. Under
monocular conditions, in-depth stimuli were seen as 80% (c = .80) as large as
frontal stimuli when the target was one meter from the observer, and 65% (c =
.65) as large for stimuli 1.5 or 2 m away. Under binocular conditions, the com-
pression was smaller, ranging from .87 for stimuli 1 m away to .80 for stimuli
1.5 or 2 m from the observer.

Levin and Haber (1993) reanalyzed Toye’s (1986) data and performed two
new experiments requiring observers to estimate the distance between stakes in
a field using objective instructions. Once again, they found that frontally ori-
ented distances were overestimated relative to in-depth distances. Levin and
Haber believed that they could explain this phenomenon. They note that the vis-
ual angles of frontally oriented stimuli are larger than the visual angles for in-
depth oriented stimuli the same distance from the observer. Their experiments
showed that size estimates were generally larger for stimuli subtending larger
visual angles when physical distance was held constant. This correlation be-
tween perceived size and visual angle held true regardless of the reason for
changes in the visual angle (orientation, distance from the observer, or changes
in physical distance between stakes). If distance estimates are a linear combina-
tion of physical size and visual angle, frontally oriented stimuli should be per-
ceived as larger. This theory might also provide an alternative account for why
Loomis et al. (1992) found less compression for nearer stimuli, because in-depth
oriented stimuli will have increasingly larger visual angles as they draw nearer
to the observer. In fact, in-depth stimuli will be increasingly seen from above as
they grow closer to the observer. In effect, both “frontal” and “in-depth” stimuli
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are seen frontally when they are at your feet, and in this limiting case, both
would have the same visual angle.

Tittle, Todd, Perotti, and Norman (1995) describe the types of Klein trans-
formations that could exist when physical space is mapped onto visual space. (In
Chapter 2, we discussed Klein’s Euclidean, similarity, conformal, affine, and
topological transformations.) Tittle et al used random-dot CRT displays to con-
vey stereoscopic and motion-based depth information to observers. In one ex-
periment observers, who sat from 75 cm to 175 cm from the screen, were asked
to adjust display parameters until they saw a half-cylinder. Overall, the results
indicated that the in-depth dimension of visual space was expanded when the
display was closer than 1 m from the observer, while the in-depth dimension
was compressed for more distant displays.

In a second experiment, observers were shown an angle facing toward them
that they were asked to adjust to equal 90°. When observers sat closer than 1m
from the screen, the observers tended to adjust the angle to be slightly larger
than 90°, a result which would be consistent with an expansion of the in-depth
dimension which would make angles facing the observer stretch to appear
smaller. However, when observers sat more than 1 m from the screen, observers
adjusted the angle to be smaller than 90°, indicating that angles are perceptually
expanded—which is consistent with visual space being compressed at distances
greater than 1 m from the observer.

In two other experiments, they tested whether visual space was affine. The
authors reasoned if visual space is affine, a plane should look flat instead of
curved. They allowed observers to adjust two intersecting planes to see if they
would align them at an 180° angle. They found that adjustments were very near
to 180° when observers relied on motion cues alone or when observers were
more than 1m from the display. At nearer distances, observers who had binocu-
lar disparity information adjusted the planes to intersect at a bit more than 178°,
indicating a modest departure from the predictions of an affine transformation
model for very near stimuli.

Of course, one question mark that always applied to random-dot stereogram
studies is that such stimulus presentations may not provide all of the rich stimu-
lus information normally available to our visual system. In this case, however,
the data appear to be consistent with those found under more natural conditions.

Sipes (1997) confirmed that visual space is compressed in the in-depth di-
mension. Similar to Loomis et al. (1992), Sipes found that the degree of com-
pression varied with viewing distance to the targets with more compression
found as viewing distance increased. Sipes believed that the compression is less-
ened at near distances because stereoscopic cues to distance are most effective
near to the observer. To prove this point, Sipes used a system of mirrors to ef-
fectively increase interocular distance and to boost stereoscopic cues to depth.
As hypothesized, this hyperstereopsis greatly reduced perceived compression in
the in-depth dimension of visual space.
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Loomis and Philbeck (1999) provide further evidence of the influence of
stereopsis on depth compression. They had subjects monocularly and binocu-
larly view L-shaped configurations in which one part of the L was a rod oriented
in depth while the other was a rod oriented frontally. Subjects judged the ratio of
the depth and width for two different configurations that differed in scale.
Loomis and Philbeck found that the ratio of in-depth to frontal size was constant
under monocular viewing conditions, but not constant under binocular condi-
tions.

Cuijpers, Kappers, and Koenderink (2000) took a different tack to investigate
the compression of visual space. They placed pointers and targets at various
positions in front of observers and asked them to adjust the pointer so that it
seemed to point at the target. Target positions ranged from 1 m to 5 m from the
observer. Errors in pointer position that are nearer to the frontal plane than the
true direction would indicate visual space is perceptually squeezed in the in-
depth dimension, while errors that deviate more from the frontal plane would
indicate an expansion of the in-depth dimension. Like Tittle, Todd, Perotti, and
Norman (1995), they found an expansion of the in-depth dimension of visual
space for targets very near the observer, but a compression for targets further
from the observer. The degree of compression or expansion was symmetrical
about the median plane. Binocular viewing produced very different and more
consistent (but not necessarily more accurate) results than monocular viewing.
Sikl and Simecek (2004) confirmed that visual space is compressed in depth for
all but very near stimuli. Sikl and Simecek showed observers one-meter standard
intervals defined by rods pounded into a dirt field that varied in orientation and
were placed either 2, 5, or 10 meters from the observer. Observers were asked to
locate a third rod such that the new rod would be collinear with the first two rods
and the distance between the new rod and the one of the standard rods would
match the standard. Observers adjusted in-depth oriented intervals to be larger
than frontal intervals for comparisons except those nearest the observer (the
center of this interval would be about 1 m from the observer) where the opposite
occurred.

The most interesting aspect of this data concerned the precision or variability
of judgments. The author found a trade off between the accuracy and reliability
of the angular alignment of the rods and the accuracy and reliability of size es-
timates. The authors found that angular alignment of the rods was most accurate
and least variable for in-depth oriented configurations while size estimates were
least accurate and more variable for these configurations. Frontal configurations
showed the opposite pattern, with the least accurate and most variable angular
alignments but the most accurate and least variable size estimates.
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Perspectives on the Vertical Dimension:
Taking Space Perception to New Heights

Gaze elevation. Anyone who has hiked up a mountain knows that 100m
above you looks further away than 100m along a flat plane. Similarly, it cer-
tainly looks further down from the top of a high-dive board than it does when
looking at the same distance when standing on the side of the pool. One possible
explanation of these observations is that emotion, in particular, fear, can influ-
ence distance perception. Another possibility is that distances may generally be
perceived differently when looking up or down as opposed to straight ahead.

While no one that I know of has looked at the affects of emotion on distance
perception, a number of researchers have looked at the affects of gaze elevation
under less threatening circumstances. Typically, such studies can either have
observers “look at” edges or extents which are horizontal or vertical with respect
to gravity by standing off to the side, “look down” at those same distances by
peering over an edge, or “look up” at edges or extents by standing or lying at the
bottom of a bridge, hill, or wall. As a general rule distances that are vertical with
respect to gravity are seen as longer than physically identical horizontal dis-
tances.

For example, Morinaga (1935) found that a horizontal comparison needed to
be made 4 to 14% too large to appear to match a vertical standard. Similarly,
Makishita (1947) found that when looking up, a horizontal comparison needed
to be made larger than a vertical standard in order to make them appear equal in
size. Osaka (1947) also showed that subjects who were looking up needed to
make a horizontal comparison 12% to 21% too large to match a vertical stan-
dard. For physically equal sized stimuli, Ohno (1951, 1972) showed that vertical
distance appears longer than when horizontal for standing observers, but found
the opposite trend if the observer was lying on the ground. Okabe, Aoki, and
Hamamoto (1986) found observers overestimated the length of both uphill and
downbhill trails compared to trails along a flat surface.

Baird and Wagner (1982) asked observers to estimate the distance to the
night sky. We generally found that observers estimated the distance to be greater
when looking up to the zenith than when asked to estimate the distance to the
sky above the horizon. However, individual observers varied considerably from
one another, including some observers who reported the opposite pattern. Of
course, such data may say more about the perceived shape of the night sky (or
lack of definite shape) than they do about the affects of gaze elevation on dis-
tance perception.

In one of the most complete studies on the topic, Higashiyama and Ueyama
(1988) had observers adjust a horizontal comparison to match five vertical stan-
dards in four conditions. Observers either looked down the side of the vertical
surface over an edge, looked at the vertical surface from the side, looked up at
the vertical surface while standing or looked up at the vertical surface while ly-
ing on the ground. They found that in all cases the horizontal comparison needed
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to be made too large to match the vertical extent. Looking up or looking down
produced similar 16% to 26% over adjustments. The fact that there was little
difference between lying down and standing up indicated that head orientation
per se is not responsible for this effect. Looking at the vertical extent resulted in
an even bigger over adjustment of the horizontal comparison of 67%.

Yang, Dixon, and Proffitt (1999) present evidence that the horizon-
tal-vertical illusion is larger for real objects than it is for objects represented in
pictures and line drawings. Vertical sizes were seen as larger than equivalent
horizontal sizes and this effect was twice as large for natural stimuli than picto-
rial stimuli.

Living in a Distorted World

Much of the preceding work indicates that visual space is very different from
physical space under quite ordinary conditions. Given that our perceptual world
is so distorted, how can we survive? It would seem that such massive distortions
would make interacting with the physical world difficult. Any answer to this
question can only be speculation. Nevertheless, there may be a number of good
reasons why humans are reasonably competent at interacting with their misper-
ceived environment.

First of all, it may be true that people tend to either engage in frontally ori-
ented activity or in—depth oriented activity, but seldom activity that requires
accuracy in both dimensions at once. Within either dimension, judgment may be
very good. It is only between dimensions that distortion arises. Activities that
demand both frontal and in-depth responses might themselves be broken down
into independent frontal and in-depth motor responses.

Second, for many activities, the most critical issue may be to decide what the
geodesic (or shortest path) connecting points in the environment is. The absolute
length of the geodesic may be irrelevant. For the Affine contraction model, at
least, moving from one place to another should be error free. The geodesic of an
Affine transformed visual space is identical to the geodesic for physical space.

Third, humans do make errors when embarking on a new activity. Novice
fencers seldom lunge far enough. New pilots often think the ground is too close.
(Some accidents are caused by cutting the engines too soon.) When placing
stakes in the field during data collection for Wagner (1985), I often seemed to
undershoot when I estimated the in-depth component of stake placement (prior
to actual physical measurement). Since completing my own research on this
issue, I have sometimes noted that parking spaces that seem too small (when
oriented in-depth) are often more than large enough. (A bit of knowledge that
has come in handy on more than one occasion.) With repeated experience or
practice, people are able to compensate to overcome these sorts of errors.

Fourth, when interacting with an environment repeatedly, we may see the
environment from many different perspectives. Over time, something akin to
non-metric multidimensional scaling may occur. Distortions and contradictions
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arising from multiple perspectives may be resolved to yield a single coherent
cognitive map or model for the environment that might be identical to physical
space. It is entirely possible that once we are completely familiar with an envi-
ronment we interact with it more in keeping with our model of it than in keeping
with our direct perceptions. Indeed, Vishton and Cutting (1995) conclude that
wayfinding is probably a combination of continuously noting the displacements
of objects in comparison to a rough mental map of environmental layout. Yates
(1985) proposes an extreme version of this concept; saying that our awareness is
never direct, but that we are always interacting with a model of the world.

Fifth, with experience we may come to associate definite distances and an-
gles with commonly encountered objects. Walls meet at right angles. People are
a bit less than two meters tall. Known size cues like these may aid us in inter-
acting with the environment. In fact, the distorted nature of our perceptual expe-
rience may be why known size cues are so powerful. In judging sizes and angles
we may come to trust our knowledge over our direct experience.

Stevens (1995) proposed that perception of layout may be represented inde-
pendently of shape perception and that these two sorts of representations may be
derived from different perceptual cues. In particular, Stevens believes that shape
perception is largely learned through associating particular stimulus patterns
with known extrinsic shapes without needing to perceive all of the spatial infor-
mation necessary to construct a complete spatial representation of a scene. If
true, observers would be able to recognize objects and interact with them with-
out accurately perceiving the spatial layout of a scene as a whole. The Loomis
and Philbeck study (1999), which we talked about earlier, empirically confirmed
that shape can be determined independently of perceived size.

In fact, a number of recent studies have suggested a sixth alternative: Perhaps
we have two visual systems: One that creates the model of the world that we
consciously experience, and one that allows us to interact with the world. We
may have one visual system for seeing (of which we are conscious), and a sec-
ond visual system that guides action. (Cf., Grossberg, 1991, for a complete ex-
position of this sort of theory.) While the visual system that informs conscious
experience may be quite inaccurate (as has been demonstrated countless times
throughout this book), the visual system that guides action can be quite accurate.

For example, Solomon and Turvey (1988) conducted nine experiments to
examine the accuracy of egocentric length perception based exclusively on hap-
tic cues. In their experiments observers were given rods of varying lengths that
they could move but could not see. Observers sat on the left side of a screen
while their right arm held the rod on the unseen right side of the screen. They
were asked to touch the unseen side of a screen with the rod and then adjusted a
comparison (which they could see but not directly touch) until it seemed to be
the same distance away from them as the point of the rod touching the screen. In
all nine experiments, these haptic estimates of perceived length were quite accu-
rate. Perceived length was an almost prefect linear function of physical length
with coefficients of determination ranging from .94 to 1.00.
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On the other hand, Eby and Loomis (1987) asked observers to throw a ball at
targets located one of five distances away. The observers were visually shown
each target and then blinders were place in front of their eyes before they actu-
ally threw the ball. Unlike Solomon and Turvey, the relationship between hapti-
cally produced distance estimates and physical distance was not linear. Eby and
Loomis found that subjects were most accurate for short distances and that they
increasingly undershot the target as distance to the target increased. The rela-
tionship between thrown distance and physical distance was fit to a power func-
tion with exponents averaging .79 for both overhand and underhand throwing
conditions. However, coefficients of determination were very poor, averaging
.36 for underhand throwing and .64 for overhand throwing. Excluding the data
for one clumsy observer raised these coefficients of determination to .81 and
.87, respectively.

Loomis, Da Silva, Fujita, and Fukusima (1992) directly compared visual and
motoric perceptions of space. As reported earlier, they asked observers to adjust
an in-depth comparison until it appeared to equal a frontally oriented standard
using objective size instructions. For this visually directed task, in-depth stimuli
appeared 56% to 73% smaller than they would have if oriented frontally. The
researchers also asked observers to judge distance motorically by showing the
observers a target (ranging from 4m to 12m from the observer) and then asking
the observer to walk to the target. The results showed that observers walked
distance matched physical distance to a high degree of accuracy. Loomis et al.
(1992) point out that at least four previous experiments have reported the same
degree of walking accuracy for targets ranging from 2 m to 22 m from the ob-
server (Elliott, 1986, 1987; Rieser, Ashmead, Talor, & Youngquist, 1990;
Steenhuis & Goodale, 1988).

Of course, walking to a target is not equivalent to adjusting an in-depth ori-
ented comparison to match a frontal standard because both the initial view of the
target and the walking task are in-depth oriented tasks. To make the walking
task more equivalent to the visual one, Loomis et al. (1992) showed observers
two targets, in some cases aligned frontally with respect to the observer and in
some cases aligned in-depth relative to the observer. Observers were then asked
to walk with their eyes closed to one of the targets and then walk to the second
target without opening their eyes. In this case, neither distance to the first target,
nor orientation of the two targets with respect to the observer affected the length
walked between targets. In other words, while in-depth oriented stimuli were
perceptually compressed relative to the same frontal stimuli when judged visu-
ally, in-depth and frontal stimuli were experienced as being the same when
judged motorically. A subsequent pointing task confirmed the accuracy of mo-
toric judgments. Loomis et al. (1992) conclude that we may have two ways of
representing space — one that informs conscious experience and one that guides
action.

A number of researchers have shown that many behavioral tasks, from
avoiding collisions with incoming objects to running to intercept a flying pro-
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jectile can be accomplished without relying on any knowledge of distance in-
formation whatsoever (Lee, 1976; Regan et al., 1994; Todd, 1981; Todd, Tittle,
& Norman, 1995). For example, McBeath, Shaffer, and Kaiser (1995) believe
that baseball players can catch fly balls by following a “linear optical trajectory”
that does not require the observer to take into account acceleration, velocity, and
the moment to moment position of the flying ball. The authors feel that an out-
fielder only needs to depend on a projection of their visual world or what per-
ceptual psychologists refer to as the visual field to guide motion. According to
their theory, outfielders are running the proper path when the ball follows a
straight-line in the visual field that converges on their direction of motion. (See
Dannemiller, Babler, and Babler, 1996; Jacobs, Lawrence, Hong, and Giordano,
1996; and McBeath, Shaffer, and Kaiser, 1996, for a debate on this issue.) Most
recently, Shaffer, Krauchunas, Eddy, and McBeath (2004) have shown (using
cameras attached to their heads) that dogs use a similar strategy when catching
Frisbees.

Indeed, Oudejans, Michaels, Bakker, and Dolne (1996) have shown that sta-
tionary observers are very poor at predicting the catchableness of a ball. Yet,
moving subjects can go to the right place. The authors conclude that ball players
rely on kinematic information rather than relying on their perceived visual ge-
ometry.

Pagano and Bingham (1998) present further evidence for the independence
of visual and motoric representations of distance. The authors had subjects ver-
bally judge the visually perceived distance to objects both before and after
reaching for the targets. They found that verbal and reaching errors were uncor-
related and that verbal judgments did not improve after allowing subjects to
reach for the targets. Similarly, Goodale and Milner (1992) also found no corre-
lation between perceptual judgments and visually guided action.

Clinical evidence also supports the possibility of parallel spatial systems.
Carey, Dijkerman, and Miller (1998) presented the case of a female with visual-
form agnosia whose ability to reach for blocks was very similar to control sub-
jects while her ability to verbally estimate distance to objects was very poor.
This study bolsters the idea the separate pathways might exist in the brain for
different forms of spatial information.

Schwartz (1999) asked blindfolded participants to walk until stopped and
then asked them to return to their starting point. Even though subjects were pre-
vented from counting steps and gate was varied, subjects performed the task
remarkably well.

Philbeck (2000) presented two experiments in which observers matched a
depth interval to be perceptually equal to a frontal interval (located 3 m to 5 m
from the observer). Subjects adjusted the depth interval to be 25% larger than
the true physical size of the frontal interval, once again demonstrating compres-
sion in the in-depth dimension of visual space. However, when subjects were
asked to walk this interval even after very brief visual exposures (150 ms), sub-
jects could accurately walk the distance.
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On the other hand, Seizova-Calic (1998) and Armstrong and Marks (1999)
have shown that haptic space, like visual space, shows some anisotropy; that is,
the in-depth dimension is perceived differently than the frontal dimension. In
both studies, the same distance was perceived to be longer when oriented in-
depth as opposed to frontally. This would indicated that haptic space is ex-
panded in the in-depth dimension just as some researchers have shown the in-
depth dimension of visual space is expanded for stimuli within arm’s reach.

Does Visual Space Exist?

Perception in context: Another challenge. Much of the preceding work im-
plicitly assumes that visual space exists in the abstract and that our perceptions
neatly fit into that abstract structure. Admittedly, the structure of visual space is
likely to be very complex with perceived distance depending on stimulus orien-
tation, distance from the observer, cue conditions, the meaning given to distance
through instructions, and other factors; however, once one knows the metric
formulas that apply to perception, it should be possible to predict a subject’s
judgments for any stimulus. The shape of the stimulus or the presence of other
stimuli should not fundamentally alter the judgments that subjects produce.

Unfortunately, this simple picture is unlikely to be wholly true. Recent stud-
ies have shown that the perception of the position of an object in space can be
shaped by the presence of other stimuli. For example, Thorndyke (1981) found
that empty intervals typically appear shorter than intervals containing interven-
ing elements; a phenomenon Thordyke labeled the filled-space illusion. Schou-
mans, Koenderink, and Kappers (2000) found that observers perceived the ori-
entation of a target differently if the target was seen in front of two intersecting
planes than if the target was seen without this context. While Schoumans et al.
(2000) used computer-generated stimuli, Schoumans, Kapers, and Koenderink
(2002) replicated these results using physical stimuli instead. Kappers and Pas
(2001) observed a phenomenon consistent with these results under natural con-
ditions by having observers judge the perceived orientation of parallel ceiling
lights in a large room.

Similarly, Cuijpers, Kappers, and Koenderink (2001) presented reference
targets at various orientations and locations relative to the observer. Observers
were asked to rotate a comparison target until it appeared parallel to the refer-
ence target. Contrary to the Luneberg’s predictions (or that of any geometry of
constant curvature), the comparison’s orientation systematically deviated from
the reference orientation and that the degree of deviation varied as a function of
relative location of the stimuli in space. (Consistent with previous work showing
compression in visual space in the in-depth dimension.) More interestingly, they
also found that the degree of deviation was influenced by how the stimuli were
oriented compared to the walls of the room in which the experiment was con-
ducted. Thus, the angular judgments not only varied with position in space, but
also were influenced by the presence of reference stimuli.
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Cuijpers, Kappers, and Koenderink (2002) looked at the special case of
collinearity, where the comparison was rotated to form a straight line with the
reference target. Once again, the authors found deviations from correct align-
ment up to 22°, although the overall degree of deviation from physically appro-
priate was smaller than it was in the previous studies. The authors argue that this
once again shows an inconsistency in visual space, collinearity should simply be
a special case of parallelism in a Riemannian geometry. They argue that the ge-
ometry of visual space may differ as a function of experimental task. Obviously,
I agree with this point, because I too think the geometry of visual space varies as
a function of method and stimulus conditions.

Norman, Lappin, and Norman (2000) presented another challenge to the
simple view of visual space. They found that lengths oriented along the curved
dimension of a cylinder were generally perceived to be longer than physically
equivalent lengths along a flat surface. The factors that influenced errors in per-
ceptions of curved lengths seemed to vary from individual to individual, with
some people being influenced by distance to the cylinder while others were in-
fluenced by the target’s orientation. They conclude that the types of distortions
seen with curved surfaces are of a different character than the compression in
the in-depth dimension reported previously.

Does visual space exist at all? If the shape of a stimulus can alter our spatial
perceptions in fundamental ways or if perceptions of stimuli change along with
the presence of contextual objects, then this adds complicating factors to mod-
eling spatial perception that must be accounted for by future models. Kappers
and Koenderink argue that these phenomena indicate that visual space cannot be
thought of in metric terms because distance relations change based on the pres-
ence of reference stimuli such as right angle corners.

Indeed, one early reader of this work felt that I should join Kappers and
Koenderink and end my book at this point. He felt that this book as a whole
nearly constituted a proof that visual space does not exist and that visual per-
ception cannot be described in geometric terms. He felt this conclusion would
help break perceptual psychology out of a conceptual spiral of seeking answers
that can never be found. Presumably, this would then free the rest of perception
to focus on questions like form perception and cues to depth that are more easily
addressed without resorting to arcane mathematics.

This position has some justification. In Chapter 3, we showed that visual
space does not satisfy the axioms of any of the geometries of constant curvature,
whether it be hyperbolic, spherical, or Euclidean. In Chapter 4, we noted that
visual space didn’t even satisfy the axioms of very general geometries like met-
ric, Banach, or Riemannian spaces. Obviously, the studies reported in the pre-
sent section of this chapter help bolster this claim. In Chapter 5, we found that
estimates of size, distance, area, volume, and angle are influenced by other con-
textual variables, like age, judgment method, stimulus range, and whether the
experiment was conducted indoors or outdoors. The later contextual factor
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might reflect the presence of a reference framework formed by the walls of a
room similar to Kappers and Koenderink. In Chapter 6, we noted that size
judgments change along with still more contextual variables such as instruc-
tions, cue conditions, the presence of known-size cues, and stimulus orientation.
The present chapter has once again shown that judgments depend on stimulus
orientation, cue conditions, and gaze elevation. The present chapter (along with
some elements of Chapters 4 and 9) also shows that our experience of space
changes from one modality to another. In particular, space revealed to us
through touch is experienced differently than our visual perceptions of that
space. Chapters 5 and 8 also point out that our memory of metric properties such
as size, distance, area, and angle are different from our direct perceptions of
them. In fact, memories that develop across time as in “inference conditions”
vary even further from direct perception. If visual space is conceived of as a
simple, unitary framework into which perceptual objects neatly fit and distance,
area, angular, and volume relations are immutable constants uninfluenced by
contextual variables, then this book clearly does represent a definitive proof that
no such space exists.

The question of whether visual space exists or not is actually a semantic one.
What does one mean by a geometry of visual space? If one believes that visual
geometry must conform to the axioms of one of the better-known synthetic
geometries in order to qualify as a geometry, then visual space doesn’t really
exist. However, if one defines a geometry as I do, then visual space certainly
does exist. I believe as long as it is possible to assign coordinates to locations in
visual space and as long as it is possible to systematically predict metric judg-
ments as functions of these coordinates, then these coordinates and metric func-
tions define the geometry of the space. The fact that these equations might
change along with contextual variables such as reference stimuli does rule out a
Kantian view that visual space is a single conceptual framework that the human
mind employs to make sense of the world. The truth is more complicated than
this. Visual geometry is a shifting, changing thing that is not defined by a single
geometry; rather it is best thought of a as a family of geometries. The specific
geometry experienced at a given moment will vary along with changes in mental
set and stimulus conditions.

Throughout this book, we have seen that the geometry of visual space, and
metric relationships in particular, changes along with instructions and experi-
mental conditions. The impact of reference stimuli on perception (as in Kappers
and Koenderink) is just another factor that must be accounted for in developing
metric equations that predict judgments. This situation in some ways reminds
me of the General Theory of Relativity in which the presence of massive objects
warps the fabric of space in the region surrounding such objects. Perhaps the
presence of objects or structural patterns in stimuli can alter spatial perception in
local regions in a similar way. In addition, the reference stimulus that appears to
most influence directional perception in Kappers and Koenderink’s works are
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right angle corners. This may simply be another example of “known shape” cues
influencing perception.

Of course, the idea that size and angle perception might change depending on
the local context in which a target appears greatly complicates the structure of
visual spaces. If true, it might be difficult to create a coherent model of visual
space as a whole. Visual space might consist of a set of local regions loosely
patched together to make a rough quilt at higher levels of scale. This viewpoint
is particularly descriptive of cognitive maps as will be seen in the next chapter.

Understanding Higher Dimensional Research

Summary of the multidimensional literature. Earlier in this chapter, we found
that three-dimensional visual space can be thought of as an Affine transforma-
tion of physical space. A slightly better form of this model expressed visual
space in terms of vectors. According to Equation 7.18, distance judgments can
be predicted by the equation

J= k: W/ (D*cos 01 )2+(C]D*sin ¢|)2+(c2D sin ¢2)2 ;n. (7.19)

where J is the observer’s distance judgment, D is the physical length of the
stimulus, D" is the projection of the stimulus onto the onto the x-y (median)
plane, ¢, is the orientation angle of the stimulus with respect to the frontal plane,
¢, is the orientation angle with respect to the median plane, & is a scaling con-
stant, and n is the power function exponent. In this equation, c; is a compression
parameter representing the relative size of in-depth stimuli compared to frontal
ones, while ¢, is a second parameter representing the relative size of vertical
objects compared to horizontal ones.

The main conclusion that can be reached from the data reported in this
chapter is that the in-depth dimension of visual space is perceived differently
from the frontal dimension. In particular, the in-depth dimension of visual space
appears to be strongly compressed relative to the frontal dimension for stimuli
more than one or two meters from the observer. In terms of Equation 7.19, this
means that ¢, tends to have values smaller than one. In fact, for distant stimuli,
the value of the compression parameter approaches .5. Beyond about 7 m from
the observer, this compression appears to be almost constant, while the degree of
compression lessens greatly for stimuli close to the observer. For very near
stimuli, there are even reports that the in-depth dimension sometimes expands
relative to the frontal dimension. It appears that the degree of expan-
sion/compression changes very rapidly in the area of space within arms reach of
the observer. Therefore, the “compression” parameter, c;, should not be thought
of as a constant but as a function of distance from the observer.

The compression of the in-depth dimension of visual space is more extreme
under reduced-cue conditions than under full-cue conditions. Under reduced cue
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conditions, ¢; appears to approximately equal .35. Visual space appears to ex-
hibit greater in-depth compression than haptic space. That is, ¢, appears to be
much closer to 1.0 for spatial experience based on touch and motor behavior
than it is for visual experience. In addition, preliminary evidence suggest that the
compression of the in-depth dimension is less extreme for experiments employ-
ing objective instructions than it is for apparent or projective instructions. The
compression parameter, c;, appears to be closer to .8 for objective instructions.
Thus, the compression parameter should be thought of as a function of not only
distance, but of modality and experimental conditions.

Although my research with Evan Feldman on three-dimensional space per-
ception reported earlier in the chapter did not show any consistent pattern in the
vertical-horizontal parameter, c,; research reported later in this chapter implied
that gaze elevation and vertical stimulus orientation does affect perceived size.
Based on the research reported earlier, vertical stimuli appear to be seen as being
about 15% larger than horizontal stimuli of the same physical size on the aver-
age. That is, we would expect ¢, to have a value of about 1.15.

None of these conclusions could be reached based on the unidimensional
work reported in Chapters 5 and 6. In addition, much of the literature reported in
the present chapter is very recent. However, I feel compelled to mention that
many of these findings were anticipated by the classic work of Thouless
(1931a). Thouless examined the subjective size of stimuli oriented in-depth by
presenting circles and squares lying along the ground with respect to the ob-
server and asking subjects to select among a set of ellipses and rectangles the
comparison which best matched the standard. He found that the in-depth dimen-
sion was perceptually smaller than the frontal dimension for each stimulus. This
foreshortening increased with increasing distance from the observer. For circles
54.5 cm from the observer the in-depth dimension was perceived to be 77% of
the size of the frontal dimension, at 109 cm it was 59% of the frontal size, and at
163.5 cm it was 49% of the frontal size. These results are consistent with a
strong compression of in-depth orient stimuli. In fact, the compression parame-
ters for the distant stimuli in Thouless’s work are very similar to those reported
earlier in the chapter.

Modeling the multidimensional literature. In any case, how can one account
for the variable degree of compression seen in visual space? I believe that the
model presented in the previous chapter goes some way to explain this phe-
nomenon. It is possible that the observer does not completely take into account
the orientation of the stimulus when transforming the visual angle of a stimulus
into perceived size. In general, if the same inverse transformation were used to
convert a frontally oriented visual angle and a in-depth oriented visual angle into
perceived size, the in-depth stimulus would be perceived as much smaller than
the frontally oriented stimulus because the visual angle for in-depth oriented
targets are generally (but not always) smaller than the visual angle for frontally
oriented targets the same distance away from the observer.
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An example will help show how in-depth and frontal visual angles compare.
In Chapter 6, formulas were presented to show how frontally oriented stimuli
(Equation 6.6) and in-depth oriented stimuli (Equation 6.7) are converted into
visual angles as a function of observer height, target size, and distance to the
target. I used these formulas to calculate visual angles as a function of distance
to the target for a number of combinations of target sizes and observer heights.
Figure 7.11 shows the ratio of the in-depth to frontal visual angles as a function
of distance to the target for each combination of target size and observer height.
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Figure 7.11. The ratio of in-depth to frontal visual angles as a function of distance to the
target for four combinations of target size and observer height.
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A few points may be noted about this figure. First, in-depth oriented stimuli
subtend much smaller visual angles than frontally oriented stimuli for distant
targets. If observers did not sufficiently take into account this change, this would
lead them to perceive in-depth oriented intervals as being smaller than physi-
cally equivalent frontal targets the same distance away. Second, this relative
shrinkage of in-depth targets reaches something of an asymptote for targets
more than six to eight meters from the observer. Third, the relative sizes of in-
depth to frontal visual angles changes rapidly near the observer, and this would
lead to much less shrinkage in the perception of in-depth targets near to the ob-
server. Fourth, there are circumstances when in-depth visual angles are actually
larger than frontal angles when stimuli are very near the observer; circumstances
which would lead to in-depth stimuli being perceived as larger than equivalent
frontal targets. In this case, the in-depth dimension of visual space would seem
to expand rather than contract relative to the frontal dimension. In other words,
Figure 7.11 captures many of the key features of that the experimental data
show.

While this observation might move us toward understanding why visual
space follows the pattern of compression in the in-depth dimension found in the
data, there are a number of factors that lead me to believe that it is not the whole
explanation. First, even under the most extreme circumstances (under reduced
conditions) compression parameters have never been found to be smaller than
.3, while the relative compression displayed in Figure 7.11 is sometimes much
more extreme than this. Clearly, observers must at least partially adjust for the
orientation of the target or else in-depth targets would often look tiny compared
to equivalent frontal targets. Second, research reported earlier pointed to the
importance of stereopsis in reducing the degree of compression. A simple model
based exclusively on visual angles could not explain this phenomenon. Third,
some studies that have looked at the effect of observer height on size judgments
(e.g., Harway, 1963) have found little effect. On the other hand, Ooi, Wu, and
He (2001) and Philbeck and Loomis (1997) found height to be an important pre-
dictor of size judgments. Yet, according to Equations 6.6 and 6.7, observer
height should have a major effect on judgments. Figure 7.11 also displays how
strongly observer size affects the ratio of in-depth and frontal visual angles.
Clearly, the observer must also be able to take into account their elevation rela-
tive to the target when perceiving size.

A more complete account of the perceptual compression of the in-depth di-
mension of visual space could involve the “full model” describe by Equation
6.14. This model predicts size judgments based on perceived distance to the
stimulus as well as applied stimulus orientation. The parameters of this equation
(the exponent of the power function for perceived distance and the applied ori-
entation) change as a function of instructions and experimental conditions. If
sqa(d,0,p3,9, ...) represents the perceived size predicted by the Equation for an in-
depth interval at a certain distance away under experimental conditions
o, B,and § and if s{d,a.,f,, ...) represents the perceived size predicted by the
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Equation for a frontally oriented interval at the same distance away and under
the same conditions, then perhaps c,(d,o,(,d, ...) might be found by Equation
7.20

cld.aps... )= b OPD ]
s,(d,a,B,é,... ) (7.20)

If Equation 7.20 or something like it can predict the compression of the in-
depth dimension of visual space noted in this chapter, then such an equation
would serve to unify the three main types of spatial perception research reported
in this book. Because Equation 7.20 is derived from Equation 6.14, which pre-
dicts judgments in the size constancy literature, Equation 7.20 would link the
multidimensional literature to the size-constancy literature. In addition, because
fits of Equation 6.14 to the size constancy literature results in exponents that are
consistent with exponents found in the direct estimation literature reported in
Chapter 5, Equation 7.20 in turn would link the multidimensional and size-
constancy literature to data found in the direct estimation literature.

In conclusion. Research on multidimensional approaches to space perception
have shown once more that visual space is often very different than physical
space. This research also brings home the point that the geometry of visual space
often changes radically as a function of experimental conditions. Finally, the
data shows that metric relations change as objects reorient or move from one
position in visual space to another.
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Cognitive Maps, Memory, and
Space Perception

Most people take for granted our ability to move around in the everyday envi-
ronment. Yet, considering how complex the environment is and how often our
starting points and destinations change according to our circumstances and needs,
the human ability to get from one place to another in unique and creative ways is
truly amazing. This movement would be impossible without a detailed under-
standing of the spatial layout of our familiar environment. This knowledge of
spatial layout, which develops across time, is known as a cognitive map.

Cognitive maps help us get around our environment efficiently, so that we
can quickly acquire food, clothing, and other necessities of life. Without them,
we would be reduced to the level of primitive robots that move about at random,
searching until they find what they need or, in more advanced cases, mindlessly
retracing old routes until helplessly confronted by change.

In light of this evolutionary importance, it is not surprising that a consider-
able literature developed devoted to the study of cognitive maps. Much of this
work grows out of environmental and applied psychology, although mainstream
cognitive and perceptual psychologists and professional geographers often make
forays into the field. In my experience, many researchers in this area do not ap-
pear to be familiar with work done by others with different orientations. For
example, environmental researchers are sometimes not familiar with work done
by cognitive psychologists or cognitive geographers.

Relationship to other spatial literature. Cognitive mapping is not the only
area of psychology concerned with human spatial abilities. As we have seen in
the previous chapters of this book, mainstream perceptual psychologists have
been studying spatial perception and the geometry of visual space since the foun-
dation of the discipline (e.g., Helmholtz, 1867; Luneburg, 1947; Martius, 1889;
Thouless, 1931a 1931b, 1932). In addition, intelligence testing researchers and
cognitive psychologists are also interested in human spatial abilities as measured
by psychological tests (e.g., Halpern, 2004; Voyer, Voyer, & Bryden, 1995)
and mental rotation tasks (Shepard, 1988; Shepard & Metzler, 1971).

In fact, some readers may wonder why I have elected to include a chapter on
memory and cognitive maps in a book on the geometries of visual space. I do so
because I believe that memorial space and cognitive maps are extensions of vis-
ual space perception. I believe that memorial space and cognitive maps origi-
nally derive from direct visual experience and that they represent a generalization
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of visual space across time. Having said this, there are also many differences
between cognitive maps and the literature reported earlier.

What is it that separates cognitive mapping from other spatial literatures?
The following list identifies some of the more important features of the cogni-
tive mapping literature. Although some of the items on the list may also be true
of other spatial literatures, the combination of the following features is unique to
cognitive mapping.

(1) Cognitive mapping has an environmental emphasis. Cognitive
mapping fits comfortably into environmental psychology for a number of
good reasons. Most cognitive mapping studies take place in natural, eve-
ryday settings. Unlike much of the space perception research which seeks
to limit the information available to subjects by doing experiments in the
dark, having subjects look through artificial pupils or distorting lenses, or
limiting head motion; cognitive mapping utilizes information rich, “ecol-
ogically valid” settings (Gibson, 1979). Also unlike other spatial litera-
tures, the nature and structure of the natural environment are critically im-
portant variables for cognitive mapping researchers. For example, the ex-
istence of “edges” like streams or railroads have a major impact on the
structure of cognitive maps.

(2) Similarly, cognitive mapping studies are often concerned with where
the subjects are, while spatial perception research usually asks subjects to
describe what they see. Subjects are often asked to make judgments con-
cerning the orientation or location of places relative to themselves. The
location of a subject is an important variable in an ecological setting, un-
like laboratories, where the location of the laboratory relative to the rest
of the environment is seldom at issue.

(3) Cognitive mapping also focuses on a different level scale for spatial
knowledge. The literature on spatial abilities seldom uses stimuli that
can’t fit on a piece of paper. Space perception studies are limited to stim-
uli that are close enough for the subject to see. Cognitive mapping, on
the other hand, is concerned with the layout of environments that range
from buildings on the small end of the scale to campuses, cities, states,
and even nations on the high end of the scale.

(4) Cognitive maps develop gradually across time through daily experi-
ence with the environment. Although other spatial literatures occasionally
focus on spatial memory, cognitive mapping is by its nature concerned
with processes related to memory. Thus, unlike other spatial literatures,
cognitive mapping is concerned with knowledge accumulated across time.
Because of this, cognitive mapping studies often use longitudinal designs.
If researchers use cross-sectional designs, they will often examine the ef-
fects of years of exposure to an environment. In other words, cognitive
mapping studies possess the “time orientation” that Proshansky (1976)
listed in his early paradigm-defining article as one of the essential features
of environmental psychology (a principle which few other subareas of en-
vironmental live up to in spite of Proshanky’s hopes).
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One element not included on this list is a statement that cognitive maps seek
to determine the cognitive representation of spatial knowledge. I've left this off
of the list for two reasons. First, other spatial literatures often use cognitive
explanations too. Secondly, as I will point out later in this chapter, it may be
difficult or impossible to make sensible statements about the precise cognitive
representation of spatial knowledge. Because I believe that references to cognitive
representations are dubious and unnecessary, it wouldn’t make sense to list these
representations as defining features of the cognitive mapping literature.

Chapter outline. The purpose of this chapter is to describe recent research in
the cognitive mapping literature. In particular, we will begin by examining the
structure of cognitive maps and how cognitive maps are acquired across time.
Then we will turn to the influence of individual differences on cognitive map
formation. Following this, we will examine methods for studying cognitive
maps and their interrelation, inaccuracies in cognitive maps, the psychophysics
of cognitive mapping, and whether cognitive maps are Euclidean or non-
Euclidean spaces. We will also touch on several models for psychophysical
judgments of cognitive maps. Finally, we will discuss why cognitive maps do
not require reference to cognitive representations.

Structural Elements of Cognitive Maps

The legacy of Kevin Lynch. The original impetus for cognitive mapping
research was Lynch’s (1960) influential book, The image of the city, although
some interest in the subject dates back as far as Towbridge (1913). Lynch was a
city planner who hoped to improve the livability of cities through active urban
planning. (An effort that began in England as evidenced by the “New London
Satellite Towns” of the 19" century.) As part of this effort, Lynch determined
that some cities were more “imageable” or “legible” than others. Imageable cities
evoke clear images, associations, and emotions in an observer. Legible cities
produce high levels of agreement among its citizens concerning what the major,
distinctive features of the city are. Legible cities are not only more pleasing
overall to their residents, but they are also easier to find ones way about in, be-
cause legible cities more naturally give rise to memorable images that help or-
ganize our spatial knowledge.

According to Haken and Portugali (2003), the legibility and imageability of
cities can be related Shannon’s information theory. Bland cities with indistin-
guishable buildings and streets have lower information content than cities with
unique structures and distinct districts. People prefer cities with high information
content because they aid in our natural tendencies to categorize and organize our
experiences.

Lynch believed that five structural features of a city determine its imageabil-
ity and legibility: paths, landmarks, nodes, edges, and districts. Paths are defined
as a connected series of images or impressions that a person has. In effect, paths
consist of familiar routes that subjects have traveled during their exploration of a
new environment. Landmarks are locations that come to gain special significance
to the person. While landmarks may refer to officially designated landmarks like
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Mount Rushmore or the Statue of Liberty, they are more likely to consist of
slightly more mundane reference points like the old church or the grocery store.
In Lynch’s terms, landmarks serve as “familiar kernels” around which spatial
knowledge is organized. Nodes refer to focal points where paths come together.
Not surprisingly, nodes are often associated with landmarks that are located at the
node. After all, the fact that paths come together at a node may be why the
landmark gains significance in the first place. Edges are things that limit travel
like rivers, seashores, railroads, and walls. Edges make it difficult to integrate
cognitive maps. Finally, districts are areas of common character that serve as
major units in one’s cognitive map.

Despite of all the research that has been conducted on cognitive maps,
Lynch’s taxonomy still works fairly well as a conceptual scheme to organize the
literature (c.f., Coucleis, Golledge, Gale & Tobler, 1987; Giraudo & Péruch,
1988). In particular, Aragones and Arredondo (1985) and Magafia (1978) used
cluster and correspondence analysis to empirically confirm that people do indeed
think of their environments in terms similar to those Lynch proposed, although
they did find that landmarks and nodes were not very distinct from each other. (A
finding that would not have surprised or disappointed Lynch for reasons just
mentioned.) They also noted that the word “edge” may actually have two subtly
different meanings. In one sense it may refer to structures within a city that set
off districts from one another. It may also refer to the edge or periphery of the
city.

Other structural taxonomies. Others such as Kuipers (1982), Krupat (1985),
and Teske and Balser (1986) have proposed their own taxonomies. These re-
searchers speak of “higher-order environmental relations” that include simple,
lower-order structural features similar to those Lynch mentioned—places (which
include buildings and landmarks), paths, and nodes—along with functional and
cognitive features of the cognitive map. These higher-order features include des-
tinations, which are defined as collections of paths and nodes converging on a
functionally significant place and itineraries, which refer to destinations con-
nected by a travel strategy that orders them. This viewpoint proposes that static
structural features of cognitive maps should not be studied independently of the
functional purposes that these maps serve. While many agree with this func-
tional viewpoint, reminiscent of Dewey (1896) and Wagner and Owens (1992),
in practice, most cognitive mapping research deals exclusively with “lower-
order” physical features of the environment.

Similarly, Gérling, B66k and Lindberg (1984, 1986) feel that Lynch’s basic
outline is valid, but is only a subset of the meaningful elements of a cognitive
map. They point out that cognitive maps exist on many levels of scale, from
maps of buildings to maps of buildings within districts, districts within towns,
and towns within nations. The basic elements making up cognitive maps for
each of these levels of scale might be slightly different. In addition, cognitive
maps probably also contain some non-spatial associations with places. Places
have names, functions, degrees of attractiveness, and affective tones for each in-
dividual.
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Girling et al., like Kuipers (1982) and Teske and Balser (1986), emphasize
the functional components of cognitive maps. To Gérling et al., the main ele-
ments of a cognitive map are knowledge of places, the spatial relationships be-
tween them, and travel plans. The formation of travel plans is described in terms
of four stages: (1) Individuals need to know the location of each place they are
likely to visit. (2) They must develop an itinerary, the places they want to go.
(3) They then must determine the order of the visits. (4) Finally, they need to
consider how they should travel in order to travel from each location to the next.
The development of travel plans requires individuals to pay careful attention to
landmarks, nodes, and traffic signs (e.g., one-way signs often change the best
route to travel).

Kaplan’s SESAME theory is a truly cognitive approach to cognitive maps
(Kaplan, 1973, 1976; Kaplan & Kaplan, 1982/1989; Kearney & Kaplan, 1997).
SESAME is an acronym for the Seminar on Environmental Sensitive Adaptive
Mechanisms, which worked on models of cognition. The basic elements of this
theory are mental objects, which are internal representations derived from percep-
tions of the world, and associations, which are perceptual features linked to men-
tal objects or relationships between mental objects. In terms of Lynch’s taxon-
omy, landmarks and nodes are types of mental objects, while paths are a set of
associations. General as it is, Kaplan’s model is significantly less abstract than
most cognitive models because he believes that the origins of mental objects are
firmly linked to our perceptions of features of the world. According to SES-
AME, cognitive knowledge develops over time and people have a sense of own-
ership of knowledge firmly implanted across time in their cognitive map from
multiple perceptual experiences. Kaplan believes that people have little aware-
ness of the structure of their cognitive maps and that they use them uncon-
sciously with little awareness of the structure of the map and how solutions to
wayfinding problems are arrived at. Kaplan’s theory is successful at understand-
ing semantic priming data and categorization of non-metric information associ-
ated with places. Kaplan’s theory seems somewhat less successful in making
concrete predictions about perceptions of spatial layout and wayfinding tasks.

The anchor point theory. Golledge and his colleagues believe that the key
structural element of a cognitive map is what they call an anchor point
(Golledge, 1991, 1992a, 1992b; Golledge & Stimson, 1997). Anchor points are
locations of particular cognitive salience that serve as the kernels around which
cognitive maps develop. Although anchor points would superficially appear to
be identical to the landmarks of Lynch’s taxonomy, there are a number of impor-
tant differences. First of all, landmarks are typically associated with locations
that citizens of a city would collectively agree are of special significance, while
anchor points are individually defined. The key anchor points for most individu-
als are the home, the workplace, or the school, places that are likely to be sig-
nificant to only to a given individual. Second, landmarks are largely thought of
as simply being reference locations, while anchor points serve as organizational
elements around which knowledge of local regions develop. A concept somewhat
anticipated by Sadalla, Burroughs, and Staplin (1980) in their discussion of refer-
ence points. Couclelis, Golledge, Gale, and Tobler (1987) say anchor points help
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perform cognitive functions such as organizing spatial knowledge, guiding navi-
gation, and forming the basis of estimates of distance and direction. Third, an-
chor points are hierarchically organized with some locations having more cogni-
tive salience than others. In fact, the elements that have the most cognitive sali-
ence are personally significant places like the home or the workplace while pub-
lic landmarks are likely to be of lesser import. These salient points serve as an-
chors for organizing our knowledge of features of secondary importance. As cog-
nitive maps develop, features of secondary import then serve as anchors for local-
izing features of tertiary import and so on. Fourth, anchor points are also orga-
nized hierarchically in terms of level of scale, with anchor point systems devel-
oping at international, national, regional, urban, neighborhood, and single route
levels. Fifth, the linkages between anchor points provide a skeletal structure for
representing and organizing cognitive maps. Eventually, anchor point regions
(like Lynch’s districts) are integrated as this skeletal structure is fleshed out.

Like Lynch, Golledge believes nodes or choice points are of special impor-
tance. Golledge, Smith, Pellegrino, Doherty, and Marshall (1985) found that the
overall salience of an anchor point is related to the number of alternative actions
associated with that location and that the salience of locations declines as dis-
tance from choice points increases. They also found that choice points serve as a
natural way for individuals to segment routes between locations. Golledge
(1992b) proposed that more activities than traditional wayfinding are part of and
involved in the development of cognitive maps. Thus, it is not surprising that
locations like the home, where many activities take place, are likely to serve as
the best anchor points.

Although Golledge’s terminology presents a number of subtle advances,
Lynch’s terminology has become part of the technical vocabulary of the cogni-
tive mapping literature. I will tend to use Lynch’s and Golledge’s terminology
somewhat interchangeably in the rest of this chapter.

Acquisition of Cognitive Maps

Prerequisites for acquisition. A person’s first impressions of a new environ-
ment are often ones of confusion, disorientation, feeling overwhelmed, feeling
like ones memories are jumbled, and feeling excited or uncomfortable. These
reactions are typical for good reasons. The person doesn’t have any organization
to fit impressions and experiences into. With no organization, it is not surpris-
ing that people should feel some adverse reactions to all of the new information
that bombards them (Cohen, 1978; Lazarus & Cohen, 1977; Milgram, 1970).

Although a small number of researchers such as Hasher and Zacks (1979) feel
that subsequent acquisition proceeds automatically by way of unconscious infer-
ence, most researchers in cognitive mapping support the contention that the ac-
quisition of cognitive maps is an active process. Random or passively incorpo-
rated experiences seldom lead to learning (Moore, 1979). In truth, this issue has
not been fully resolved because the evidence on these issues is somewhat mixed.

First of all, learning cognitive maps seems to be largely an intentional act.
Desiring to know how an environment is laid out helps in learning about it. For
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example, Moeser (1988) studied cognitive map learning in a hospital where
rooms and corridors had irregular sizes and failed to follow any set pattern. Moe-
ser found that nurses who had worked in this environment for more than two
years had poorer knowledge of its spatial layout than did naive subjects who were
merely asked to learn the buildings layout after a half-hour experience studying
maps of the building. Ellen (1980) also showed that locomotion without en-
gagement of higher mental processes leads to little learning.

Secondly, it appears that people learn best when they develop their own “ac-
tion plans” (Gérling, Book, & Lindberg, 1984; Moore, 1979), that is they must
be involved in actively planning and physically executing a strategy for getting
from one place to another. They must be both active pilots and navigators
through their familiar world. For example, Hazen (1982) had 64 2- to 4-year-old
children either passively or actively explore a museum, and then asked them to
reverse the route traveled. Active explorers displayed more accurate knowledge of
spatial layout and could better trace the route back. Using cats as subjects,
Poucet (1985) indicated that passive locomotion could only lead to the simplest
cognitive maps. In contrast, Wilson (1999) found little difference in spatial
memory between passive and active observers when exploring a computer gener-
ated virtual environment.

On the other hand, observers that focus exclusively on getting from one place
to another without specific interest in learning about spatial layout tend to per-
form more poorly than those who are also interested in learning about layout
(Rossano & Reardon, 1999; Sweller & Chandler, 1994; Sweller & Levine,
1982). Sweller (1994) believes this “goal-specificity” phenomenon can be ac-
counted for in terms of cognitive load. When observers are focused on a specific
wayfinding task, they direct their attention to solving that task leaving few re-
sources available for irrelevant information, such as learning about spatial lay-
out.

Indeed, acquiring cognitive maps is said to be effortful and requires active
attention. The more one concentrates on the environment, the better one should
learn it. Consistent with this contention, Cohen, Cohen, and Cohen (1988)
found that children who performed activities at different locations that were func-
tionally related to each other and required mental effort learned locations along a
path better than those who merely walked along the path or performed unrelated
activities. Allen and Willenborg (1998) asked some subjects to repeat strings of
random digits during a simulated route-learning task. Subjects who engaged in
the cognitively demanding task performed more poorly on scene recognition and
distance estimation measures than control subjects. Book and Girling (1980)
asked some observers to count backwards while walking. Other observers were
not given this cognitively demanding task. They found that distance and direction
estimates were less accurate in the counting condition. Lindberg and Gérling
(1982, 1983) also found that a concurrent task tended to decrease the accuracy of
estimates based on path knowledge. On the other hand, Lindberg and Girling
(1981a, 1981b) found that concurrent cognitive tasks did not prevent acquisition
of path knowledge although it did impair orientation performance and increase
latency for responding.
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Paths and landmarks. According to Lynch (1960) and Appleyard (1970, 1976)
the first bit of organization that we acquire are paths. That is, we remember how
to get from one place to another. A number of other factors influence the speed
and accuracy with which path knowledge is acquired. Time and mobility, two
factors that define how much experience we have with an environment, are
probably the two most important factors that influence the acquisition of cogni-
tive maps. Hourihan and Jones (1979), for example, found that these two factors
account for about two-thirds of the variance in interpoint distance estimates.
Teske and Balser (1986) also found that more mobile subjects had superior cog-
nitive maps. Evans, Marrero, and Butler (1981) found that the number of paths
that subjects knew in Irvin, California, and Bordeaux, France, grew dramatically
over the course of a year.

Early works also stressed that paths are learned before two- or three-
dimensional spatial structures (Lynch, 1960). For example, Appleyard (1970,
1976) examined sketch maps produced by residents of an urban area and noted
that short-term residents who had lived in the area less than one year produced
more sequentially dominant maps characterized by more path usage as compared
to long-term residents whose maps were more spatially dominant. Devlin (1976)
noted that the sketch maps of short-term residents maintained the same path
structure at two weeks as at two months, but that their placement of landmarks
showed greater variability. Gérling, Book, Lindberg, and Nilsson (1981) found
that rudimentary acquisition of a single path was very quick; after only one trial
subjects were able to correctly report the order in which various landmarks were
passed. Memory for the location of landmarks developed slightly slower (by the
second trial it pretty good). Lindberg and Girling (1982, 1983) conclude that
learning paths requires less information processing capacity than learning the
distances between and directions to landmarks because the later types of judg-
ments produced longer reaction times and lower accuracy than judgments related
to path knowledge. Tani (1980) and Waller (1986) showed that cognitive maps
in young children consist of only partially integrated route knowledge. The de-
velopment of spatial knowledge such as the location of landmarks is a secondary
process that develops with age.

More recently, however, most theory has emphasized the importance of
landmarks or anchor points to map acquisition. In fact, some research supports
the hypothesis that landmarks are learned first and that paths are learned subse-
quently. For example, Magliano, Cohen, Allen, and Rodrigue (1995) showed
slides mimicking a walk through a small town and gave subjects instructions
emphasizing that they remember either landmarks, paths, or spatial configura-
tions. All subjects remembered landmarks, but route and configuration knowl-
edge were only learned well when subjects were instructed to learn these ele-
ments. Their results suggest that landmarks are the primary elements of cogni-
tive map acquisition. In addition, Evans, Marerro, and Butler (1981) determined
from sketch maps drawn shortly after coming to a new city that subjects drew
fewer paths (defined as continuous lines on the figure) than landmarks and that
the number of paths subjects knew increased significantly across time (2 weeks
vs. 10 months) whereas the number of landmarks did not. Gérling, Book, and
Ergezen (1982) found that subjects living in Umea, Sweden, less than four
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months could give fairly good estimates of directions to different landmarks, but
could not remember which places they would pass along the most direct path
between two places. They also found this ordering ability improved significantly
after subjects had lived in the area more than a year.

Several comments may be made about data concerning the order in which
paths and landmarks are learned. First, it is not surprising that the number of
paths known should increase with time more than the number of landmarks. It is
also not surprising that subjects might not know the most direct paths between
landmarks selected by the experimenter very well. Even if there were only one
path connecting N landmarks, simple mathematics tells us that there must be
N(N-1)/2 paths connecting each possible pair of landmarks. In addition, there are
an infinite number of possible paths connecting each pair of landmarks. No
wonder the number of paths known increases with time, there are so many more
to learn. One need not know all possible paths between landmarks to make true
the statement that “some paths are known before the spatial layout of landmarks
is.” Second, sketch maps possess certain demand characteristics; namely, they
ask subjects to draw maps like those seen in an atlas—ones that primarily list
places and only list a few of the more prominent paths. After all, it would be an
impossible task to list all possible paths between places. Third, there is one
logical sense in which landmarks must be known before its possible to know
paths because knowing a path involves knowing locations along the way, in-
cluding landmarks. Anooshian, Pascal, and McCreath (1984) found that children
learn to identify landmarks before they learn the route-order in which landmarks
are passed, and that they learn route-order before they learn route-shape and route-
length. This is a much weaker statement concerning the priority of landmarks,
however, than the dubious idea that people learn the spatial location of land-
marks before they learn the paths between them.

It is fair to say that landmarks and paths are both learned early in the proc-
esses of acquiring cognitive maps. It is also fair to say that the presence of sali-
ent landmarks help subjects develop their path structure. For example, Rowen
and Hardwick (1983) found that children were significantly more accurate in re-
porting spatial locations that are clearly marked with landmarks and that accuracy
is greatest when the landmarks are salient. Hardwick, Woolridge, and Rinalducel
(1983) examined individual differences in landmark selection when subjects
learned unfamiliar routes. They found that people with poor spatial ability tended
to base their cognitive maps on less spatially informative landmarks than those
with better spatial ability. Girling, Lindberg, Carreiras, and Book (1986) showed
that distance estimates between familiar landmarks or anchor point were signifi-
cantly more accurate than estimates of distances between less familiar places.

Integration of paths and the role of landmarks. As time passes, the cognitive
maps of an individual include more landmarks and more paths. Starting with
regions surrounding anchor points, the details of small districts are learned and
knowledge of separate districts are integrated. For example, Schouela, Steinberg,
Leveton, and Wapner (1980) followed the development of college students’ cog-
nitive maps of their campus over a period of six months. They found that their
subjects’ sketch maps improved in differentiation, articulation, and integration
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across time. The mean number of buildings correctly located and streets included
increased with time while the mean number of distortions decreased. Early maps
included only the most salient anchor points, while subsequent maps include
more places of increasingly secondary import. When drawing maps, subjects
tended to place salient anchor points on the map first and then fill in details sur-
rounding them. Evans, Marrero, and Butler (1981) also found a corresponding
progression in maps of Irvine, California, and Bordeaux, France.

Similarly, Devlin (1976) asked the wives of Navy officers to draw maps of a
small town both 2-1/2 weeks and three months after moving to the area. She
found that the first maps showed the major arteries of the town along with a bit
more detail concerning paths surrounding their homes. Subsequent maps featured
the home area less prominently and included more streets and landmarks. The
downtown area gained greater prominence.

Thus, as time passes, the details of a cognitive map are filled in. The process
begins with a sketchy understanding of small areas surrounding salient anchor
points. As the individual explores the region, more details are filled in and the
small areas gradually expand.

Putting the parts together. How are anchor point regions and the myriad of
paths between them integrated into a complete two- or three-dimensional spatial
structure? Baird and Wagner (1983) proposed a triangulation method by which
path knowledge may be integrated to yield the two- or three-dimensional cogni-
tive maps. According to this theory, early path-knowledge can give a new resi-
dent to a city a rudimentary idea of how far apart various landmarks are from one
another. This knowledge of pair-wise distance in turn places constraints on the
possible spatial layout of landmarks. For example, if a person wanted to posi-
tion Point B relative to Point A and he/she only knew that the distance between
Points A and B was d,, then the Point B could be located at any point along a
circle of radius d, centered around A. If the observer now wanted to position a
third point, C, relative to A and B, and if he/she also knew that the distance
between A and C was d,, and the distance between B and C was d,, Point C
would lie at the one of the two intersections between a circle of radius d, cen-
tered at Point A, and a circle of radius d, centered at Point B. If the observer now
positioned a fourth point based on knowledge of the distance from first three, the
position of the new point could be unambiguously determined by the positions
of the first three points. (Distance-based circles centered at each of the three
known points should meet at a single point.) Subsequently placed points could
also be unambiguously positioned on the person’s cognitive map.

Unfortunately, this simple theory is unlikely to fully explain the develop-
ment of spatial structure because a number of factors complicate the triangula-
tion process. First of all, inter-point distance estimates are likely to be very im-
precise, because they must be based on path knowledge and the path traveled
from one location to another is seldom straight. For example, Péruch, Giraudo,
and Giérling (1989) found that estimated inter-point distances were more in line
with path lengths than as-the-crow-flies, straight-line distance. So, really precise
localization of places is likely to involve combining information from many
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inter-point distance estimates to achieve a converging sense of a locations posi-
tion.

In addition, map construction is complicated by the fact that exponents for
distance estimation for cognitive maps are generally much less than 1.0 (as noted
in Chapter 5). As discussed in Chapter 4, this should lead to large distortions in
the placement of locations on the map (if the map fits together at all). In addi-
tion, because power functions with exponents less than one will shrink long
inter-point distance more than short distances, the positions assigned to points
by a triangulation process are not likely to be unique, but will change for differ-
ent combinations of landmarks used in locating a place (assuming the distance-
based circles intersect at one point at all).

There is evidence that such distortions do occur and that they really reflect
observers’ perceptions. Baird and Merrill (1979) asked a group of observers to
draw sketch maps of a small community. They then gave observers a choice
between a real map of the town and observer-generated ones, and observers be-
lieved the distorted, observer-generated ones better reflected their perceptions of
the layout of the town.

These difficulties could be overcome if people used something akin to non-
metric multidimensional scaling to determine spatial structure. With non-metric
MDS, any monotonic transformation of distance applied to the original inter-
point distances will yield the same solution. Regardless of the distances that
enter the process, a Euclidean non-metric MDS will always yield a unique solu-
tion that correctly recovers object locations, and inter-point distance exponents
(comparing original, physical distances to perceived distance) will always equal
to 1.0. (Assuming physical space is Euclidean, the perceptual transformation
applied to distances is monotonic, and a Euclidean MDS solution is generated.)

In practice, individuals probably employ something of a combination of met-
ric and non-metric procedures. After all, sketch maps and distance estimates do
show considerable distortions in cognitive maps; so, perceptions of distance
must influence judgments to some extent. In addition, MDS requires an intact
data matrix (all possible inter-point distance estimates are available) in order to
work. In the real world, people probably haven’t traveled all combinations of
paths between all places in their cognitive maps. Something like triangulation is
probably used at least to fill in these gaps.

In any case, as observers learn more about their environments, distance esti-
mates should grow more accurate, and multiple sources of information should
allow ever more accurate placement of locations. Eventually, people develop a
true spatial representation. In consequence, they can use their knowledge to get
from one place to another in unique ways. The will use paths they have never
used before, creating “short cuts,” and in the process gather new knowledge to
further refine their maps.

As time passes people tend to think less in terms of paths and images of past
experiences, and start to think in a more abstract way (Foley & Cohen, 1984a,
1984b). After a number of years, the image can be examined and used from many
starting points and perspectives, both real and imagined (Kirasic, Allen, &
Siegel, 1984). Also, with time, the representation becomes more like a 3-D
sculpture in a person’s mind.
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Girling, Book, Lindberg, and Arce (1990) demonstrated this by looking at the
development of elevation knowledge across time. They had two groups of sub-
jects, one who lived in Umed, Sweden, for 2 months, and the other group had
lived there about 26 months. They found that the newer residents tended to exag-
gerate differences in elevation, while the older residents had more realistic im-
pressions.

Individual Differences in Cognitive Maps

Age and cognitive mapping ability. The ability to acquire cognitive maps
varies along with personal characteristics of individuals. One of the most com-
monly studied factors which influences cognitive mapping ability is age. As a
general rule, a child’s spatial competency increases along with their age and ex-
perience. In one early study on this topic, Herman and Siegel (1978) had kinder-
garten, Grade 2, and Grade 5 students walk through a simulated town and then
asked them to construct a model of the town. Construction accuracy increased as
a function of both age and the number of times they walked through the town.
Similarly, Allen, Kirasic, and Beard (1989) found improvement in maze learning
ability across age for 6- to 12-year-old children. In addition, Lehnung, Leplow,
Haaland, Mehdorn, and Ferstl (2003) showed that fifth and sixth graders were
significantly more accurate at drawing a pointer on a piece of paper directed to-
ward local landmarks than were first graders. However, Lehnung, Haaland, Pohl,
and Leplow (2001) found that even 5-year-olds can make accurate bearing esti-
mates if they use their fingers to specify direction instead of a pointer.

Younger children appear to use a path-based organization for their maps while
the ability to use a more abstract, spatial organization increases with age. In
effect, young children can only accomplish the first stages of acquisition process
discussed above, while increasing age allows the child to move further along in
the process. In one demonstration of this, Biel (1979) asked 6- and 10-year-old
children to draw maps of their home neighborhood. Biel found that the young
children drew maps one path at a time, indicating that they lacked an overall
frame of reference when drawing maps. Older children seemed to be positioning
paths and landmarks within a spatial framework. Tani (1980) believed that the
transition from path-based to spatial representations occurs around Grade 2, with
younger children using a path-based representation and older children using a
spatial representation. Second graders used a hybrid of the two representations in
her study. On the other hand, even some adults appear to still use a path-based
representation of their environment and never achieve a fully spatial representa-
tion (Aginsky, Harris, Rensink, & Beusmans, 1997).

The presence of salient landmarks or anchor points is particularly important
to young children (Devlin, 2001). For example, Siegel and Schadler (1977) asked
kindergartners to construct scale models of their classroom. The authors found
that the availability of salient landmarks improved the children’s performance.
Cohen and Schuepfer (1980) found that Grade 2 children could only remember
the configuration of a series of hallways if prominent landmarks were present
along the route. Sixth graders and adults were less affected by this manipulation.
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Likewise, Bell (2002) found that children made many more errors in placing an
object in the absence of prominent landmarks while the presence or absence of
landmarks made less difference to adults. Plester, Richards, Blades and Spencer
(2002) showed that 4- and 5-year-old children are much better able to find objects
located close to distinctive landmarks than near less distinctive features.

Children’s maps appear to be egocentrically organized, and they use their
home as their most important anchor point. For example, Biel (1982) found
distance estimates from a child’s home to other places tended to be more accurate
than distance estimates between other landmarks. Also consistent with the idea
of egocentrism, Waller (1986) found that five-year old children had a tendency to
describe routes in terms of their own behaviors they engage in to get to a goal,
while eight-year old children describe external landmarks along the route of
travel. Similarly, Biel (1986) interviewed 6- and 10-year-old children while draw-
ing sketch maps, and he found that 6-year olds seemed to be recalling their own
movements when engaging in the task, while 10-year-olds appeared to use a gen-
eral frame of reference.

Children also seem to be less capable of integrating disparate districts or
compensating for the presence of edges that block their view. For example,
Anooshian and Wilson (1977) asked kindergartners and adults to walk a number
of routes through an outdoor environment and then engage in a mapping task.
They found that children’s maps were particularly affected by the presence of
barriers to sight and that distance estimates derived from the maps were particu-
larly poor when edges were present.

At the other end of the developmental process, Kirasic’s (1985) literature
review concludes that elderly adults have difficulty learning new routes in unfa-
miliar areas. The ability to remember new landmarks and locations correctly ap-
pears to be much poorer in elderly adults (60 to 80 yrs.) compared to young (17
to 25 yrs.) and middle (39 to 50 yrs.) adults (Thomas, 1987). However, Ohta and
Kirasic (1983) have shown that, while the elderly may not perform well at tradi-
tion map construction and map reading tasks, they seem to perform perfectly
well in real-world wayfinding in a familiar environment.

Mode of travel and cultural effects. Children (and adults as well) vary greatly
in the quality and extent of their geographical experience. Individuals who walk
from home to school are likely to have a far different experience of it than those
who drive. Walkers have the time to notice small details like the beauty of a
flower and the feistiness of a dog, while drivers are likely to know about a larger
geographical range (Lynch & Rivkin, 1959). For example, Gérling, Book, Lind-
berg, and Nilsson (1981) found that acquisition was somewhat faster for subjects
who learned a path while driven in a car as compared to subjects who walked the
same path.

Individuals who navigate will have a different experience than someone who
is merely along for the ride. In one of my favorite studies, Carr and Schissler
(1969) recorded the eye movements of drivers and passengers traveling along the
Northeast Expressway of Boston. As one would expect, the passengers’ eyes
wandered more freely from the road, and the direction of gaze shaped what each
remembered about the trip. In this study, passengers made a more complete and
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more detailed description of the route than drivers. Although passengers might
be able to report on more detail, Appleyard (1970) found that drivers have more
complete mental maps about landmark locations than passengers. In general,
drivers seem to know an environment in an abstract, spatial sense, while passen-
gers know it more in terms of detailed images.

The degree of navigational experience greatly affects the accuracy of children’s
cognitive maps. Rissotto and Tonucci (2002) studied the spatial knowledge of
children who either walked to school on their own, walked to school in the com-
pany of an adult, or were driven to school by an adult. They found that children
who walked by themselves drew better sketch maps of the area, were better at
reading maps of the area, and were better able to recall details of their route than
the other two groups. Similarly, Cornell, Hadley, Sterling, Chan, and Boechler
(2001) demonstrated that children who engage in adventure exploration of their
neighborhoods, particularly those who often led the way, were better able to se-
lect and use good landmarks, particularly landmarks at strategic locations like on
the skyline and at intersections. Explorers also used better wayfinding strategies
in general. (Not surprisingly, Cornell et al. also found that 12-year-olds had
more navigational experience and used better navigational strategies than 8-year-
olds.)

Differences in cognitive abilities from navigational experience may reflect the
influence of socioeconomic status and culture. In general, higher social class
children tend to include a larger swath of a city in their maps, and they are better
able to describe the spatial layout of the entire city, while poorer children know
their neighborhoods well, but have little sense of the city as a whole (Goodchild,
1974; Karan, Bladen, & Singh, 1980; Orleans, 1973). Similarly, Parameswaran
(2003) asked Indian and American children to draw sketch maps of their neigh-
borhood and school. Parameswaran found that Indian children drew more detailed
maps of a smaller region, while American children drew less detailed, but better
coordinated maps of the overall spatial structure of the region and they included a
larger geographical area. In general it would appear that children with fewer op-
portunities to travel by car know their own neighborhoods very well, but have
less knowledge of surrounding regions than those who have the ability to travel
widely. Cognitive maps appear to mirror the nature of a child’s experience.

Sex differences. Several meta-analyses have concluded that clear sex differ-
ences exist in spatial and cognitive mapping abilities with men performing bet-
ter than women overall; however, the magnitude of sex effects varies as a func-
tion of the spatial ability measured. Men are much better than women at mental
rotation tasks, but differences in performance on other spatial visualization tasks
such as the embedded figure task are small but significant (Halpern, 2004; Linn
& Petersen, 1985; Voyer, Voyer & Bryden, 1995).

On real world cognitive mapping tasks, the picture is more mixed, but gener-
ally support the conclusion that men show better spatial skills. For example,
Allen (1974) found males to be superior to females on six tests of spatial abil-
ity. Siegel and Schadler (1977) showed that males were better at constructing
models of schoolrooms. McGuinness and Sparks (1983) found that males drew
more accurate sketch maps and include more detail on those maps. Webley and
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Whalley (1987) also showed boys to have superior cognitive mapping skills to
females. Everitt and Cawallader (1972) and Orleans and Schmit (1972) discovered
that husband drew more complete and comprehensive maps of their neighbor-
hoods than their wives. They also found that wives used the home as an anchor
point while their husbands used more abstract coordinates.

At least 14 studies have shown that men are better able to point accurately
toward landmarks than women largely in familiar (and sometime newly learned)
environments (Conning & Byrne, 1984; Cornell, Heth, & Boechler, 1999;
Curtis, Siegel, & Furlong, 1981; Gale, Golledge, Pellegrino, & Doherty, 1990;
Golledge, Ruggles, Pellegrino, & Gale, 1993; Golledge, Smith, Pellegrino,
Doherty, & Marshall, 1985; Holding & Holding, 1989; Hollyfield, & Foulke,
1983; Kirasic, Allen, & Siegel, 1984; Lawton, Charleston, & Zieles, 1996;
Lehnung et al., 2003; Matthews, 1992; Montello, 1991; Neidhardt & Schmitz,
2001). On the other hand, several other studies found no gender differences when
men and women learn the layout of new environments (Herman, Blomquist, &
Klein, 1987; Herman, Cachuela, & Heins, 1987; Montello & Pick, 1993). A
couple of the studies that found superior directional abilities among men, how-
ever, also found that women performed equally well at learning new paths from
one place to another in an unfamiliar environment (Lawton et al., 1996; Holding
& Holding, 1989).

How can one explain sex differences in localization of places? One explana-
tion that naturally follows from these data is that men may engage in more geo-
graphical exploration than women. Consistent with this idea, Beatty and Bruell-
man (1987) found that men had more geographical knowledge than women, but
there were no gender differences in the acquisition or retention of locations on
unfamiliar maps of simulated towns. Other researchers believe that males per-
form better at wayfinding in part because they have been culturally conditioned
to believe they are better able to navigate, and they suffer less anxiety when do-
ing so than females (Lawton, 1994, 1996; Lawton, Charlseton, & Zieles, 1996;
Schmitz, 1997).

Other possible explanations for sex differences posit that women and men use
different cognitive mapping strategies. Some researchers have suggested that
women are good at remembering paths, while men use a more abstract spatial
structure (Cornell et al., 1999; Everitt & Cadwallader, 1972; Lawton, 1994,
1996; Orleans & Schmidt, 1972). Others have suggested females organize their
spatial knowledge around landmarks or anchor points and are poor at integrating
these local regions or placing them into a larger spatial structure (Holding, 1992;
Sandstrom, Kaufman, & Huettel; 1998). Some researchers believe that the cog-
nitive mapping advantage of men arises as a consequence of their superior
mathematical abilities (Pearson & Ferguson, 1989).

In an article that can only be described as relentless, Malinowski and Gilles-
pie (2001) examined a number of these explanations of sex differences. The
authors studied 978 students at the United States Military Academy who engaged
in a wayfinding task as a requirement for graduation. Malinowski and Gillespie
found that males made significantly fewer errors and completed the task in less
time than females. The authors then used multiple regression analysis to show
that a number of alternative explanations for sex differences could not fully ac-
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count for these differences. The authors showed that sex differences still remained
even after taking into account differences in mathematical ability, athletic abil-
ity, anxiety, self-confidence, previous experience, and motivation. In addition,
the multiple regression analysis showed that mathematical ability and previous
experience were also significant predictors (above and beyond the affects of gen-
der) of wayfinding skill.

Cognitive mapping in the blind. Studies on the effects of visual impairment
on spatial ability often compare performance between sighted subjects, blind-
folded subjects with normal vision, adventitiously blind individuals who lost
their sight after the first few years in life, and congenitally blind individuals who
were born blind or lost their sight very early in life. Studies in this area are often
very inconsistent, in part because most of them rely on very small numbers of
blind subjects (Loomis et al., 1993). In some cases, the performance of a single
blind individual is compared to sighted subjects. Given this lack of statistical
power, it is not surprising that some studies find significant differences in per-
formance between blind and sighted subjects while others do not.

Early work on the blind proposed that they were incapable of spatial thinking
and could not form cognitive maps (Van Senden, 1932/1960). More recently,
Dodds, Howarth, and Carter (1982) led congenitally and adventitiously blind 11-
year-old children along a series of routes over repeated trials. They found that
congenitally blind children showed “a complete lack of spatial understanding” as
they performed much more poorly at pointing, map drawing, and spatial reason-
ing tasks that adventitiously blind children.

Other researchers have found that the spatial skills of congenitally blind indi-
viduals are no worse than adventitiously blind and blindfolded individuals. For
example, Landau, Gleitman, and Spelke (1981) compared spatial performance of
a 2-1/2-year-old blind child to blindfolded children with normal vision. They
found that the blind subject could chose the proper route from one location to
another as well as the blindfolded children. Passini, Proulx, and Rainville (1990)
asked congenitally blind, adventitiously blind, blindfolded, sighted, and poor
vision subjects to learn their way through a maze. Sighted and poor vision sub-
ject made the fewest errors, followed by the congenitally blind, with blindfolded
and adventitiously blind subject performing the worst. Loomis et al. (1993)
found that congenitally blind subjects performed as well at a pointing task as
adventitiously blind subjects and blindfolded subjects with normal vision.

In all likelihood, the truth about spatial abilities of the blind falls between
these two extremes. Blind individuals do have a spatial sense, but the way they
understand spatial layout is probably different from sighted people. For one
thing, spatial navigation is probably a more cognitively demanding task for the
blind. Passini, Delisle, Langlois, and Proulx (1988) showed that when asked to
engage in a wayfinding task in a complex building, congenitally blind subjects
performed as well as sighted controls, but they needed to plan their route in more
detail, they needed to stop more often to consider were to go next, and they
needed to gather and use significantly more bits of information.

Other researchers suggest that the blind are more likely to use a path-based
organization for their cognitive maps rather than an abstract, Euclidean one. For
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example Rieser, Lockman, and Pick (1980) asked congenitally blind, adventi-
tiously blind, and sighted individuals to estimate straight line distance and walk-
ing distance between landmarks. They found no significant difference between
groups on the walking-distance measure, but found congenitally blind individuals
performed worse than the adventitiously blind who performed worse than sighted
subjects on the straight line, Euclidean distance estimation task. Similarly, Bige-
low (1996) found that congenitally blind children (8 to 12 years of age) took
longer to learn and made more errors on a distance estimation tasks. Blind sub-
ject particularly had more trouble with a straight line distance estimation task
than with a route-learning task.

Others researchers believe that the blind use a more egocentric organization
for spatial information. Brambring (1982) and Dodds, Howarth, and Carter
(1982) said that congenitally blind individuals described the route from one loca-
tion to another in self-referential terms, while adventitiously blind individuals
described a route in terms of external referents. Consistent with an egocentric
organization, Byrne and Salter (1983) showed that the home is a particularly
important anchor point for the blind. They found that the blind made more accu-
rate direction estimates from their home than from other locations.

Other individual difference factors. A number of other individual-difference
factors appear to be related to cognitive mapping ability. First of all, some re-
searchers have found that high mathematical ability (as measured by performance
on the quantitative section of the SATs) leads to better performance on spatial
tasks (Malinowski & Gillespie, 2001; Pearson & Ferguson, 1989). Malinowski
and Gillespie (2001) also show that previous experience with outdoor activities
like camping, hunting, and hiking is associated with better wayfinding perform-
ance. Rovine and Weisman (1989) established that Embedded Figure Task per-
formance significantly predicted their subjects’ ability to select the best route on
a wayfinding task, estimate distance traveled, and estimate the number of turns
made.

Personality and emotional factors may also be related to cognitive mapping
ability. Bryant (1982) gave the California Personality Inventory to 85 under-
graduates and then asked them to point at various campus landmarks. She found
the pointing task errors were significantly negatively correlated with Capacity for
Status, Sociability, Social Presence, and Self-Acceptance scores. Herman,
Miller, and Shiraki (1987) noted that freshmen underestimated distances to loca-
tions they liked more than to distances they disliked. This effect of affect was not
present in seniors.

Distortions in Cognitive Maps

Neither direct space perception nor cognitive maps accurately reflect physical
layout. Despite the complexities discussed in previous chapters, the geometry of
directly perceived environments is relatively simple compared to that of cogni-
tive maps. In Chapter 4, I pointed out that distance estimation power functions
with exponents different from one distort visual space such that it no longer sat-
isfies the axioms of a metric space. This problem is even more acute for cogni-
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tive maps because distance estimation power function exponents for cognitive
maps deviate even further from unity than for direct perception.

In addition, cognitive maps show new types of distortions not seen in spatial
perception. In general, I would characterize many of these distortions as arising
from insufficient information or from information reduction on the part of the
mind. For example, cognitive maps are often incomplete. Unexplored areas form
blank spots in our understanding of which we are surprisingly unaware. Because
we are unlikely to want to go or even think of going to places that don’t exist in
our map, these blank spots often stubbornly persist (Krupat, 1985).

Good form, I say. One way we reduce information in cognitive maps is
through a tendency toward “good form” (Byrne, 1979). Non-parallel paths are
remembered as parallel, non-perpendicular intersections are remembered as per-
pendicular, curved paths are remembered as straight. For example, most people
would be surprised to learn that Miami is actually west of Quito, Ecuador, be-
cause they think of the Americas as lying along a straight line (Tversky, 1981).
In addition, people tend to idealize the orientation of frames of reference to sim-
plify the task of remembering. For example, the San Francisco Bay actually runs
from southeast at San Jose to northwest at San Francisco, although most people
seem to think the bay is aligned in a north-south orientation (Tversky, 1981).

Such simplifications ease the burden on memory, while violations of simpli-
fying heuristics make spatial layout difficult to remember. For example, Sadalla
and Montello (1989) asked subjects to walk along pathways that had turns in
them ranging from 0° to 180° in 15° increments. Subjects were then asked to
estimate the turn angle and to point toward the start of the pathway. Subjects
made the fewest errors on both tasks for 0°, 90°, and 180° turns. All angles were
estimated as being closer to 90° than they actually were. Montello (1991) found
similar results using naturally occurring locations in an urban setting. On the
other hand, Herman, Blomquist, and Klein (1987) found no difference in pointing
accuracy between two naturally occurring locations: one located in an area with
straight streets arranged in a regular grid and the other with curved streets that
did not intersect at right angles.

Howard and Kerst (1981) provide another example of tendency toward good
form. They used multidimensional scaling to form maps of a college campus
either based on long-term experience or based on studying a map. In the long-
term experience condition, observers tended to “square up” their maps by judging
the width and the depth of the campus to be nearly the same when they actually
differed markedly. Direct perception of maps did not produce these distortions,
although some tendency to “square up” was found among subjects who relied on
their memories of map study. There was also a propensity to break the campus
into three clusters of buildings. Distances within a cluster were underestimated
while distances between clusters were overestimated compared to physical reality.

Thinking in categories. This last finding is an example of another way in
which information reduction occurs in cognitive mapping. The complex details
of a map are often summarized into more general categories (Stevens & Coupe,
1978). Once again, most people would be surprised to learn that Reno, Nevada,
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is west of San Diego, California, because they know that California is generally
west of Nevada and all parts of the state are assumed to follow this general rule.
Similarly, we tend to group North America with South America and Europe
with Africa; so, people expect that North America should be aligned with
Europe. Most people are surprised to find out that Madrid is north of Washing-
ton, DC, and Paris is north of Toronto (Tversky, 1981).

Integration errors. The structural details of cognitive maps often don’t fit
together into coherent wholes. Brysch and Dickinson (1996) had subjects learn
two pathways. They then made orientation and distance judgments either between
points that were along the same pathway or between points that were on different
pathways. Directly experienced within-pathway judgments were more accurate
than inferred between-pathway judgments.

Integration between districts is difficult. For example, distance estimates
across edges are often much worse than judgments within a district or on the
same side of an edge (Canter & Tagg, 1975). On a smaller scale, the presence of
barriers that block sight of previously walked areas or make travel difficult wors-
ens distance and orientation judgments (Belingard & Péruch, 2000; Cohen,
Baldwin, & Sherman, 1978; Cohen & Weatherford, 1980; Herman, Miller, &
Heins, 1987; Sherman, Croxton, & Giovantto, 1979). Even when physical bar-
riers are not present, people learn maps in terms of hierarchically connected cate-
gories that still negatively affect distance estimates when subjects are asked to
make judgments across category groupings (McNamara, Hardy, & Hirtle, 1989).

Number of intersections. Paths through information rich environments with
many nodes and landmarks tend to be seen as longer than those through informa-
tion poor environments (Brennan, 1948; Downs & Stea, 1973; Lee, 1970). In
fact, when asked to draw maps people have a tendency to draw familiar elements
of their environment as disproportionately large. For example, New Yorkers
seldom comprehend how much of the country lies beyond the Hudson River.

Sadalla demonstrated this phenomenon, which he called “the angularity ef-
fect,” in two studies. In the first study, Sadalla and Staplin (1980) tested Downs
and Stea’s (1973) “route segmentation hypothesis” which proposed that the pres-
ence of environmental features like landmarks and nodes would cause a route to
be mentally segmented compared to a route without these features. Down and
Stea’s predicted that the increased information density would cause segmented
routes to seem longer. To test this hypothesis, Sadalla and Staplin asked observ-
ers to walk straight paths containing one, four, or seven intersections. The inter-
sections also varied in the number of route choices presented. Sadalla and Staplin
found that walking-distance estimates increased as the number of intersections
increased. However, inconsistent with Downs and Stea’s information density
concept, the number of alternative paths at each intersection did not influence
judgments. I will present a psychophysical explanation of the angularity effect
that does not suffer from this weakness later in the chapter.

In the second study, Sadalla and Magel (1980) asked subjects to walk one of
two paths: one had two 90° turns along it, and the other had seven 90° turns.
Although both paths were physically the same length, subjects consistently es-
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timated walking distance to be longer when they made more turns. On the other
hand, Herman, Norton, and Klein (1986) did not find that the number of turns
had any affect on walking distance judgments in four experiments employing
children of 7- to 11-years-old. In a critique of Herman et al., Heft (1988) notes
that Herman et al. controlled for route segmentation, and this equalization of
segments may account for not replicating Sadalla and Magel (1980). (See Her-
man (1988) for a reply.) Turns per se might not influence walking distance
judgments, but, consistent with Downs and Stea (1973) and Sadalla and Staplin
(1980), route segmentation may be the more important factor. Thus, the same
path from one location to another can change perceived length depending on
whether it has landmarks and nodes along its length.

Distance asymmetry. Cognitive maps violate metric axioms in yet another
way. Distance estimates are often not symmetric or commutative. That is, the
perceived distance from Point A to Point B can be different from the perceived
distance from Point B to Point A. For example, Lee (1970) asked people to es-
timate the inward distance from points outside the city to the city center or in the
opposite direction from the city center to outside the city. Lee found that inward
distances were underestimated while outward distances were overestimated. This
may be an example of “time flies when you are having fun.” Perhaps, people
who live in Dundee, Scotland, (where the study was performed) look forward to a
trip downtown, but are less enthused by the trip back.

To add to the confusion, Briggs (1973) and Golledge and Zannaras (1973)
found the opposite. Specifically, Golledge and Zannaras found that inward dis-
tances (from the subjects’ Ohio State campus to the downtown) were judge to be
longer than outward distances returning home. The authors proposed that stu-
dents would encounter more traffic as they approached downtown and that this
perceived increase in hassle would lead to negative affect. They also proposed
that the heavy traffic would lead people to mentally break the trip into short
travel segments, which according to the angularity effect should lengthen per-
ceived driving distance.

Burroughs and Sadalla (1979) and Sadalla, Burroughs, and Staplin (1980)
discovered another sort of distance asymmetry. In the later study, subjects were
asked to judge the distance from reference points (highly salient landmark or an-
chor points that help guide navigation) to non-reference locations. They also
asked subjects to start with non-reference location and judge the distance to refer-
ence points. They found that the perceived distance from a reference point to a
non-reference location was significantly smaller than the perceived distance from
a non-reference location to a reference point. Foley and Cohen (1984a) also found
asymmetries in judgments toward and away from a salient anchor point.

Cadwallader (1979) looked at violations of metric axioms for cognitive map-
ping distance judgments in another way. He had subjects make 3000 judgments
of inter-point distance. He compared pairs of judgments between the same loca-
tions to see if they violated commutativity. He found that 66% of the pairs
showed judgments differing from each other by more than 10%, 42% differed
more than 20%, 22% differed more than 30%, and 11% differed more than 40%.
He also found that distance judgments were sometimes intransitive. That is if the
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distance A is judged greater than B, and distance B is judged greater than distance
C; we would expect that distance A would be judged greater than distance C, but
Cadwallader found this was not always the case. Cadwallader also found that dis-
tance judgments violated the triangle inequality, another basic assumption of a
metric space.

Other cognitive mapping errors. Carreiras and Girling (1990) discuss an-
other odd fact about cognitive maps. People seem to have more difficulty keep-
ing the East-West dimension of their maps straight, while they have little diffi-
culty with the North-South dimension. Perhaps this has something to do with
experience with cartographic maps, where East—West is associated with right—left
body positions and North—South is associated with up and down. People seem to
find the right-left distinction more confusing than the up—down one, probably
because gravity resolves any doubt about the later distinction.

Elevation also influences distance judgments. For example, Hanyu and
Itsukushima (1995) had subject s walk paths that either included a stairway or a
flat path. Subjects then estimated the distance and time to walk each path. Time
and distance were overestimated for the path including the stairway while the flat
path led to accurate estimation.

The Psychophysics of Spatial Memory

While many researchers have studied cognitive maps, a relatively small number
have attempted to specify psychophysical functions relating perceived distance to
physical distance. Most studies on distance perception in this area merely statis-
tically compare distance estimates across conditions and never bother to look at
the functional form these judgments take.

Memory and the exponent. Nevertheless, some researchers have looked at the
affects of memory on distance judgments. For example, Wiest and Bell (1985)
reviewed 70 studies on distance perception and classified judgments in three
ways: based on direct perception of distance, based on memory following direct
perceptual experience, or based on general geographic knowledge (their “infer-
ence” judgment condition). Weist and Bell found that the average power function
exponents for direct viewing, memory, and inference were 1.08, .91, and .75,
respectively. This decline in exponents from perception to memory is consistent
with most other research in memory psychophysics (cf. Algom, 1992 for an
excellent review).

Chapter 5 of this book contains a much more extensive meta-analysis based
on over seven times as many studies and exponents. My meta-analysis found
that the average power function exponents for direct viewing, memory, and infer-
ence were 1.02, .87, and .77, respectively, for data derived from all judgment
methods and 1.04, .90, and .81 for magnitude estimation data. These numbers
are fairly consistent with those of Weist and Bell, and show a decrease in expo-
nents associated with memory and the lowest exponents associated with inference
conditions. My meta-analysis also showed that average coefficients of determina-
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tion (based on magnitude estimation data) are highest for direct perception (R* =
0.96), lower for memory judgments (R* = 0.85), and lowest for inference condi-
tions (R?= 0.81). Thus, cognitive maps do not follow a power function form as
well as direct perception judgments. This is not surprising given all of the
unique sources of error associated with cognitive maps just discussed.

One should note that, in both of these meta-analyses, inference judgments
were often based on knowledge of macro geographical features such as the dis-
tances between cities and the size of countries that must have been learned origi-
nally from maps. This sort of knowledge differs from true cognitive maps based
on the accumulation of individual experiences across time. The following com-
ments will largely focus on cognitive mapping studies.
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Figure 8.1. The top curve (open squares) shows the mean power function exponent for
distance judgments between campus locations as a function of acquisition time (in
days) since first moving to Lancaster, PA. The bottom curve (closed squares) shows
the standard deviation of distance judgment exponents as a function of time.
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Distance functions across acquisition. While cognitive mapping distance es-
timation exponents tend to be lower than those for direct perception, mapping
exponents increase with time and experience. Wagner and Feldman (1990) per-
formed a longitudinal study in which college freshmen, who were originally un-
familiar with the layout of the campus and the city (Lancaster, Pennsylvania),
were asked to make distance judgments between various locations on campus
over the course of 13 weeks. Subjects employed magnitude estimation relative to
a standard distance from the subject to a building that could be directly seen
through a window. Figure 8.1 shows the mean power function exponent for their
distance judgments as a function of time and experience with the environment.
The figure also displays the variability of these exponents. Notice that the power
function exponent increases significantly with time and experience with the envi-
ronment until it approaches about 1.1, values similar to those Wiest and Bell
and I found for direct perception. Also, notice that the variability in responding
decreases with time.
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Figure 8.2. The mean power function scaling constant for campus distance judgments
as a function of acquisition time (in days) since first moving to Lancaster, PA.
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Figure 8.3. The mean power function exponent for distance judgments between vari-
ous city locations as a function of acquisition time (in days) since first moving to
Lancaster, PA.

The scaling constant for the power function also changed with time. Figure
8.2 shows the average scaling constant for the best fitting power functions for
distance estimates as a function of time. The scaling constant has been normal-
ized so that accurate reporting of the standard distance results in a value of 1.0.
Note that the scaling constant shows a significant decline with time until it
reaches 1.0, which shows accurate use of the standard. The large size of the scal-
ing constant during the first few weeks can be attributed to one of three factors.
First, the standard may have been used improperly. Second, if the standard is
properly used, the scaling constant, which is the y-intercept on a plot of log-
judgment vs. log-distance, will shift with changes in the exponent, which is the
slope of the best fitting line on such a plot. Third, observers may actually per-
ceive partially familiar distances in their cognitive maps as being larger than
perceptually present distances like the standard.
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Observers were also asked to judge the distance between various locations in
the wider community. Average exponents as a function of time are shown in
Figure 8.3. Note that the exponent once again increases as a function of time.
However, the exponent reported here are much lower than those for campus loca-
tions and the exponent has yet to achieve an asymptote even after 13 weeks.
This trend probably arises because student geographical knowledge of the wider
community was still poor at the end of the term. I should also mention that the
variability of the exponent and the size of the scaling constant declined signifi-
cantly across time just as with campus judgments (although these trends showed
great variability than before).

Finally, observers also judged familiarity with locations, the strength of their
emotional reaction to locations, and the difficulty of going from one location to
another on a 7-point scale. Familiarity and emotional reactions increased signifi-
cantly with time, while travel difficulty ratings decreased significantly with time.

Other research on distance estimation exponents. Other researchers have also
looked at how power function exponents change as a function of acquisition. For
example, Foley and Cohen (1984a) had different groups of subjects estimate dis-
tance between locations in a major building on the University of Toronto cam-
pus. Some subjects rated distance prior to being given a tour of the building,
others after being given a tour, others after one year on campus, and a last group
after four years on campus. Pre-tour power function exponents averaged about
0.2, while post-tour exponents average about 0.7. Both 1- and 4-year resident
exponents averaged about 0.9. In a second study, Foley and Cohen (1984b) com-
pared performance of first year and fourth year students on distance estimates
within the same building. The power function exponent for first year students
was 0.83, while the exponent for fourth year students was 0.93. In both cases,
cognitive map distance estimation exponent increased along with acquisition,
approaching direct perception exponents after acquisition is complete.

In a comparable study, Kirasic, Allen, and Siegel (1984) asked college fresh-
men (more than 6 months on campus) and upper classmen (more than one year
on campus) to rate distances between different campus buildings. Distance esti-
mation exponents for freshmen averaged .56, while exponents for upper class-
men averaged .63.

Allen, Siegel, and Rosinski (1978) showed slides taken at 3 m increments
along a 645 m path through a commercial and residential neighborhood in Pitts-
burgh. In one study, slides were either presented in a random order or in sequence
and observers were asked to estimate distances between locations. Power function
exponents for the distance estimates were 0.43 following the random presenta-
tion and 0.74 for the sequential presentation. In a second study, observers were
given either one or two presentations of the slide sequence and once again asked
to make distance judgments. The exponent for a single presentation was 0.63,
but rose to 0.98 following a second presentation. Once again, this study shows
that the better one knows an environment, the higher the exponent.

Individual differences in cognitive mapping. Acquisition is not the only factor
that influences distance judgments. A small number of studies have suggested
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that individual differences can affect judgments. For example, Lowrey (1970,
1973) asked observers to use complete ratio estimation to judge the distance be-
tween various landmarks. He found that driving experience, which largely co-
varied with the observer’s SES, significantly influenced power function expo-
nents (Lowrey, 1973). The average power function exponent for drivers was 0.56
while the average for non-drivers was 0.38. On the other hand, the average expo-
nent for males (0.48) did not differ significantly from the average exponent for
females (0.50). The fact that drivers have higher exponents makes sense because
drivers have greater opportunities to explore their environment than non-drivers.
As with the acquisition data, the better an individual knows the layout of their
environment, the higher the power function exponent.

Canter and Tagg (1975) reported on 11 distance estimation experiments in
cities around the world. Ten of these studies employed undergraduates, and the
mean power function exponent for these studies ranged from 0.87 to 0.97, aver-
aging .93. On the other hand, when pedestrians in central Glasgow were ran-
domly recruited as subjects from off the street, the mean power function expo-
nent was only 0.52. This suggests that undergraduates may not be representative
of the population as a whole. Perhaps undergraduates (contrary to what you
would expect from faculty grousing) have superior quantitative or spatial skills
than the general population.

Different method, different maps? As with direct perception, different judg-
ment methods can lead to different pictures of cognitive maps. In fact, in some
studies, different methods have produced flatly contradictory results. For exam-
ple, Briggs (1973) asked college students to estimate the distance from the col-
lege to various locations. The locations were either further away from the down-
town area than the campus (“Away Judgments”) or they were closer to downtown
than the college campus (“Toward Judgments™). Some of the locations were cho-
sen to be along a straight major artery that passed by campus (“Straight Judg-
ments”’), while others were located along winding secondary roads (“Bends Judg-
ments”). Subjects were asked to judge road length both in terms of miles to the
target or using magnitude estimation relative to a standard distance. Analysis of
exponents showed the two judgment methods produced contradictory results. For
mileage estimates, the average exponent for Away Judgments (y = .61) was
larger than for Towards Judgments (y = .55), and the average exponent for Bends
Judgments (y = .76) was larger than for Straight Judgments (y = .48). Magni-
tude estimation judgments showed the opposite trends with Away Judgments
showing a smaller exponent (y = .66) that Toward Judgments (y = .97), and
Bends Judgments showed a smaller exponent (y = .74) than Straight Judgments
(y = .80).

Other studies have contrasted the two main methods of investigating cogni-
tive maps: direct estimation of inter-point distance and sketch mapping (Baird &
Wagner, 1983). For example, Sherman, Croxton, and Giovanatto (1979) asked
62 undergraduates to judge distance between all possible pairs of 10 locations on
the Miami University campus using magnitude estimation. Observers were also
asked to construct a map of the campus using ten wooden blocks, and distance
judgments were derive from measurements taken from their model. Power func-
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tions were applied to both sets of data. Magnitude estimation produced an aver-
age exponent of 1.05, while the average exponent for the mapping condition was
0.89.

Similarly, Baird, Merrill, and Tennenbaum (1979) asked ten undergraduates to
use magnitude estimation to make pair-wise distance estimates between various
Dartmouth campus buildings and compared these judgments to those derived
from maps subjects drew on a computer screen. The average magnitude estima-
tion exponent was 0.97 while the average mapping exponent was 0.92.

Finally, Kerst, Howard, and Gugerty (1987) had subjects study a map of a
fictitious college campus. Subjects then either made direct magnitude estimates
between locations while looking at the map, made magnitude estimates from
memory immediately after looking at the map, made magnitude estimates from
memory 24 hours later, made a sketch map from memory immediately after
looking at the map, or made a sketch map 24 hours later. The mean power func-
tion exponents for magnitude estimation were 1.09 for direct perception, 0.77 for
immediate memory, and 0.66 24 hours later. For mapping, the mean exponent
was 0.86 for immediate memory, and 0.83 24 hours later.

Taken together, these studies imply that direct perception exponents vary
quite a bit, but mapping exponents are always near to, but slightly below 1.0,
averaging about 0.9. Second, while power function exponents increase with in-
creasing experience with an environment, simple memory delay leads to a decline
in exponents.

Logically, mapping exponents cannot differ from 1.0 very much due to the
constraints that mapping places on judgments. As a consequence of the distor-
tions reported earlier, distance relationships in cognitive maps must be non-
Euclidean; however, the physical constraints of mapping together with the
measurement techniques used by the researchers investigating mapping force
these non-Euclidean judgments back into a Euclidean form. As I pointed out in
Chapter 4, power functions distort angular relations between the parts of a fig-
ure. Exponents that greatly deviate from 1.0 would not be able to fit on the
Euclidean map. Most particularly, Chapter 4 pointed out that while exponents
less than one will result in distorted angles on the new map, they can at least be
represented there. When distance judgments are transformed by power functions
with exponents greater than 1.0, angles in physical space often simply cannot be
represented at all on the new map. Therefore, it should be impossible for power
function exponents based on maps to be greater than 1.0.

Summary of the psychophysics of cognitive maps. The most important con-
clusion that can be derived from this review of psychophysical studies is that
judgment accuracy and power function exponents for cognitive maps are greatly
influenced by the quality and quantify of information available to specify distance
and the extent to which this information has been acquired. When more informa-
tion is available and subjects have learned this information well, judgments tend
to be more accurate and power function exponents tend to be higher.
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Theories to Account for Memory and Cognitive-Mapping
Data

A precision theory for acquisition and forgetting. As in other areas of mem-
ory psychophysics, power function exponents for distance judgments tend to be
lower for memory and inference conditions than they are for direct perception.
This pattern of results is inconsistent with one of the most widely known theo-
ries concerning the affects of memory on psychophysical judgment: the repercep-
tion hypothesis (Kerst & Howard, 1978; Moyer et al., 1978). According to this
theory, memory involves going through the same perceptual process a second
time. So, if perceived size is a power function of physical size with a given ex-
ponent, memory judgments would involve transforming perceived size once
more by the same power function used to determine perceived size in the first
place. In terms of physical size, this would mean that the power function is ap-
plied twice, and the exponent for memory judgments should be the square of the
exponent for perceptual judgments. That is,

J=ASY =8y’ (8.1)

Unfortunately, the distance estimation data don’t support the predictions of the
reperception hypothesis. If Wiest and Bell (1985) are correct and direct perception
produces an average exponent of 1.08, the reperception hypothesis would predict
that the exponent under memory conditions would increase to 1.17. This is very
different from the average exponents of 0.91 for memory and 0.75 for inference
that Weist and Bell reported. The meta-analysis reported in Chapter 5 of this
book, is also inconsistent with the reperception hypothesis. According to the
meta-analysis, the average exponent for direct distance estimation was 1.02 for
all data and 1.04 for magnitude estimation. Based on these data, the reperception
hypothesis would predict memory exponents of 1.04 and 1.08, respectively.
These are very different from memory exponents of 0.87 for all data and 0.90 for
magnitude estimation in the meta-analysis. Average inference exponents of 0.77
and 0.81, respectively, deviate even further from the reperception hypothesis’s
predictions.

Distance judgments are more consistent with a class of theories based on the
concept of uncertainty. One version of this uncertainty theory (Kerst & Howard,
1978; Moyer et al., 1978) attributes memory exponent declines to response con-
striction. Another version of this theory (Algom, Wolf, & Bergman, 1985) at-
tributes them to an overall change in dynamic response range.

Chapter 5 presented another theory to account for a wide variety of psycho-
physical effects using the uncertainty concept. In this approach, memory psy-
chophysics effects derive from the most basic of all psychophysical laws, We-
ber’s Law.

According to information theory, information acquisition reduces uncertainty,
while information loss should increase uncertainty. In terms of spatial percep-
tion, memory results in a loss of information, which increases uncertainty about
spatial layout compared to direct perception. As we have seen, cognitive maps
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(at least initially) are very incomplete compared to direct spatial perception, and
this also results in greater uncertainty about spatial layout. On the other hand,
acquisition of cognitive maps across time results in an increase in information
and decreases in uncertainty about spatial layout. Over very long periods of time,
observers may develop cognitive maps that are accurate enough that localization
certainty may rival direct perception.

Uncertainty about spatial layout should affect judgment precision. As a re-
sult, greater uncertainty should increase the size of JND’s for distance judgments.
This will, in turn, increase the size of the Weber Fraction under high uncertainty
conditions.

To be more specific, I propose that the primary effect of memory on psycho-
physical judgments is to reduce judgment precision. And thus, we would expect
Weber Fractions for memory and inference conditions to be higher than in direct
perception conditions. Recent empirical work supports this conclusion by find-
ing that memory conditions produce higher Weber Fractions (Al-Zahrani et al.,
1997; Baranski & Petrusic, 1992).

In Chapter 5, we used Fechnerian Integration to derive the power function
based on this theory. This derivation produced the following equation:

J= kSh/k (8.2)

where J is a judgment, S is the physical size of a stimulus, A is the scaling con-
stant, k is the Weber Fraction, and % is the Ekman constant (which is related to
number usage).

Thus, the exponent in a power function depends on how precisely subjects
can differentiate between stimuli and how precisely they use numbers to make
judgments. If memory conditions make our knowledge of stimuli less precise
and this increases the size of the Weber fraction, k, Equation 8.2 implies that
this will lead to a decline in the exponent— just as memory psychophysics and
cognitive mapping data typically shows.

On the other hand, acquisition of cognitive maps implies a gain in informa-
tion across time. As a result, judgment precision should increase and the Weber
Fraction should decrease as time passes and as observers come to know their
environment better. According to this scenario, Equation 8.2 would predict that
the exponent should increase with time during acquisition, just as the data
shows.

Explaining the angularity effect. A second cognitive-mapping phenomenon
that is easy to explain mathematically is the “angularity effect.” Segmented
routes, with many turns and intersections, are often perceived as being longer
than physically equivalent routes that are not segmented (Brennan, 1948; Downs
& Stea, 1973; Lee, 1970; Sadalla & Magel, 1980; Sadalla & Staplin, 1980).
However, some researchers have not been able to replicate this effect (Herman,
Norton, & Klein, 1986).

Downs and Stea (1973) proposed that segmented routes contained greater in-
formation density, and that information rich routes seem longer. However, Sa-
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dalla and Staplin found that increasing information density by presenting more
alternative paths at each intersection did not affect distance judgments. Thus,
Downs and Stea’s information density concept cannot account for the angularity
effect. I believe a simpler, psychophysical explanation can explain the angularity
effect and also suggest why this phenomenon does not always occur.

In Chapter 4, while discussing the fact that distance judgments often fail to
satisfy the axioms of a metric space, particularly the triangle inequality, we men-
tioned the following inequality holds (See Baird, Wagner, and Noma, 1982, for a
proof):

al *b >(a+b) ifab>0,y<1 (8.3)
al *b' <(+b)l ifab>0,y> 1.

Because cognitive mapping distance functions are fairly well described by a
power function and because the exponent of this power function is generally
considerably less than 1.0, Equation 8.3 implies that the sum of the perceived
lengths of the two route segments should be longer than the perceived length of
the unsegmented route. In other words, the low exponents that are typically
found with cognitive mapping distance estimation should lead to a strong angu-
larity effect. On the other hand, if the observer knows the spatial layout so well
that the exponent is close to 1.0, no angularity effect would occur, and the sum
of the two segments would equal the unsegmented route under these circum-
stances. It is possible that Herman et al. could not replicate that angularity effect
because their subjects’ distance functions had exponents near 1.0.

How Cognitive are Cognitive Maps?

Since the fall of Behaviorism in the late 1960’s or early 1970’s, psychology has
been dominated by the cognitive science paradigm. In so doing, psychology has
returned to its Structuralist and Psychoanalytic roots after a half-century hiatus in
which consideration of the problems of mind was temporarily suppressed. It is
no accident that the cognitive mapping literature began in earnest at about the
same time that cognitive psychology rose to prominence. The cognitive revolu-
tion provided much of the impetus that motivated the development of cognitive
mapping research and many of the theoretical approaches and concepts used by
cognitive mapping researchers are explicitly cognitive in nature. Even the name
“cognitive mapping” implies that cognitive maps are inherently cognitive enti-
ties that must be understood in those terms. However, I believe that the cogni-
tive science paradigm has left much of psychology, and cognitive mapping in
particular, entangled in a theoretical morass that can only be escaped by leaving
behind the cognitive science paradigm altogether.

So, what’s the problem? In my view, human conceptions vary in the degree
to which they are tied to reality. Some conceptions are directly tied to observ-
ables. For example, statements about the physical layout of an environment can
be confirmed by some set of operations. For small environments, distances be-
tween locations and the direction from one location to another can be directly
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measured using tape measures and protractors. For larger-scale environments,
measurements can be made off maps or aerial photographs. Similarly, human
wayfinding behavior can be observed and operationalized. Individuals can also
report on their own conscious images and perceptions of spatial layout using
words or numeric estimates. Admittedly, we cannot know how accurately words
and estimates reflect experience, and no one can examine another’s experience and
confirm such observations. Yet, at least, we firmly know that conscious experi-
ence exists, and introspection is a form of observation that references something
real. If introspective reports deviate too much from a person’s experience, we
expect the person to say “No, I had that wrong; here is what I really perceived.”
In addition, introspection has the virtue of consensual validation. Multiple indi-
viduals can compare their introspective reports, achieving a measure of confi-
dence in reports that reflect a commonality of experience.

Unfortunately, the conceptions of cognitive psychology do not have the same
level of reality found in physical, behavioral, and introspective data. The theo-
retical entities of cognitive psychology exist in an ephemeral land of representa-
tions. No set of operations exists to test the validity of representations. They
cannot be measured directly like physical layout; they cannot be observed like
behavior; and they are not open to introspection like conscious experience. No
matter how advanced our knowledge of brain physiology becomes, no one will
ever stumble across a representation when looking at the brain. Complex pat-
terns of neural firing and chemical changes in neurons will be found in plenty,
but representations will not be found among the thicket. Cognitive entities exist
nowhere other than the imagination of the cognitive psychologist. Borrowing a
concept from Gould (1996), cognitive psychology reifies concepts, ascribing
reality to something that actually exists only in thought.

This is why I referred to cognitive science as a return to our Psychoanalytic
roots. The realm of representations differs little from Freud’s Unconscious mind.
Only the style of furniture has changed in the black box, but the same objection
can be made to both representations and the unconscious. They are both imagi-
nary territories filled with imaginary conceptions that are only loosely tied to
data.

Working with a black box has its advantages. The cognitive theorist has lit-
erally infinite degrees of freedom for their modeling, limited only by the bounds
of the human imagination. As Wilcox (1992) points out, such modeling can
never truly be predictive. As Wilcox says, “We cannot, by definition, know
about unconscious events except by inferring them from the very things we are
trying to predict, if we cannot predict from the environment, we cannot predict at
all” (p. 44.). Because we know that there are an infinite number of concepts
waiting on the bench, cognitive theories (like those of psychoanalysis) can’t
really be falsified. In the face of contrary data, one merely modifies the theory,
presenting it again after a quick fix.

The best that cognitive psychology can offer are descriptive theories that
model past data. However, even at the inception of cognitive psychology,
Chomsky (1968) was aware that creating a successful descriptive model doesn’t
necessarily mean that people actually do something in the same fashion as the
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model. Countless models can describe the same data; models that may have very
little to do with the way humans actually operate.

In psychoanalysis, Freud was fond of not only proposing unconscious enti-
ties and their dynamics, but he also allowed for these entities to be transformed
before their conscious expression. He would speak of a chain of associations,
symbolic reinterpretation, and conversion into the opposite. In this way his
model could be made to fit any set of data. I remember one paragraph in his
“Wolfman” case study in which no fewer than four transformations occur in suc-
cession (Freud, 1918). Similarly, a cognitive system consists of a whole set of
fabrications. A cognitive model has the freedom to suggest a wide range of repre-
sentation types, relationships between representations, chains of events that the
elements follow through time, and transformations that occur as the entities are
realized in experience and behavior.

The real danger here is that the cognitive approach often drives researchers to
waste effort to resolve false controversies. I am old enough to remember the
great Analog vs. Propositional Debate. The propositional side of this debate
asserted that memory was like language and that all memories were stored in
terms of sentence like structures. The analog side was willing to admit that
memory contained propositions, but they felt that in addition to this, memory
also contain continuous representations akin to images. For years, untold effort
was directed at supporting one side of this debate while attacking the other.
Study after study was performed designed to resolve the debate, but every time a
critical study appeared to decide the issue in favor of one side in the debate, the
other side was able to show that its theory could also account for the new data
after all. Finally, after years of research, Anderson (1978) wrote a famous Psy-
chological Review article that mathematically proved that for every propositional
model there exists an equivalent analog model that can generate the same predic-
tions and visa versa. Since Anderson convincingly demonstrated that no data
could ever differentiate between the theories, cognitive researchers quietly dropped
the problem and moved on to argue about other equally irresolvable issues.

So, what is the alternative? Ben-Zeev (1986) believed that memory can be
thought of in two ways. In the substantive approach, the mind is thought to be a
set of entities along with a storage place for them. Cognitive psychology fol-
lows the substantive approach. Representations are stored in the unconscious
mind. The other way to think of memory is the relational approach. Here, the
mind consists of a set of capacities and a set of actualized states. Memory is a
process that leads to behavior and conscious experience as end products. Ryle
(1949) would say that memory is best thought of as a mental achievement.

Applying this to the problem at hand, the substantive approach would think
of cognitive maps as being a mental map that exists in the head somewhere that
is recalled at need. According to this approach, the goal of research should be to
describe this unconscious entity. In the relational approach, cognitive maps are
the end product of a reconstructive process. While one could study changes in
neural structure and the sequence of neural activity that accomplish this process,
no map-in-the-head exists.

If one takes the relational approach seriously, cognitive mapping research has
a different purpose. The goal of research is now to describe the relationship be-
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tween knowable entities and to make sense of that relationship. The new ques-
tion research must address is simply “How does the layout of the physical envi-
ronment and characteristics of observer relate to our experience and to wayfinding
behavior?” In truth, little is lost by abandoning the map-in-the-head concept,
because the most memorable and important contributions of past mapping re-
search were already directed at this question.

My view is somewhat reminiscent of Skinner (1985) who accused cognitive
psychologists of misusing the metaphor of storage and retrieval and speculating
about inaccessible internal processes. However, unlike Skinner, I believe that
conscious experience also constitutes a type of datum that is legitimately an
object of study. To me, experience is also an observable.

Others, such as Wilcox (1992), make argument similar to my own to argue
for adopting a Gibsonian paradigm in the place of cognitive science. However,
contrary to the doctrine of Naive Realism, our perceptions do not always accu-
rately reflect the world. As we have seen time after time in this book, our per-
ceptions and the actions we take based on them are sometimes greatly in error.
For psychology to be complete, we cannot simply dismiss pervasive and sys-
tematic distortions in perception. We must study and explain the process that
leads us to sometimes get things wrong as much as we must study and explain
how we sometimes get things right.

Rejecting a representational or structural view of cognitive maps in favor of a
functional or relational view would seem to imply rejecting the existence of any
geometry of cognitive maps. If the unconscious picture in the head does not ex-
ist, hasn’t the geometry we might attempt to model also disappeared?

While one might not be able to model cognitive representations, one can
model people’s experience of spatial layout that arises at the end of the recon-
structive process. As I have said many times before, as long as coordinates can
be assigned to locations (based on physical coordinates) and as long as we can
systematically predict judgments of metric properties like size, distance, area,
angle, and direction taking into account location of places and contextual vari-
ables, then a geometry for cognitive maps still exists. This cognitive map ge-
ometry is likely to be more complex than the geometry of visual space arising
from direct perception, and it is likely to deviate even further from Euclidean or
even Riemannian ideals, but it still should be possible to make progress investi-
gating these experiential spaces that develop across time.

The Geometry of Cognitive Maps

Having said this, the geometry of cognitive maps is very strange indeed. Cogni-
tive mapping geometry violates many of the axioms that traditional geometries
assume. For example, the structural elements of cognitive maps differ from di-
rect perception. Paths, the lines that make up cognitive maps, are seldom
straight. Unlike traditional geometry, some locations in cognitive maps are more
significant than others such as landmarks, destinations, and anchor points. The
regions that make up cognitive maps are seldom fully integrated, resulting in a
patchwork of mini-maps or districts that define regions that are in turn organized
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around anchor points. These mini-maps are often bounded by edges that often
make cross mini-map integration incomplete. In addition, these mini-maps are
linked together hierarchically to form structures that cover larger areas, but in
less detail.

The structure of cognitive maps differs from person to person, with some
individuals relying on a path-based organization (the young, females, the less
mobile, the blind, and those with poor mathematical or spatial skills), while
others develop more abstract, global organizations (the old, males, the well-
traveled, the sighted, and those with good mathematical and spatial skills). Al-
though it is tempting to think of these representations as being two-dimensional
like most maps, our cognitive maps eventually take on a three-dimensional char-
acter, although elevation judgments are often in error.

Cognitive maps are distorted in still other ways that are different from tradi-
tional geometries. For example, cognitive maps have many holes in them in
which whole regions of physical space are undefined in the cognitive map. Cog-
nitive maps show evidence of mental simplification in that cognitive maps are
perceived as containing straighter, more parallel, and more perpendicular ele-
ments than physical reality. Cognitive maps are also incorrectly reoriented to
align themselves with cardinal directions of a compass. In addition, the details of
cognitive maps are often summarized into categories, and inter-location judg-
ments are often more based on these categories than on the inter-location rela-
tionships that truly exist in the real world. In addition, cognitive map distance is
influence by information density, unlike traditional geometries.

Cognitive maps violate many of the axioms of metric or Riemannian spaces.
For example, distance estimates are often asymmetrical and do not show transi-
tivity. Distance judgments also often do not conform to the triangle inequality.
The lack of smooth transitions across gaps and edges indicate that cognitive
maps do not constitute a Riemannian manifold, nor do they constitute a topo-
logically valid transformation of physical space. In Chapter 4, we pointed out
that distance estimation exponents that differ from 1.0 yield distortions in angu-
lar judgments and the inability of the parts of these geometries to fit into coher-
ent wholes. Because cognitive mapping exponents tend to differ from 1.0 even
more than direct estimation exponents, these problems apply even more strongly
to cognitive maps. All of these distortions are particularly extreme when a per-
son first begins developing a cognitive map, and they become less profound as
the person comes to know the area better. Thus, the geometry of cognitive maps
is not constant, but it is a shifting, changing entity that adjusts to experience.

Therefore, it would appear that cognitive maps do not conform to any tradi-
tional geometric model. While I do believe that geometries for cognitive maps
exist, the problem of determining the exact nature of these geometries is difficult
and challenging.
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The Geometries of Visual Space
Conclusion

This chapter has two purposes. First, it attempts to distill the conclusions that
can be drawn based on evidence presented in the foregoing chapters. Secondly, it
looks to the future, expanding the concept of experiential space to modalities
other than vision and suggesting research opportunities that past research has not
fully explored.

Lessons Learned

The first conclusion that presents itself from the data discussed in this book is
that visual space is not the same as physical space. Despite of the claims of
Gibsonian Naive Realism (Gibson, 1979), our perceptions often do not match
physical reality under very ordinary circumstances. Even under full-cue, naturalis-
tic conditions, distance, area, angle, and volume judgments are transformed by
power functions that generally do not have exponents precisely equal to 1.0. In
addition, the in-depth dimension of visual space typically evinces an affine trans-
formation relative to the frontal dimension. Under reduced-cue settings (which
generally occur at least once a day in the natural world), these distortions are
even more pronounced.

Secondly, the human mind is flexible enough and the world provides enough
variation that no single geometry can fully encompass human visual experience.
We can think of distance as the crow flies, as route distance, and as an artist
would paint it. We can take into account the laws of perspective or ignore them.
We can apply city-block metrics, time metrics, and effort metrics. We can meas-
ure visual space using different psychophysical techniques, and each leads to a
different metric on the space. Even if the physical world produced a single image
in the mind, the geometry of that image changes when people place a different
metric on it. Even looked at physically, a flat piece of paper can host an infinite
set of geometries; it is only forced to be Euclidean when distance is defined in a
Euclidean way. The human mind can quickly shift from one metric to another
just as we can shift the forward face of a Necker Cube with a small mental effort,
and with each shift in metric, a new geometry applies to visual space.

In addition, physical context and stimulus conditions can shape the geometry
of experience. Full-cue and reduced-cue conditions alter our experience of depth,
from an expansive dimension under well-lit, natural settings to one in which the
dimension almost vanishes altogether and the world seems to lie on the surface
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of a sphere surrounding the person under completely reduced circumstances. The
geometry of the space changes when we view a scene from different perspectives,
shifting with the orientation of the stimulus relative to our position. The pres-
ence or absence of reference frames can alter our perceptions of the world. Allow-
ing people to move their heads or bodies produces different metric functions than
highly controlled conditions with bite-bars and monocular vision.

One could limit discussion by saying that only a single mental metric, only a
single method of measurement, only a single experimental layout, and only a
single set of stimulus conditions legitimately describe visual space. Yet, any
attempt to do this inevitably throws away large amounts of data. I believe our
field is better off accepting that a multiplicity of geometries exist and attempting
to develop meta-theories that show how the geometries change as a function of
mental set and circumstances.

I draw another conclusion from the foregoing chapters that might be contro-
versial to some. I feel the analytic approach to geometry, in which one defines a
geometry by developing coordinate equations describing the metric properties of
a space, is generally more useful to psychologists than the synthetic approach,
in which one defines a geometry through listing global postulates.

Although past attempts at specifying visual space synthetically have been
sophisticated and often seductively beautiful (for one who has the eye to see this
sort of beauty), empirical evidence has not been kind to these theories. For ex-
ample, not one of the six axioms of Luneburg’s hyperbolic geometry model has
been supported by research, nor have predictions derived from Luneburg’s model
been supported, such as those concerning visual space being bounded, visual
space having constant negative curvature, the sum of the angles of a triangle
being perceptually less than 180°, and the surface of Vieth-Miiller circles as be-
ing perceptually at a constant distance from the observer. In addition, the Blu-
menfeld visual-alley experiment that Luneburg’s model was created to explain
can be accounted for in more conventional ways which are more closely aligned
to past size-constancy research. Luneburg’s model appears to only work under a
very narrow set of conditions in which no head or body motion is allowed and
monocular cues to depth are absent. Most damning to me, Luneburg’s (1948)
report that observers do not perceive the distance alleys as being parallel or even
forming straight lines calls into question whether Blumenfeld visual alleys really
violate Euclid’s parallel postulate at all. No second parallel to a line through a
given point appears to truly exist.

Yet, other proposed synthetic geometries such as the Euclidean and spherical
geometries, have not faired much better. Most of Luneburg’s axioms are equally
essential to these other geometries constant curvature as they are to a hyperbolic
account. Empirical rejection of these axioms not only disconfirms the hyperbolic
model, but it disconfirms Euclidean and spherical models as well.

The analytic approach proves far more flexible and general than the synthetic
approach, and it is much easier to develop models analytically for the affects of
context, instructions, and judgment method. Rather than ignoring the bulk of the
space perception literature, the analytic approach can incorporate these data into
its models.
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By the way, a distinction should be made between the analytic approach and
specific examples of analytically defined spaces like metric spaces, Banach
spaces, and Riemannian geometries. We have shown that visual space some-
times violates the basic assumptions of all three of these specific sorts of ana-
lytic geometries. (And one should note that this failure is also a challenge to
most synthetic geometries, because they are simply special cases of these more
general spatial structures.) Nevertheless, we can still use the analytic approach to
model data that is so poorly behaved that it does not satisfy these very general
assumptions. We can develop quasi-metrics that describe judgments analytically
even though we recognize that the equations we produce do not fall within any
common mathematical class. The analytic approach is more general than any of
its subtypes.

This book also justifies a number of conclusions concerning the psychophys-
ics of metric judgments. First of all, the power function appears to fit these
judgments very well, particularly for direct perception. Coefficients of determina-
tion average about .95 for perceptual distance, area and volume judgments. Al-
though most previous work has focused on the exponent of this function, a few
studies have found that the scaling constant of this equation is also meaningful.
Compared across conditions, variations in the scaling constant indicate a general
tendency to report larger numbers in one condition compared to the other.

On the average, people are quite good at judging distance. The average power
function exponent for distance judgments was 1.02, very close to the linear ex-
ponent of 1.0. Exponents for area and volume judgments were lower, averaging
0.84 and 0.64 respectively. However, averages can be deceiving. After all, I have
heard it said that the average household with children has two-and-a-half kids, and
I have yet to see a half child. Around these averages, exponents show a great deal
of variation attributable to contextual conditions.

A number of factors significantly affect the size of the exponent. As Teght-
soonian’s Dynamic Range Theory (1971) predicted, stimulus range had a strong
influence on judgments for all metric dimensions. Larger stimulus ranges pro-
duce smaller exponents. Judgment method also affected exponents, with power
function exponents being generally higher for magnitude estimation. Direct per-
ception typically leads to higher exponents that memory, and memory leads to
higher exponents than inference conditions in which knowledge is accumulated
across time. Exponents appear to increase with age, and exponents are higher for
indoor rather than outdoor settings. For distance estimation, the presence of a
standard leads to lower exponents. For area and volume judgments, objective
instructions give rise to higher exponents than apparent instructions.

These results are largely consistent with the idea that greater uncertainty leads
to poorer judgment precision, and poorer judgment precision leads to lower ex-
ponents. A combination of this precision theory and Teghtsoonian’s Dynamic
Range Theory would seem to account for the great majority of the direct percep-
tion data.

This book also leads to a number of conclusions about the size-constancy
literature. For example, instructions have a powerful affect on size judgments.
Under full-cue conditions, objective and perspective instructions typically are
associated with overconstancy, apparent instructions approximately show con-
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stancy, and projective instructions lead to strong underconstancy. One largely
sees constancy or overconstancy for full-cue settings, but strong underconstancy
results from highly reduced-cue conditions. Frontally oriented stimuli are more
likely to produce constancy or overconstancy, while flat stimuli are likely to
show underconstancy. Judgment ability also develops across time. Young chil-
dren almost always display underconstancy, and as children grow older, we see
more constancy and overconstancy. Judgments become similar to those of adults
about the point that children enter Piaget’s Formal Operations period. Early re-
search also suggests that more intelligent and artistic subjects are better able to
assume projective attitudes.

Although a small number of studies that manipulate “known-size” have pro-
duced inconsistent data, the vast majority of size-constancy research appears to
validate the Size-Distance Invariance Hypothesis. My version of this model,
which avoids many of the simplifying assumptions most past researchers have
applied, does a credible job of mathematically modeling the form of past size-
constancy research. This model also attempts to unify the direct estimation and
size-constancy literatures. In particular, power function exponents derived from
the model tend to show similar affects of context as those seen in the direct es-
timation data. The model also does a credible job of explaining the moon illu-
sion, although a more complete explanation of this phenomenon probably re-
quires thinking of moon size as being a perceived visual angle.

This book has also discussed research that looks at more than one dimension
of visual space at one time. Two of my own studies lead to the clear conclusion
that for relatively distant stimuli, the in-depth dimension of visual space is se-
verely compressed relative to the frontal dimension when compared to physical
space. This compression becomes even more pronounced under reduced-cue con-
ditions. These studies tested a number of candidate models for visual space and
found little support for the hyperbolic or spherical models. On the other hand,
the data were consistent with visual space being an affine transformed version of
physical space. A slightly better model conceived of visual size in terms of vec-
tors in which the in-depth vector component shrinks compared to physical space.

A large number of other studies have found similar compression in the in-
depth dimension of visual space for distant stimuli. However, recent work shows
that when stimuli approach the resting state of accommodation and convergence
at about two meters from the observer, the degree of compression changes rap-
idly. For near stimuli, the compression goes away, and for stimuli closer than
one meter from the observer some studies have even found an expansion in the
in-depth dimension relative to the frontal one. I have suggested that this change
in the compression parameter may have something to do with the relative rate of
change in the sizes of visual angles of frontal and flat stimuli as they approach
the observer.

One factor which may complicate modeling of metric functions is recent work
indicating that perceived size may be influenced by the shape of the stimulus or
the presence of reference frames. In addition, other work implies the existence of
a least two semi-independent spatial systems, one that guides action and a second
that corresponds to our conscious perceptions of spatial layout.
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Finally, this book has also considered cognitive mapping and the affects of
memory on spatial judgment. Cognitive maps include non-spatial elements like
feelings, memory associations, and functional meaning. The basic taxonomy
Lynch proposed in 1960 still seems to describe the spatial elements of cognitive
maps. Cognitive maps are still thought to be composed of paths, landmarks,
nodes, edges, and districts, although the meaning of some of these terms have
evolved. For example, Golledge’s anchor point concept which is defined by the
salience of a location to an individual seem more precise and relevant than
Lynch’s publicly defined landmarks.

Research has shown that learning cognitive maps is an active process that
best occurs when a person intentionally focuses on the layout of an environ-
ment, develops action plans to explore it, and devotes attention to the process.
People seem to learn paths and landmarks first, and then integrate their path
knowledge relative to salient anchor points, perhaps by a multidimensional scal-
ing like process. They then add details within each district and develop links
between them. Only after considerable time, do people develop a true three-
dimensional image of their environment.

A number of individual differences affect cognitive map acquisition. Young
children appear to use a path based representation of their environment while
older children and adults achieve a true spatial map. Free exploration and naviga-
tional responsibility improve children’s mapping ability. Men appear to have
better spatial abilities than women, and the blind appear to have cognitive maps
similar to those of young children. High mathematical ability and extensive out-
door activity experience improve cognitive mapping ability.

Cognitive maps are subject to error. There tend to be many blank spots, a
tendency to good form, integration errors, categorical thinking, and asymmetrical
distance estimation. Judgments often show an angularity effect in which a path
with many intersections or turns is seen as longer as a physically equivalent
continuous path.

Psychophysically, cognitive mapping distance estimation exponents tend to
be lower than those for direct perception. However, cognitive mapping expo-
nents increase along with experience during acquisition. Judgment method
strongly influences distance estimates in cognitive maps. In general, sketch
maps produce exponent that are slightly less than 1.0, while magnitude estima-
tion exponents can deviate widely from this ideal value.

Once again, the cognitive mapping data can be explained by the concept of
uncertainty. Memory exponents tend to be less than perceptual exponents be-
cause forgetting introduces an element of uncertainty into knowledge of spatial
layout. Similarly, exponents increase across acquisition, because knowledge of
spatial layout improves as people learn about their environment.

Finally, I argue that the whole concept of a map-in-the head is questionable,
as is all theorizing in terms of representations. A better way to think of memory
is a relational model, in which memory is thought of as a mental achievement
and the goal of theory is to relate known quantities of physical layout, wayfind-
ing behavior, and conscious experience.
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Future Research Directions

Experiential space. Most of this book has focused on vision for the very sim-
ple reason that most past work on space perception has looked at this sense.
However, I believe that visual space is only one member of a larger class, that of
experiential space. Humans are able to make judgments about the location of
objects based on their other senses as well.

One sense that we have discussed at various places in this book is touch. We
discussed the origin of haptic space in Chapter 4 and compared visual perception
to haptic perception in Chapter 7. It’s hard to say how purely haptic most of
these studies are, because most of the studies involved having people look visu-
ally at a target and then reach for or walk to the target without vision. In this
sense, much of the past work on haptic space has really concerned a blend of
vision and touch. However, a few researchers, such as Solomon and Turvey
(1988), Armstrong and Marks (1999), and Schwartz (1999), have truly separated
the two dimensions. Haptic space was also discussed in Chapter 8 when we
talked about cognitive map acquisition in blindfolded and blind subject.

Another sense that we have spent very little time on thus far is audition. Al-
though poorer than vision, people do have some capacity to localize objects us-
ing their hearing. Auditory localization is complicated by the presence of echoes,
which most researchers attempt to control. As such, it is difficult to know how
much of this research truly describes auditory localization under ordinary, natural
conditions (Zahorik, 1999).

Let me briefly describe a few studies on auditory space. Unfortunately, the
number of studies is too small to allow for any firm conclusions to be reached
about the geometry of auditory space.

As one example, Cochran, Throop, and Simpson (1968) asked observers to
judge the distance from themselves to speech sounds originating either 1 to 29 m
away in an open field. They found that errors increased sharply as distance in-
creased, and that the data fit a power function with a low exponent (although the
exact exponent was not reported). When observers stood in an elliptical room,
judgments were much worse and did not fit a power function very well.

Mershon, Desaulniers, Amerson, and Kiefer (1980) showed that people had a
tendency to localize a sound source as coming from a visually obvious source
even when this source was not the true one unless the two differed by a very
large amount. This suggests that our perception of auditory space is often cap-
tured by our visual experience.

Ashmead, Davis, and Northington (1995) showed that people were better able
to walk to a sound source if they could listen to the sound as they moved. Thus,
observers are able to use what might be called auditory motion parallax (what the
authors called acoustic tau) to aid in distance estimation.

Loomis, Klatzky, Philbeck, and Golledge (1998) had observers walk blind-
folded to a target that they had either seen or heard previously. Visually guided
walking was much more accurate than auditorially guided walking.

Brungart, Durlach, and Rabinowitz (1999) asked subjects to point at sound
sources generated in random locations within 1.5 m from the subjects. Localiza-
tion was better for more distant stimuli and for stimuli located further off of the
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median plane; that is, observers could better determine the location of sound
sources off to the side rather than located straight ahead. On the other hand,
Simpson and Nation (1997) found little change in overall accuracy in distance
estimates to sound sources for faced and side sources, although there was a ten-
dency for observers to overestimate distance to faced sources and underestimate
distance to side sources.

One sense that has received very little attention is olfaction. Anyone who has
needed to hunt down the origin of an offensive odor knows that one can follow
one’s nose to some extent. This implies that in a world of odors we are to some
extent aware of the spatial layout of their sources. This olfactory geometry is no
doubt very imprecise, and yet imprecise of not, the geometry of smell deserves
to be studied.

Trillo (1985) conducted the only study that I know of concerning olfactory
space. She tested whether or not distance estimates based on smell showed transi-
tivity, commutativity, and a true zero point (Do subjects perceive zero distance
when they are located at the source of the smell?). She found that olfactory space
did not show any of these features. She concluded that olfactory space is not
Euclidean. I might add, that olfactory space is not a metric or Banach space ei-
ther.

Suggestions for future research. My review of the direct estimation research in
Chapter 5 revealed a number of potential research opportunities. Very little direct
estimation research has been done under truly reduced-cue, night-like settings.
This is surprising given the degree to which this variable has been studied in the
size-constancy literature. Similarly, very few direct estimation studies have given
projective instructions to their subjects in spite of the importance of these in-
structions to size-constancy researchers. In addition, the great majority of this
research has employed magnitude estimation; this is particularly true of area,
volume, and angle estimation. Surprisingly few direct estimation studies employ
category estimation, despite of the general impression that perception texts give
that category estimation is a major psychophysical technique.

Area, volume, and angle estimation have more unexplored territory that future
researchers could explore. For example, few studies look at area judgments in
natural outdoor settings and few have looked at the affects of stimulus orienta-
tion on area judgments. Volume judgment under natural outdoor settings has
also not been examined. Indeed, there have been relatively few studies that look
at the direct estimation of volume at all. The direct estimation of angles is virtu-
ally a virgin field begging for research.

On the other hand, the size-constancy work could benefit from looking at
some of the variables that have proven important in the direct estimation litera-
ture. Size-constancy techniques could look at the affects of stimulus range,
memory, age, and indoor vs. outdoor conditions.

Visual space perception, like physics, should generalize into the fourth di-
mension: time. Because the metric functions that describe visual space depend
on factors such as perspective, visual geometry should change as a function of
time for a moving observer. Yet, these motions also acts a cue to depth; so, one
might expect that the change in metric might not be a simple one, and rate and
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direction of motion might influence our perception of spatial layout. In addition
to looking at the affects of self-motion on visual space perception, the motions
of the external objects are likely to influence our perceptions. Both self-motion
and object motion are in need of further study.

Another area that needs further attention is the application of our knowledge
of spatial perception to practical concerns. Although past researchers have ap-
plied spatial perception to driving, flying, map reading, sports performance, sur-
gical accuracy, and the plight of special populations (Gillan, Schmidt, & Ha-
nowski, 1999; Hiro, 1997; Kong, Zhang, Ding, & Huikun, 1995; Lapa & Le-
meshchenko; 1982; McBeath, Shaffer, & Kaiser, 1995; Moore, 1907; Oudejans,
Michaels, Bakker, & Dolne, 1996; Reinhard & Anthony, 1996; Roscoe, 1979,
1982, 1985; Turano & Schuchard, 1991; Westra, Simon, Collyer, & Chambers,
1982; Zhang, Huang, Liu, & Hou, 1995), more work is needed. As Dewey
would say, a science best justifies itself when it helps improve the lives of our
fellow humans. More work must be done.

In Conclusion

Space perception has a rich history. Too often, psychologists chase the latest
fashion and ignore the historical and philosophical context from which their
work arises. Some might feel that only current research is relevant because our
instrumentation and our knowledge of methodology are superior to that which
came before. I reject this notion. The great majority of researchers throughout
the last century and beyond have been careful thinkers who have often employed
clever and precise methods. The test of a good theory should be if it is able to
explain a century’s worth of data. Research that responds to only the most recent
conceptions and data is likely to be redundant and add less to our knowledge than
the researchers believe. History can, and often does, repeat itself in our field.

I believe that this book convincingly demonstrates that introspective reports
can lead to a rich and sophisticated science. In answer to Watson’s behavioristic
challenge, progress is possible in the study of conscious experience. In addition,
this book also answers Lockhead’s (1992) charge that psychophysics is a sterile
discipline that has failed to adequately incorporate the affects of context on judg-
ments. When taken together the space perception literature really can be thought
of as a thorough examination of precisely this issue.

However, taking context into account requires flexibility on the part of the
theorist. No single geometry can account for the wide variety of research findings
that psychologists have uncovered. The quest to determine the geometry of vis-
ual space is hopeless. Instead we must embrace the complexity of human per-
ception and try to see how visual geometry varies as a function of instructions,
method, and experimental conditions. Our goal should be to find not the geome-
try of visual space, but the geometries of visual space.
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