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Preface to the Third Edition

It is hard to believe that it has been 21 years since the publication of the first edi-
tion of this book, and 11 years since the publication of the second edition. In the
intervening years, the progress of the Global Navigation Satellite System (GNSS)
has been staggering. GNSS usage is nearly ubiquitous, providing the position, ve-
locity, and timing (PVT) information that enables applications and functions that
permeate our daily lives.

In 1996, when the first edition of this book was published, GNSS included two
fully operational satellite navigation systems: the U.S. Global Positioning System
(GPS) and the Russian GLONASS. By the time the second edition was published in
2006, GNSS had regressed with respect to the total number of operational satellites
due to a decline in size of the GLONASS constellation.

Today, not only is GLONASS back to full strength, but GPS and GLONASS are
also being modernized and further GNSS users worldwide are benefitting from the
deployment of two more global satellite navigation systems: the Chinese BeiDou
and the European Galileo. One regional system—Navigation with Indian Con-
stellation (NavIC)—has been fully deployed, and another is in development, the
Japanese Quasi-Zenith Satellite System (QZSS). A myriad of GNSS augmentations
are available and provide enhanced performance for those users who require more
than the GNSS constellations alone can provide.

The objective of this third edition is to provide the reader with a complete sys-
tems engineering treatment of GNSS. The authors are a multidisciplinary team of
experts with practical experience in the areas that are addressed within this text.
They provide a thorough, in-depth treatment of each topic.

Within this text, updated information on GPS and GLONASS is presented. In
particular, descriptions of new satellites, such as GPS III and GLONASS K2 and
their respective signal sets (e.g., GPS III L1C and GLONASS L30C), are included.

New to this edition are in-depth technical descriptions of each emerging satel-
lite navigation system: BeiDou, Galileo, QZSS, and NavIC. Dedicated chapters
cover each system’s constellation configuration, satellites, ground control system
and user equipment. Detailed satellite signal characteristics are also provided.

Over the past two decades, we’ve heard from many engineers that they learned
how GPS receivers work from prior editions of this book. For the third edition,
the treatment of receivers is updated and expanded in several important ways.
New material has been added on important receiver components, such as anten-
nas and front-end electronics. The increased complexity of multiconstellation,



multifrequency receivers, which are rapidly becoming the norm today, is addressed
in detail. Other added features of this edition are the clear step-by-step design
process and associated trades required to develop a GNSS receiver, depending on
the specific receiver application. This subject will be of great value to those readers
who need to understand these concepts, either for their own design tasks or to aid
their satellite navigation system engineering knowledge. To round out the discus-
sion of receivers, updated treatments of interference, ionospheric scintillation, and
multipath are provided along with new material on blockage from foliage, terrain,
and man-made structures.

Since the second edition was published, there have been major developments in
GNSS augmentations, including differential GNSS (DGNSS) systems, Precise Point
Positioning (PPP) techniques, and the use of external sensors/networks. The numer-
ous deployed or planned satellite-based augmentation system (SBAS) networks are
detailed, including WAAS, EGNOS, MSAS, GAGAN, and SDCM, as are ground-
based differential systems used for various applications. The use of PPP techniques
has greatly increased in recent years, and the treatment in the third edition has
been expanded accordingly. Material addressing integration of GNSS with other
sensors has been thoroughly revamped, as has the treatment of network assistance
as needed to reflect the evolution from 2G/3G to 4G cellular systems that now rely
on multiconstellation GNSS receiver engines.

While the book has generally been written for the engineering/scientific com-
munity, one full chapter is devoted to GNSS markets and applications. Marketing
projections (and the challenge thereof) are enumerated and discussion of the major
applications is provided.

As in the previous editions, the book is structured such that a reader with a
general science background can learn the basics of GNSS. The reader with a stron-
ger engineering/scientific background will be able to delve deeper and benefit from
the more in-depth technical material. It is this ramp-up of mathematical/technical
complexity along with the treatment of key topics that enables this publication to
serve as a student text as well as a reference source.

Over 18,000 copies of the first and second edition have been sold throughout
the world. We hope that the third edition will build upon the success of these, and
that this text will prove to be of value to the rapidly increasing number of engineers
and scientists working on systems and applications involving GNSS. We wish you,
the reader, the very best in your GNSS endeavors!

Elliott D. Kaplan
Christopher ]. Hegarty
The MITRE Corporation
Bedford, Massachusetts
May 2017



Introduction

Elliott D. Kaplan

1.1 Introduction

Navigation is defined as the science of getting a craft or person from one place to
another. Each one of us conducts some form of navigation in our daily lives. Driving
to work or walking to a store requires that we employ fundamental navigational
skills. For most of us, these skills necessitate utilizing our eyes, common sense, and
landmarks. However, in some cases where a more accurate knowledge of our posi-
tion, intended course, and/or transit time to a desired destination is needed, naviga-
tion aids other than landmarks are used. These may be in the form of a simple clock
to determine the velocity over a known distance or the odometer in our car to keep
track of the distance traveled. Other navigation aids transmit electronic signals and
therefore, are more complex. These are referred to as radionavigation aids.

Signals from one or more radionavigation aids enable a person (herein referred
to as the user) to compute their position. (Some radionavigation aids provide the
capability for velocity determination and time dissemination as well.) It is impor-
tant to note that it is the user’s radionavigation receiver that processes these signals
and computes the position fix. The receiver performs the necessary computations
(e.g., range, bearing, and estimated time of arrival) for the user to navigate to a
desired location. In some applications, the receiver may only partially process the
received signals with the navigation computations performed at another location.

Various types of radionavigation aids exist, and for the purposes of this text,
they are categorized as either ground-based or space-based. For the most part,
the accuracy of ground-based radionavigation aids is proportional to their operat-
ing frequency. Highly accurate systems generally transmit at relatively short wave-
lengths and the user must remain within line of sight, whereas systems broadcast-
ing at lower frequencies (longer wavelengths) are not limited to line of sight but are
less accurate. The satellite navigation (SATNAV) systems that exist at the time of
this writing utilize relatively short wavelengths and are generally highly accurate
and line-of-sight-limited. These systems can be augmented to provide enhanced
performance as well as to overcome line-of-sight limitations.



1.2 GNSS Overview

Today, there are numerous SATNAV systems operating around the world. Some
are global and others only provide service within a certain region. The term Global
Navigation Satellite System (GNSS) is defined as the collection of all SATNAV
systems and their augmentations. (Unfortunately, the term GNSS is also widely
used today to refer to any individual global SATNAV system. This book utilizes
the original definition, but the reader should be aware of the second definition.)
The SATNAV systems discussed within this book are the Chinese BeiDou Navi-
gation Satellite System (BDS), the European Galileo system, the Russian Federa-
tion GLObal Navigation Satellite System (GLONASS), the U.S. Global Positioning
System (GPS), India’s Navigation with Indian Constellation (NavIC), and Japan’s
Quasi-Zenith Satellite System (QZSS).

The GNSS provides accurate, continuous, worldwide, three-dimensional posi-
tion and velocity information to users with the appropriate receiving equipment;
it also disseminates time within the Coordinated Universal Time (UTC) timescale.
Global constellations within the GNSS, sometimes referred to as core constellations,
nominally consist of 24 or more medium Earth orbit (MEO) satellites arranged in 3
or 6 orbital planes with four or more satellites per plane. A ground control/moni-
toring network monitors the health and status of the satellites. This network also
uploads navigation and other data to the satellites. With the exception of the ra-
diodetermination service (RDSS) provided by a portion of the BDS, which relies on
active ranging to geostationary satellites for positioning, the SATNAV systems dis-
cussed within this book provide service to an unlimited number of users since the
user receivers operate passively (i.e., receive only). These SATNAV systems utilize
the concept of one-way time of arrival (TOA) ranging. Satellite transmissions are
referenced to highly accurate atomic frequency standards onboard the satellites,
which are in synchronism with an internal system time base. All of the SATNAV
systems discussed within this book broadcast ranging codes and navigation data on
two or more frequencies using a technique called direct-sequence spread spectrum.
Each satellite transmits signals with the ranging code component precisely syn-
chronized to a common timescale. The navigation data provides the means for the
receiver to determine the location of the satellite at the time of signal transmission,
whereas the ranging code enables the user’s receiver to determine the transit (i.e.,
propagation) time of the signal and thereby determine the satellite-to-user range.
This technique requires that the user receiver also contain a clock. Utilizing this
technique to measure the receiver’s three-dimensional location requires that TOA
ranging measurements be made to four satellites. If the receiver clock was synchro-
nized with the satellite clocks, only three range measurements would be required.
However, a crystal clock is usually employed in navigation receivers to minimize
the cost, complexity, and size of the receiver. Thus, four measurements are required
to determine user latitude, longitude, height, and receiver clock offset from internal
system time. If either system time or altitude is accurately known, less than four
satellites are required. Chapter 2 provides elaboration on TOA ranging as well as
user position, velocity, and time (PVT) determination. Present-day commercial user
equipment utilizes measurements from multiple SATNAV constellations to form
the PVT solution. This ensures signal availability if problems are experienced with
one or more SATNAV systems.



Regional SATNAV systems are comprised of the same three segments as the
global systems: space, control, and user. The key difference is that the space seg-
ment utilizes satellites in geostationary and/or inclined geostationary orbits that
provide coverage over the region of interest. The Chinese BDS, NavIC [formerly
called the Indian Regional Navigation Satellite System (IRNSS)], and QZSS utilize
satellites in these orbital configurations. While the BDS incorporates geostationary
and inclined geostationary satellites, it will also have 27 MEO satellites when fully
deployed so will provide both a global service and enhanced service within the re-
gion surrounding China. (Section 2.3.2 describes these various orbit types.)

1.3 Global Positioning System

Since its inception in the 1970s, the U.S. Global Positioning System (GPS) has con-
tinually evolved. System performance has improved in terms of accuracy, availabil-
ity and integrity. This is attributed to not only major technological enhancements of
the three segments: space, control and user but also to increased experience of the
U.S. Air Force operational community. Chapter 3 provides details on GPS.

GPS provides two primary services: Precise Positioning Service (PPS) and Stan-
dard Positioning Service (SPS). The PPS is an encrypted service intended for mili-
tary and other authorized Government users. The SPS is free of direct user fees
and is in use by billions of civil and commercial users worldwide [1]. Both services
provide navigation signals for a user receiver to determine position, velocity and
UTC referenced to the U.S. Naval Observatory (USNO).

For the space segment, seven satellite blocks have been developed to date, with
each block providing increased capability. At the time of this writing, the GPS con-
stellation consisted of Block IIR, Block IIR-M, and Block IIF satellites. By Febru-
ary 2016, all Block IIF satellites had been launched. The first GPS III satellite was
planned for launch in the 2018 timeframe [2]. Figures 1.1 and 1.2 are artist depic-
tions of the GPS Block ITF and GPS III satellites on orbit.

The nominal GPS constellation consists of 24 satellites in 6 MEO orbital planes,
known as the baseline 24-slot constellation. For many years, the U.S. Air Force
(USAF) has been operating the constellation with more than the baseline number of
satellites. In June 2011, the U.S. Air Force formally updated the GPS constellation
design to be expandable to accommodate up to 27 satellites in defined slots. This
formalized reconfiguration of up to 27 satellites has resulted in improved coverage
and geometric properties in most parts of the world [3]. Additional satellites (be-
yond 27) are typically located next to satellites that are expected to need replace-
ment in the near future.

Improvements have been made to the control and space segments such that
the root mean square (rms) value of the space and control segment contribution
to ranging error from all satellites in the constellation is approximately 0.5m. The
control segment continues to evolve with the Next Generation Operational Con-
trol Segment known as OCX planned to become operational prior to 2025.

In terms of user equipment, civil SPS users have a choice of various types of
receivers in multiple form factors (e.g., wristwatch, handheld, or mobile phone
application). The majority of these utilize signals from GPS and other GNSS
constellations.



Figure 1.1 GPS Block IIF satellite. (Courtesy of The Boeing Company.)
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Figure 1.2 GPS Il satellite. (Courtesy of Lockheed-Martin.)

At the time of this writing, the GPS Directorate continued to oversee the de-
velopment and production of new satellites, ground control equipment, and the
majority of U.S. military user receivers.

1.4 Russian GLONASS System

The Global Navigation Satellite System (GLONASS) is the Russian counterpart
to GPS. GLONASS provides military and civil multifrequency L-band navigation
services for PVT solutions for maritime, air, land, and space applications both in-
side Russia and internationally. The form of time provided to users is UTC(SU).
GLONASS consists of a constellation of satellites in MEO, a ground control seg-
ment, and user equipment. GLONASS is described in detail in Chapter 4. At the
time of this writing, there were 24 active satellites and 2 spares. The number of
spare satellites is planned to increase to 6. Under the 24-satellite concept, the per-
formance of all 30 satellites will be determined by GLONASS controllers and the



best 24 will be activated. The remaining six will be held for backup or in reserve.
Periodically, the mix will be evaluated and, if necessary, a new best set of 24 will be
defined. At the beginning of 2017, the GLONASS constellation was populated with
two types of spacecraft: Glonass-M, which is a modernized version of the original
legacy spacecraft launched from 1982 through 2005, and the newer Glonass-K1
spacecraft design, first launched in 2011. Russia planned to introduce the next gen-
eration of spacecraft, Glonass-K2, starting in 2018. Figures 1.3 and 1.4 depict the
Glonass-M and Glonass-K1 satellites, respectively.

Both Glonass-M and Glonass-K1 satellites broadcast short- and long-ranging
codes and navigation data using frequency division multiple access (FDMA). These
satellites also broadcast a code division multiple access (CDMA) ranging code
with navigation data, which, at the time of this writing, is serving as a test signal.
GLONASS signal characteristics and frequency assignments are contained in Sec-
tion 4.7.

The Glonass-K satellites carry a search-and-rescue payload (SAR). The payload
relays the 406-MHz SAR beacon transmissions that are designed to work with the
currently deployed COSPAS-SARSAT system.

GLONASS is supported by a network of ground sites mainly located within the
borders of Russia and augmented by monitor sites outside its borders.

GLONASS provides an authorized (military) navigation and a civil navigation
service similar to GPS. The Russian government has decreed that the GLONASS
open service is available to all national and international users without any limi-
tations. Thus, it is presently incorporated in multiconstellation GNSS single-chip
receivers used by millions every day.

1.5 Galileo Satellite System

In 1998, the European Union (EU) decided to pursue a satellite navigation system
independent of GPS designed specifically for civilian use worldwide. The develop-
ment of the Galileo system has followed an incremental approach. Each of the sub-
sequent phases had its own set of objectives. The two major implementation phases

Figure 1.3 Glonass-M satellite. (Courtesy of Brian Terrill.)



Figure 1.4 Glonass-K1 satellite. (Courtesy of Brian Terrill.)

are the in-orbit validation (IOV) phase and the full operational capability (FOC)
phase. The IOV phase has been completed. IOV provided the end-to-end validation
of the Galileo system concepts based on an initial constellation of four operational
Galileo spacecraft and a first ground segment. Accomplishing a successful service
validation campaign, performed throughout 2016, the European Commission (EC)
declared the start of the Galileo Initial Services on December 15, 2016.

The system is presently in the FOC phase. FOC will complete the deployment
of the Galileo constellation and ground infrastructure and achieve full operational
validation and system performance. During the deployment completion, the infra-
structure will be integrated and tested in system builds that contain gradually en-
hanced segment versions, increasing number of remote elements and satellites. The
ongoing FOC phase will lead to the fully deployed and validated Galileo system.
During this phase, the Galileo system will be handed over in stages to the EC and
the European GNSS Agency (GSA)! for service provision and exploitation.

When completed, GALILEO will provide multiple levels of service to users
throughout the world. Four services are planned: an open service that will be free
of direct user charges, a commercial service that will combine value-added data to
a high-accuracy positioning service, a public regulated service strictly for govern-
ment-authorized users requiring a higher level of protection (e.g., increased robust-
ness against interference or jamming), and support for search and rescue.

At the time of this writing, a 30-satellite MEO constellation and a full world-
wide ground control segment were in development. Figure 1.5 depicts a Galileo
satellite. One key goal is to be interoperable with GPS. Primary interoperability
factors being addressed are signal structure, geodetic coordinate reference frame,

1. The European GNSS Agency (GSA) is an agency of the European Union (EU). The GSA’s mission is to
support EU objectives and achieve the highest return on European GNSS investment, in terms of benefits
to users, economic growth, and competitiveness. www.gsa.europa.eu.



Figure 1.5 Galileo satellite. (OESA-P. Carill.)

and time reference system. Full operational capability has been planned for 2020.
Chapter 5 describes the Galileo system including satellite signal characteristics.

1.6 Chinese BeiDou System

The BDS is a multifunction SATNAYV system that integrates many services. Upon its
completion scheduled for 2020, BDS will provide global users with PVT services. It
will provide a form of UTC traceable to the National Time Service Center (NTSC)
of the Chinese Academy of Science denoted as UTC(NTSC). In addition, it will also
provide users in China and surrounding areas with a wide-area differential service
with positioning accuracy of better than 1m, as well as a short message service
(SMS). Those services can be classified as the following three types [4, 5]:

1. Radionavigation satellite service (RNSS): The RNSS comprise the basic
navigation services that all GNSS constellations offer, namely PVT. As with
other GNSS constellations, using signals of multiple frequencies, BDS pro-
vides users with two kinds of services. The open services are available to
global users free of charge. The authorized services are available only to
authorized users.

2. RDSS: The RDSS is unique to BDS among the GNSS constellations. These
services include rapid positioning, short messaging, and precision timing
services via GEO satellites for users in China and surrounding areas. This



was the only service type provided by Phase 1 of BDS deployment, BD-1.
This functionality has been incorporated into BDS as the system continues
to evolve to FOC. With more in-orbit GEO satellites, the RDSS service per-
formance has been further improved with respect to the two GEO satellites
in Phase 1.

Since the BDS RNSS offers better passive positioning and timing perfor-
mance, the SMS is the most useful feature in the RDSS service family, and
is widely used for user communications and position-reporting. From the
viewpoint of RDSS services, BDS is actually a satellite communication sys-
tem with SMS services. A user identification number is required for a user
to use the RDSS services; hence, the RDSS services belong to the authorized
service category.

3. Wide-area differential services: The augmentation systems of other GNSS
systems (see Chapter 12) are built independently from their nominal sys-
tems. For example, after GPS was deployed, the United States developed
an independent augmentation system, Wide Area Augmentation System
(WAAS), to meet the demands of the civil aviation industry. The multi-
ple GEO satellites in the BDS constellation make it possible to have an
integrated design to combine the nominal services with the augmentation
services. As one of the important BDS services, the space-based augmenta-
tion system has been designed and developed in parallel with the nominal
system in the BDS development process.

The deployment of the BDS global system with 335 satellites (5 GEO, 3 inclined
GEO and 27 MEOQ) is planned to be completed by around 2020 [6]. Figures 1.6
and 1.7 illustrate the BDS GEO and IGSO/MEQ satellites, respectively.

1.7 Regional Systems

1.7.1 Quasi-Zenith Satellite System (QZSS)

QZSS is a regional civil SATNAV system operated by the Japan Aerospace Explo-
ration Agency (JAXA) on behalf of the Japanese government. The QZSS constel-
lation currently consists of one satellite in an inclined-elliptical-geosynchronous
orbit (denoted as a quasi-zenith (QZ) orbit), providing high-elevation coverage to

Figure 1.6 BDS GEO satellite [6].



Figure 1.7 BDS IGSO/MEO satellite [6].

complement and augment the U.S. GPS (and potentially other GNSS constellations)
over Japan. This QZSS satellite is providing experimental navigation and messaging
services. By 2018, plans call for the QZSS constellation to expand to four satel-
lites (one satellite in geostationary orbit and three in QZ orbits), and by 2023 the
constellation is planned to consist of seven satellites (one in geostationary orbit, the
others in QZ orbits) that will provide independent regional capability in addition
to complementing or augmenting other GNSS constellations [7-9]. Figure 1.8 is a
depiction of a QZSS satellite.

QZSS is designed to provide three types of services: navigation services to com-
plement GPS, differential GPS augmentation services to improve GPS accuracy,
and messaging services for public safety applications during crisis or disasters. As
the constellation is completed, QZSS will provide an independent regional naviga-
tion capability independent of other GNSS constellations in addition to the current
services.

Currently, QZS-1 provides operational services that are being used for a vari-
ety of applications in Japan and experimental services which are being tested for
future operational use. Planned QZS-2 through QZS-4 satellites will add new ex-
perimental augmentation services. Satellites in QZ obits will provide satellite-based
augmentation services (SBAS) corrections while the GEO space vehicle (SV) will

Figure 1.8 QZSS satellite. (Courtesy of Brian Terrill.)



provide S-band messaging services. The navigation and augmentation charges are
offered free of any user fees. Section 7.1 provides details on QZSS.

1.7.2 Navigation with Indian Constellation (NavIC)

NavIC is a regional military and civil SATNAV system operated by the Indian Space
Research Organization (ISRO) in cooperation with the Indian Defense Research
and Development Organization (DRDO) [10, 11]. While other SATNAV systems
work primarily in the L-band, NavIC transmits navigation signals in both the L5-
band and S-band.

At the time of this writing, NavIC consisted of 3 geostationary and 4 inclined-
geosynchronous satellites, ground support segment, and user equipment. The sys-
tem provides PVT for a region from 30° South Latitude to 50° North Latitude and
from 30° East Longitude to 130° East Longitude, which is a region approximately
extending about 1500 km around India. A NavIC satellite is depicted in Figure 1.9.

NavIC provides two levels of service, a public Standard Positioning Service
(SPS) and an encrypted Restricted Service (RS); both will be available on both
L5-band (1176.45 MHz) and S-band (2492.028 MHz) [12-14]. NavIC SPS is de-
signed to support both signal-frequency (L5-band) position fixes using a broadcast
ionospheric-correction model and dual-frequency using L5-band and S-band to-
gether [15]. A common oscillator provides the timing of both the L5- and S-band
signals, thus allowing the receiver to measure the ionospheric delay in real-time and
allowing the user equipment to apply corrections. Details of NavIC are contained
in Section 7.2.

1.8 Augmentations

Augmentations are available to enhance standalone GNSS performance. These can
be space-based such as a geostationary satellite overlay service that provides satel-
lite signals to enhance accuracy, availability, and integrity or ground-based as in a
network that assists embedded GNSS receivers in cellular telephones to compute a
rapid position fix. The need to provide continuous navigation between the update

Figure 1.9 NavIC (IRNSS) satellite. (Courtesy of Brian Terrill.)



periods of the GNSS receiver, during periods of shading of the GNSS receiver’s
antenna, and through periods of interference, is the impetus for integrating GNSS
with various additional sensors. The most popular sensors to integrate with GNSS
are inertial sensors, but the list also includes dopplerometers (Doppler velocity/
altimeters), altimeters, speedometers, and odometers, to name a few. The method
most widely used for this integration is the Kalman filter.

In addition to integration with other sensors, it can also be extremely benefi-
cial to integrate a GNSS sensor within a communications network. For example,
many cellular handsets now include embedded GNSS engines to locate the user in
the event of an emergency, or to support a wide variety of location-based services
(LBS). These handsets are often used indoors or in other areas where the GNSS
signals are so highly attenuated that demodulation of the GNSS navigation data by
the handset takes a long time or is not possible. However, with network assistance,
it is possible to track weak GNSS signals and quickly determine the location of the
handset. The network can obtain the requisite GNSS navigation data from other
GNSS receivers with a clear-sky view or other sources. Further, the network can
assist the handset in a number of other ways such as the provision of timing and a
coarse position estimate. Such assistance can greatly increase the sensitivity of the
GNSS sensor embedded in the handset enabling it to determine position further in-
doors or in other environments where the GNSS signal is highly attenuated. Chap-
ter 13 covers both integration of GNSS with other sensors and network-assisted
GNSS.

Some applications, such as precision farming, aircraft precision approach, and
harbor navigation, require far more accuracy than that provided by standalone
GNSS. They may also require integrity warning notifications and other data. These
applications utilize a technique that dramatically improves standalone system per-
formance, referred to as differential GNSS (DGNSS). DGNSS is a method of im-
proving the positioning or timing performance of GNSS by using one or more ref-
erence stations at known locations, each equipped with at least one GNSS receiver
to provide accuracy enhancement, integrity or other data to user receivers via a
data link.

There are several types of DGNSS techniques and depending on the applica-
tion, the user can obtain accuracies ranging from millimeters to decimeters. Some
DGNSS systems provide service over a local area (10-100 km) from a single refer-
ence station, while others service an entire continent. The European Geostationary
Navigation Overlay Service (EGNOS) and Indian GAGAN system are examples
of wide area DGNSS services. Chapter 12 describes the underlying concepts of
DGNSS and details a number of operational and planned DGNSS systems.

1.9 Markets and Applications

Today’s 4 billion GNSS deployed devices are projected to grow to over 9 billion
by 2023. That is more than one unit for every person on Earth. It is anticipated
that while the United States and Europe will grow at 8% per year, Asia and the
Pacific Region will grow at 11% per year. The total world market is expected to
grow about 8% over the next 5 years due primarily to GNSS use in smart phones
and location-based services. Revenues can be broken into core elements like GNSS
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hardware/software sales and the enabled revenues created by the applications. With
these definitions, annual core revenue is expected to be just over €100 billion ($90
billion) by 2020. Enabled revenue stays fairly flat at €250 billion ($225 billion)
over the period, but is estimated to rise dramatically after 2020 as Galileo and Bei-
Dou reach full operational capability [1]. Figure 1.10 shows the projected growth
of the installed base of GNSS receivers and Figure 1.11 shows the growth of GNSS
devices per capita. The projected global GNSS market size through 2023 is shown
in Figure 1.12.

GNSS revenue growth between now and 2023 was estimated to be dominated
by both mobile users and location-based services as shown in Figure 1.13.

Applications of GNSS technology are diverse. These range from navigating a
drone to providing a player’s position on a golf course and distance to the hole.
While most applications are land-based such as providing turn-by-turn directions
using a smartphone, there are also aviation, maritime, and space-based usages. Fur-
ther discussion on market projections and applications is contained in Chapter 14.

Organization of the Book

This book is structured to first familiarize the reader with the fundamentals of
PVT determination using GNSS. Once this groundwork has been established, the
SATNAV systems mentioned above that comprise the GNSS are described. Each
description provides details of the system architecture, geodetic and time references,
services and broadcast navigation signals.

Next, the discussion focuses on how a GNSS receiver is actually designed. A
step-by-step description of the design process and associated trades required to
design a GNSS receiver depending on the specific receiver application is put forth.
Each stage of a creating a GNSS receiver is described. Details of receiver signal
acquisition and tracking as well as range and velocity measurement processes are
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Signal acquisition and tracking is also analyzed in the presence of interference,
multipath and ionospheric scintillation. GNSS error sources are examined followed
by an assessment of GNSS performance (accuracy, availability, integrity, and conti-
nuity). GNSS differential techniques are then covered. Sensor-aiding techniques in-
cluding automotive applications and network-assisted GNSS are presented. Finally,
information on GNSS applications and their corresponding market projections is
discussed. The highlights of each chapter are summarized next.

Chapter 2 provides the fundamentals of user PVT determination. Beginning
with the concept of TOA ranging, the chapter develops the principles for obtain-
ing three-dimensional user position and velocity as well as UTC from a SATNAV
system. Included in this chapter are primers on GNSS reference coordinate systems,
Earth models, satellite orbits, and constellation design. This chapter also provides
an overview of GNSS signals including commonly used signal components. Back-
ground information on modulations that are useful for satellite radionavigation,
multiplexing techniques, and general signal characteristics including autocorrela-
tion functions and power spectra is covered.

In Chapter 3, details of GPS are presented. These include descriptions of the
space, control (i.e., worldwide ground control/monitoring network), and user
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(equipment) segments. Particulars of the constellation are described. Satellite types
and corresponding attributes are provided including the Block ITF and GPS III. One
will note the increase in the number of transmitted civil and military navigation
signals as the various satellite blocks progress. Of considerable interest are interac-
tions between the control segment (CS) and the satellites. This chapter provides a
thorough understanding of the measurement processing and building of a naviga-
tion data message. A navigation data message provides the user receiver with satel-
lite ephemerides, satellite clock corrections and other information that enable the
receiver to compute PVT. An overview of user receiving equipment is presented as
well as related selection criteria relevant to both civil and military users.

This chapter also describes the GPS legacy and modernized satellite signals and
their generation including frequency assignments, modulation format, navigation
data, received power levels, and ranging code generation.

Chapter 4 discusses the Russian GLONASS system. An overview of the system
is first presented, accompanied with pertinent historical facts. The constellation
and associated orbital plane characteristics are then detailed. This is followed by
a description of the ground control/monitoring network and current and planned
spacecraft designs. The GLONASS coordinate system, Earth model, time refer-
ence, and satellite signal characteristics are also discussed. System performance in
terms of accuracy and availability is covered as well as an overview of differential
services. (Chapter 12 provides details of differential services.)

Chapter 5 introduces Galileo. The overall program is first discussed followed
by details of system services. Next, a detailed technical description of the system
architecture is provided along with constellation particulars, satellite design, and



launch vehicle descriptions. Extensive treatment of the downlink satellite signal
structure is put forth. Interoperability factors are considered next. In addition to
providing navigation services, Galileo will also contribute to the international
search and rescue (SAR) architecture. Details of the SAR/Galileo service are con-
tained in Section 5.7.

Chapter 6 is dedicated to BeiDou. The chapter begins with an overview of
the Beidou program, which is denoted as the BeiDou Navigation Satellite System
(BDS). Program history and its three-phased evolutionary approach are described.
The BDS program began with a regional RDSS and is now expanding to worldwide
coverage. The chapter details constellation and satellite design particulars as well
as particulars of the ground control segment. Interoperability factors (e.g., geodetic
coordinate reference system, time reference system) are covered. This is followed
by BDS services and an extensive treatment of satellite signal characteristics. The
regional RDSS provides both navigation and messaging services.

In Chapter 7, we describe regional SATNAV systems. There is a growing real-
ization that total dependency on one or more global core constellations for PVT
services will not address unique specific regional needs. Without being closely part-
nered with the core constellation providers, these unique needs may not be met.
Among the requirements that a regional service can provide are: guaranteed quality
of service within the coverage regions (positioning and timing services to users) and
unique messaging requirements for users. In Chapter 7, we discuss the NavIC, a
regional service provided by India to support the region of the world centered on
the continent of India and the QZSS, the regional service provided by Japan serving
the western Pacific region. These constellations improve the coverage of global core
constellations in mountainous territories where masking of the core constellation
satellites can impact coverage in the mountain valleys and within urban canyons by
assuring high-elevation angle satellite availability.

Section 7.1 describes the emerging QZSS. The QZSS program was initiated in
2002 as a government/industry effort. The first satellite was launched in 2010 and
the decision to proceed for the initial operating capability came in 2012. In Sec-
tion 7.1.2, the QZSS space segment is described. Although the QZSS constellation
consisted of a single satellite in an inclined geosynchronous orbit at the time of this
writing, the remainder of the IOC constellation were planned to be in-orbit before
2023. QZSS will transmit timing signals in the L1, L2, and L5 navigation bands
(similar to the U.S. GPS).

Section 7.1.3 focuses on the QZSS control segment (CS). To ensure that the
PVT requirements are met, the CS consists of satellite tracking functions (radar
and laser ranging), signal monitoring stations, and timing management for the con-
stellation. Section 7.1.4 discusses the geodesy and timing services. Of note is that
QZSS plans to be closely synchronized (i.e., very small timing offset) with GPS
time. In Section 7.1.5, the QZSS services to military and civil users are described
and include specific augmentations for high-precision users as well as crisis and
safety messaging services. Given the extremely rugged and mountainous locations
in Japan, these services are considered critical for emergency uses. Finally, the spe-
cific characteristics of the six QZSS signals are discussed in Section 7.1.6.

Section 7.2, describes the NavIC. In Section 7.2.2, the space segment is dis-
cussed. After the initial decision by India to proceed to develop and deploy NavIC
in 2006, the first satellite was launched in 2013. At the time of this writing, the



NavIC space segment had seven satellites in a combination of geosynchronous or-
bits and inclined geosynchronous orbit providing the current operational capabil-
ity. The current satellites transmit positioning signals in L5 and S bands to provide
both civil and military PVT services. The NavIC CS is discussed in Section 7.2.3.
The function of the CS is to assure high-accuracy position and timing information
and to provide special messaging services to meet the unique civil and military
needs. Section 7.2.4 concentrates on the geodesy and time systems while Section
7.2.5 covers the navigation services. Section 7.2.6 covers the NavIC signals and
their characteristics and Section 7.2.7 describes the user equipment for military
and civil users.

Chapter 8 provides a comprehensive overview at a high level of virtually every
GNSS receiver and lays the foundation for how they are designed. This chapter
describes in detail every function in a GNSS receiver required to search, acquire
and track the SV signals, then extract the code and carrier measurements as well as
the navigation message data from the GNSS SVs. The subject matter is so extensive
that rigor is often replaced with first principles as a trade-off for conveying the
most important objective of this chapter seldom presented elsewhere: how a GNSS
receiver is actually designed. Once these extensive design concepts are understood
as a whole, the reader will have the basis for understanding or developing new
innovations. Numerous references are provided for the reader seeking additional
details.

Chapter 9 discusses four general classes of GNSS radio frequency (RF) signal
disruptions that can deteriorate GNSS receiver performance. The first class of sig-
nal disruptions is interference (the focus of Section 9.2), which may be either unin-
tentional or intentional (commonly referred to as jamming). Section 9.3 discusses
the second class of GNSS disruptions called ionospheric scintillation, which is a
signal-fading phenomenon caused by irregularities that can arise at times in the
ionospheric layer of the Earth’s atmosphere. The third class of disruptions is signal
blockage, which is discussed in Section 9.4. Signal blockage is manifested when the
line-of-sight paths of GNSS RF signals are attenuated excessively by heavy foliage,
terrain, or man-made structures. The fourth and final class of GNSS disruptions,
discussed in Section 9.5, is multipath. Invariably, there are reflective surfaces be-
tween each GNSS spacecraft and the user receiver that result in RF echoes arriving
at the receiver after the desired (line-of-sight) signal.

GNSS measurement errors are covered in Chapter 10. A detailed explanation
of each pseudorange measurement error source and its contribution to overall er-
ror budgets is provided. Spatial and time correlations characteristics are also ex-
amined. This treatment lays the groundwork for the reader to better understand
DGNSS. All DGNSS systems exploit these correlations to improve overall system
performance. (DGNSS system details are discussed in Chapter 12.) The chapter
closes with a presentation of representative error budgets for both the single- and
dual-frequency GNSS user.

Performance of standalone GNSS is discussed in Chapter 11. This chapter first
provides algorithms for estimating PVT using one or more GNSS constellations.
A variety of geometry factors are defined that are used in the estimation of the
various components (e.g., horizontal, vertical) of the GNSS navigation solution.
In Section 11.2.5, usage of additional state variables is discussed including meth-
ods to address system time offsets when using measurements from multiple GNSS



constellations. This is especially important if a receiver is tracking satellites from
two or more GNSS constellations; then the difference in system times (e.g., GPS
System Time, GLONASS System Time, Galileo System Time, BeiDou System Time)
needs to be accounted for when blending the measurements to form the PVT solu-
tion. Sections 11.3 through 11.5 discuss, respectively, the three other important
performance metrics of availability, integrity, and continuity. Each of these metrics
is covered within the context of multiconstellation GNSS. It should be noted that
the comprehensive treatment of integrity includes a discussion of Advanced Re-
ceiver Autonomous Integrity Monitoring (ARAIM).

There are many applications that demand higher levels of accuracy, integrity,
availability, and continuity than provided by standalone GNSS. For such applica-
tions, augmentation is required. There are several classes of augmentation, which
can be used singly or in combination: DGNSS, Precise Point Positioning (PPP), and
the use of external sensors. Chapter 12 introduces DGNSS and PPP. Chapter 13
will discuss various external sensors/systems and their integration with GNSS.

Both DGNSS and PPP are methods to improve the positioning or timing per-
formance of GNSS by making use of measurements from one or more reference
stations at known locations, each equipped with at least one GNSS receiver. The
reference station(s) provides information that is useful to improve PNT perfor-
mance (accuracy, integrity, continuity, and availability) for the end user.

This chapter describes the underlying concepts of DGNSS and details a number
of operational and planned DGNSS systems. The underlying algorithms and per-
formance of code- and carrier-based DGNSS systems are presented in Sections 12.2
and 12.3, respectively. PPP systems are addressed in Section 12.4. Some important
DGNSS message standards are introduced in Section 12.5. The final section, Sec-
tion 12.6, details a number of operational and planned DGNSS and PPP systems.

Chapter 13 focuses on the need to provide continuous navigation between the
update periods of the GNSS receiver, during periods of shading of the GNSS re-
ceiver’s antenna, and through periods of interference. This is the impetus for inte-
grating GNSS with various additional sensors. In Section 13.2, the motivations for
GNSS/inertial integration are detailed. The Kalman filter is described, including
an example of a typical Kalman filter implementation. Various classes of GNSS/
inertial integrations are introduced and discussed. Section 13.3 addresses sensor
integration for land vehicles. A description of the sensors, their integration with
the Kalman filter, and test data taken during field testing of a practical multisen-
sor system are presented. Section 13.4 discusses methods of enhancing GNSS per-
formance using network assistance. This section includes descriptions of network
assistance techniques, performance, and emerging standards. Lastly, Section 13.5
introduces the topic of extending positioning systems into indoor and other areas
with GNSS signal blockage using hybrid positioning systems incorporating GNSS,
low-cost inertial sensors, and various other RF signals available on mobile devices.

Chapter 14 is dedicated to GNSS markets and applications. This chapter starts
with reviews of numerous market projections and continues with the process in
which a company would target a specific market segment. Differences between the
civil and military markets are discussed. It is of prime importance to understand
these differences when targeting a specific segment of either market. The influence
of governmental policy on the GNSS market is examined. Numerous civil, govern-
ment, and military applications are presented.
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2.1 Concept of Ranging Using Time-of-Arrival Measurements

GNSS utilizes the concept of time-of-arrival (TOA) ranging to determine user posi-
tion. This concept entails measuring the time it takes for a signal transmitted by
an emitter (e.g., foghorn, ground-based radionavigation transmitter, satellite) at a
known location to reach a user receiver. This time interval, referred to as the signal
propagation time, is then multiplied by the speed of the signal propagation (e.g.,
speed of sound, speed of light) to obtain the emitter to-receiver distance. By measur-
ing the propagation time of signals broadcast from multiple emitters (i.e., naviga-
tion aids) at known locations, the receiver can determine its position. An example
of two-dimensional positioning is provided next.

2.1.1 Two-Dimensional Position Determination

Consider the case of a mariner at sea determining his or her vessel’s position from
a foghorn. (This introductory example was originally presented in [1] and is con-
tained herein because it provides an excellent overview of TOA position determina-
tion concepts.) Assume that the vessel is equipped with an accurate clock and the
mariner has an approximate knowledge of the vessel’s position. Also, assume that
the foghorn whistle is sounded precisely on the minute mark and that the vessel’s
clock is synchronized to the foghorn clock. The mariner notes the elapsed time from
the minute mark until the foghorn whistle is heard. The foghorn whistle propaga-
tion time is the time it took for the foghorn whistle to leave the foghorn and travel
to the mariner’s ear. This propagation time multiplied by the speed of sound (ap-
proximately 335 m/s) is the distance from the foghorn to the mariner. If the foghorn
signal took 5 seconds to reach the mariner’s ear, then the distance to the foghorn
is 1,675m. Let this distance be denoted as R1. Thus, with only one measurement,
the mariner knows that the vessel is somewhere on a circle with radius R1 centered
about the foghorn, which is denoted as Foghorn 1 in Figure 2.1.



Foghorn 1

Figure 2.1 Range determination from a single source. (After: [1].)

Hypothetically, if the mariner simultaneously measured the range from a sec-
ond foghorn in the same way, the vessel would be at range R1 from Foghorn 1 and
range R2 from Foghorn 2, as shown in Figure 2.2. It is assumed that the foghorn
transmissions are synchronized to a common time base and the mariner has knowl-
edge of both foghorn whistle transmission times. Therefore, the vessel relative to
the foghorns is at one of the intersections of the range circles. Since it was assumed
that the mariner has approximate knowledge of the vessel’s position, the unlikely
fix can be discarded. Resolving the ambiguity can also be achieved by making a
range measurement to a third foghorn, as shown in Figure 2.3.

Ambiguity: vessel
can either be at
<Z_point A or point B

Foghorn 1
eghorn Foghorn 2

Figure 2.2 Ambiguity resulting from measurements to two sources. (After: [1].)
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Figure 2.3 Position ambiguity removal by additional measurement. (After: [1].)

2.1.1.1  Common Clock Offset and Compensation

The above development assumed that the vessel’s clock was precisely synchronized
with the foghorn time base. However, this might not be the case. Let us presume
that the vessel’s clock is advanced with respect to the foghorn time base by 1 sec-
ond. That is, the vessel’s clock believes the minute mark is occurring 1 second ear-
lier. The propagation intervals measured by the mariner will be larger by 1 second
due to the offset. The timing offsets are the same for each measurement (i.e., the
offsets are common) because the same incorrect time base is being used for each
measurement. The timing offset equates to a range error of 335m and is denoted
as ¢ in Figure 2.4. The separation of intersections C, D, and E from the true vessel
position, A, is a function of the vessel’s clock offset. If the offset could be removed
or compensated for, the range circles would then intersect at point A.

2.1.1.2 Effect of Independent Measurement Errors on Position Certainty

If this hypothetical scenario were realized, the TOA measurements would not be
perfect due to errors from atmospheric effects, foghorn clock offset from the fog-
horn time base, and interfering sounds. Unlike the vessel’s clock offset condition
cited above, these errors would be generally independent and not common to all
measurements. They would affect each measurement in a unique manner and result
in inaccurate distance computations. Figure 2.5 shows the effect of independent
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Figure 2.4 Effect of receiver clock offset on TOA measurements. (After: [1].)

errors (i.e., €1, €5, and €3) on position determination assuming foghorn time base/
mariner clock synchronization. Instead of the three range circles intersecting at a
single point, the vessel location is somewhere within the triangular error space.

2.1.2 Principle of Position Determination via Satellite-Generated Ranging
Codes

GNSS employs TOA ranging for user position determination. By making TOA
measurements to multiple satellites, three-dimensional positioning is achieved. We
will observe that this technique is analogous to the preceding foghorn example;
however, satellite ranging codes travel at the speed of light, which is approximately
3 x 108 m/s. It is assumed that the satellite ephemerides are accurate (i.e., the satel-
lite locations are precisely known).

2.1.2.1 Three-Dimensional Position Location Via Intersection of Multiple Spheres

Assume that there is a single satellite transmitting a ranging signal. A clock onboard
the satellite controls the timing of the ranging signal broadcast. This clock and
others onboard each of the satellites within a particular SATNAV constellation are
effectively synchronized to an internal system time scale herein referred to as sys-
tem time (e.g., GPS system time). The user’s receiver also contains a clock that (for
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Figure 2.5 Effect of independent measurement errors on position certainty.

the moment) we assume to be synchronized to system time. Timing information is
embedded within the satellite ranging signal that enables the receiver to calculate
when the signal left the satellite based on the satellite clock time. This is discussed
in more detail in Section 2.5.1. By noting the time when the signal was received, the
satellite-to-user propagation time can be computed. The product of the satellite-to-
user propagation time and the speed of light yields the satellite-to-user range, R.
As a result of this measurement process, the user would be located somewhere on
the surface of a sphere centered about the satellite as shown in Figure 2.6(a). If a
measurement was simultaneously made using the ranging code of a second satellite,
the user would also be located on the surface of a second sphere that is concentric
about the second satellite. Thus, the user would then be somewhere on the surface
of both spheres, which could be either on the perimeter of the shaded circle in
Figure 2.6(b) that denotes the plane of intersection of these spheres or at a single
point tangent to both spheres (i.e., where the spheres just touch). This latter case
could only occur if the user was collinear with the satellites, which is not the typical
case. The plane of intersection is perpendicular to a line connecting the satellites, as
shown in Figure 2.6(c).

Repeating the measurement process using a third satellite, the user is at the
intersection of the perimeter of the circle and the surface of the third sphere. This
third sphere intersects the shaded circle perimeter at two points; however, only
one of the points is the correct user position, as shown in Figure 2.6(d). A view
of the intersection is shown in Figure 2.6(e). It can be observed that the candidate
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Figure 2.6 (a) User located on surface of sphere; (b) user located on perimeter of shaded circle
(source: [2], reprinted with permission); (c) plane of intersection; (d) user located at one of two
points on shaded circle (source: [2], reprinted with permission); and (e) user located at one of two
points on circle perimeter.

locations are mirror images of one another with respect to the plane of the satel-
lites. For a user on the Earth’s surface, it is apparent that the lower point will be
the true position. However, users that are above the Earth’s surface may employ
measurements from satellites at negative elevation angles. This complicates the de-
termination of an unambiguous solution. Airborne/spaceborne receiver solutions
may be above or below the plane containing the satellites, and it may not be clear
which point to select unless the user has ancillary information.

2.2 Reference Coordinate Systems

To formulate the mathematics of the satellite navigation problem, it is necessary to
choose a reference coordinate system in which the states of both the satellite and
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Figure 2.6 (continued)

the receiver can be represented. In this formulation, it is typical to describe satellite
and receiver states in terms of position and velocity vectors measured in a Cartesian
coordinate system. The Cartesian coordinate systems can be categorized as inertial
and rotating systems, and as Earth-centered and local (topocentric) systems. In this
section, an overview is provided of the coordinate systems used in conjunction with

GNSS.

2.2.1 Earth-Centered Inertial (ECI) Coordinate System

For the purposes of measuring and determining the orbits of satellites, it is conve-
nient to use an Earth-centered inertial (ECI) coordinate system, in which the origin
is at the center of mass of the Earth and whose axes are pointing in fixed directions
with respect to the stars. A satellite’s position and velocity may be modeled with
Newton’s laws of motion and gravitation in an ECI coordinate system. In typical
ECI coordinate systems, the xy-plane is taken to coincide with the Earth’s equa-
torial plane, the +x-axis is permanently fixed in a particular direction relative to
the celestial sphere, the +z-axis is taken normal to the xy-plane in the direction of
the North Pole, and the +y-axis is chosen so as to form a right-handed coordinate



system. Determination and subsequent prediction of satellite orbits are carried out
in an ECI coordinate system.

There is an inherent problem in defining an ECI system in terms of the Earth’s
equatorial plane. The Earth is subject to motions of precession, nutation, and polar
motion. The Earth’s shape is oblate, and due largely to the gravitational pull of the
Sun and the Moon on the Earth’s equatorial bulge, the equatorial plane moves with
respect to the celestial sphere. Because the z-axis is defined relative to the equatorial
plane, the Earth’s motions would cause the ECI system as defined above to have
an orientation which changes in time. The solution to this problem is to define the
orientation of the axes at a particular instant in time or epoch.

It is customary to define an ECI coordinate system with the orientation of the
equatorial plane at 1200 hr TT on January 1, 2000, denoted as the J2000 system.
The +x-axis is taken to point from the center of mass of the Earth to the direction
of vernal equinox, and the y- and z-axes are defined above, all at the aforemen-
tioned epoch. Terrestrial time (TT) is a uniform time system representing an ideal-
ized clock on the Earth’s geoid. TT has replaced the old Ephemeris Time (ET), and
TT is ahead of International Atomic Time (TAI) by 32.184 seconds.

2.2.2 Earth-Centered Earth-Fixed (ECEF) Coordinate System

For the purpose of computing the position of a GNSS receiver, it is more convenient
to use a coordinate system that rotates with the Earth, known as an Earth-centered
Earth-fixed (ECEF) system. In such a coordinate system, it is easier to compute the
latitude, longitude, and height. The ECEF coordinate system used for GNSS has its
xy-plane coincident with the Earth’s equatorial plane. In the ECEF system, the +x-
axis points in the direction of 0° longitude and the +y-axis points in the direction of
90° East longitude. The x- and y-axes rotate with the Earth and no longer describe
fixed directions in inertial space. The +z-axis is chosen to be normal to the instanta-
neous equatorial plane in the direction of the geographical North Pole (i.e., where
the lines of longitude meet in the northern hemisphere), forming a right-handed
coordinate system. The z-axis will trace a path across the celestial sphere due to the
Earth’s precession, nutation, and polar motion.

Agencies that perform precision GNSS orbit computation include the transfor-
mations between the ECI and the ECEF coordinate systems to very high degrees
of accuracy. Such transformations are accomplished by the application of rotation
matrices to the satellite position and velocity vectors originally computed in the
ECI coordinate system, as described below. By contrast, broadcast orbit computa-
tions (see [3] for a GPS example) typically generate satellite position and velocity
directly in the ECEF frame. Precise orbits from numerous computation centers also
express satellite position and velocity in ECEFE. The Earth motions of precession,
nutation, UT1 difference, and polar motion are small for a short time interval (e.g.,
interval of a navigation message). Thus, with one provision, we may usually pro-
ceed to formulate a GNSS navigation problem in the ECEF system without discuss-
ing the details of the orbit determination or the transformation to the ECEF system.

The exception is the average rotation of the Earth. Earth rotation is not neg-
ligible for the signal transit interval from satellite to Earth surface. When formu-
lating signal propagation in a rotating, noninertial, ECEF system, a correction is
needed. This is known as the Sagnac effect and is further described in Section



10.2.3. Alternatively, one must compute geometric range from the ECI coordinates
for satellite and receiver.

As a result of the navigation computation process, the Cartesian coordinates
(x,, ¥, 2,) Of the user’s receiver are computed in the ECEF system, as described in
Section 2.5.2. It is common to transform these Cartesian coordinates to latitude,
longitude, and height of the receiver, as detailed in Section 2.2.5.

2.2.2.1 Rotation Matrices

It is useful to consider a coordinate set or a vector u = (x,,, y,, g,) not only in an
ECEF system, but also transformed into an arbitrary system, including the ECI

system. Such a vector transformation can be computed by multiplication with the
rotation matrices [3-5]:

1 0 0 cosf®@ 0 -—sin6 cosf sinf O
R, (0)=|0 cos® sin6|R,(0)=] 0 1 0 |R,(0)=|[-sinf cosd O
0 —sinf cosO sinf 0 cos6 0 0 1

Here, R;(0), R,(0), and R;(0), denote rotation by an angle, 6, about the x, v,
and z axes, respectively. A positive 6 denotes a counterclockwise rotation of the
respective axis when the origin is viewed from the positive end of that axis. An
example of an R,(0) rotation is portrayed in Figure 2.7.

An arbitrary rotation, R, is constructed by successive application of elemen-
tary axial rotations. Multiplication by the rotation matrices will not change the
handedness of the new coordinate system. Rotation matrices and their products
are orthogonal, R™}(a) = R¥(a). Due to the contents of a rotation matrix, R-1(a) =
R(—a). So, for example, if R = R;(a) R,(f), then

R =(R, ()R, (B)) " =(R5' (AR, ()= (R4 (B)R; (@) = (R, (-B)R, (-a))

Figure 2.7 Example axial rotation, R;(0) (x axis, positive ).



2.2.2.2 Transformation Between ECEF and ECI

Applications seldom require access to the base ECI coordinate system or the com-
plete ECEF-ECI transformation. It is sufficient to merely sketch the transformation.
Following [5],

x x
y =Ry RgRy Ry [y
2 JECEF % Jgcr

where the composite rotation transformation matrices are:

Precession Rp = R3(—Z) R,(6) R;3(-C)
Nutation Ry =R (e— Ae) R3(-Ay) Ry(e)
Earth Rotation Rg = R3(GAST)

Polar Motion Ry; = Ry(-y,) Ry(-x,)

and where the precession parameters (Z, 0, ¢) and the nutation parameters (¢, Ae,
Ay) are computed by power series [5]. GAST symbolizes Greenwich Apparent Side-
real Time, which is computed from a few elements that include the UT1-UTC dif-
ference, AUT1. The x-axis and y-axis polar motion is x, and y,, respectively. Note
that the precession and nutation parameters are documented as part of J2000 and
are functions of time. However, the Earth orientation components (AUTT1, x,, y,)
vary with time and are not accurately predictable. Various agencies monitor Earth
orientation components and provide them to the public. Some GNSS navigation
messages transmit the Earth orientation components.

Since rotation matrices are orthogonal, we may immediately write the ECEF-
to-ECI transformation as

X X
y| =RyRYR(Ry |y
< Z

ECI ECEF

2.2.3 Local Tangent Plane (Local Level) Coordinate Systems

Local tangent plane systems form a useful category of coordinate systems. Refer to
Figure 2.8, which displays both ECEF and local tangent systems.

Local tangent systems have their origin, P, at or near the Earth’s surface, O,
and have a horizontal plane (the en-plane) approximately coincident with local
level. Thus, they easily model the experience of an observer. The vertical axis may
be aligned with the geocentric radius vector, aligned with the ellipsoidal normal,
u (portrayed in Figure 2.8), or aligned with the local gravity vector. Without loss
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Figure 2.8 Relationships of ECEF and local tangent plane coordinate systems.

of generality, we focus on the ellipsoidal tangent plane system, portrayed in Figure
2.8.

The principal alignments are the vertical (up-down) along the ellipsoidal nor-
mal, the North-South axis tangent to the geodetic meridian expressed in an Earth-
fixed realization, and the East-West axis perpendicular to these other two axes. In
practice, a variety of local ellipsoidal tangent systems are defined. They vary with
the choices between Up-Down, North-South, and East-West, and with the ordering
of axes to express coordinates. Both right-hand and left-hand tangent systems are
found in use.

As an illustrative example, consider the ENU (East-North-Up) ellipsoidal tan-
gent plane system. This is a right-handed system. Let the origin of the ENU sys-
tem, (x,, Y, Z,) at point P, have geodetic latitude and longitude (¢, 1). Latitude
is reckoned positive North, and longitude is positive East. Denote the local level
coordinate system components with (e, 7, u). The Cartesian ECEF system can be
brought into the tangent plane system by a translation and a combined rotation.
The translation is obtained by subtraction of the local level origin, (x,, y,, z,). The
combined rotation is a rotation of 77/2 + A about the z axis, followed by rotation of
7/2 — ¢ about the new x-axis. This is expressed formally through rotation matrices
and through their explicit product:

e x—x, —sin/ cos A 0 |fx-x,
n =Rl(§—<p)R3(g+l y—v, |=|—sing cosl —sin @sind cose || y—y,
u -z, cospcosd  cos gsind  sing || 2 -2,

Note that the matrix multiplications do not commute. They are applied right
to left in the specified order. Rotation matrices and their products are orthogonal.
Hence, the inverse transformation is merely the transpose of the explicit product.

Now, as a second example, consider the left-handed system, NEU (North-East-
Up), with ellipsoidal tangent plane coordinates (u, v, w). Exchange of any two axes



of a three-dimensional Cartesian system will reverse the handedness of the system.
Thus, exchange of the East and North axes will convert the right-handed ENU sys-
tem into the left-handed NEU system. The explicit transformation is immediately
obtained by row exchange:

—sing cosA  —sing sind cosp || x —x,

u
v|=| -—sind cos A 0 |ly-y,
w cospcosA  cos gsind  sing || 2 -z,

This section is closed with a sample application of the NEU system. The geo-
centric vectors in an ECEF system to an observer, u,, and a satellite, u,, may be
differenced to obtain a relative, observer-to-satellite vector, u = (x, vy, z). The matrix
expression above will immediately convert the observer-satellite vector into the
local ellipsoidal tangent NEU system. One may then write simple expressions for
azimuth, ¢, and vertical angle, o, as:

a=tan'|=| o=tan”| ——
u u* +v’

where azimuth is reckoned clockwise from the North, and vertical angle is positive
upwards. These would be the look angles from an observer to a satellite.

2.2.4 Local Body Frame Coordinate Systems

Coordinate systems affixed to vehicles or objects are needed for numerous applica-
tions. They may be used to establish object attitude, orientation of a sensor pack-
age, modeling of effects such as atmospheric drag, or fusion of on-board systems,
such as inertial and GNSS.

As with the local tangent plane systems, a variety of local body frame systems
have been defined. The origin may be the center of mass of a vehicle, although that
is not a strict requirement. The body frame coordinate axes can correspond to the
principal axes of the vehicle. However, once again, variations occur in how the
body frame axes are associated with a vehicle’s axes of symmetry.

Following the example of [6], a right-hand coordinate system is constructed.
The positive y” axis points along the nose of the vehicle. The positive 2’ axis points
through the top of the vehicle. The third axis, the x” axis, extends to the right of the
vehicle. This arrangement is displayed in Figure 2.9.

The transformation of coordinates from a vehicle-centered ENU tangent plane
system into the local body frame system is obtained by a combined rotation formed
from three elementary axial rotations that lead from the ENU system into the de-
sired local body frame.

The transformation is visualized most easily by imagining a starting vehicle as
level and aligned to the North in the ENU system. The first rotation is around the



Figure 2.9 Example local body frame coordinate system.

Z axis, and is called yaw, y. In this starting condition, the 2" axis equals the e axis.
The second rotation is around the new x” axis, and is called pitch, p. The final rota-
tion is around an even newer y’ axis, and is called roll, 7. (The use of the symbol
y for yaw is for mnemonic reasons, and should not be confused with an ECF or
ECEF y axis.)

The combined rotation from the ENU ellipsoidal tangent plane system into the
local body frame coordinate system is obtained by multiplication of the elementary
rotation matrices:

The coordinate transformation is written explicitly as:

x cosrcosy—sinrsinpsiny coszsiny +sinrsinpcosy —sinrcosp || e
Y |= —cospsiny cospcosy sinp n
z sinrcosy+ cosrsinpsiny sinrsiny —cosrsinpcosy cosrcosp || u

As before, the rotation matrices and their products are orthogonal. The inverse
transformation is merely the transpose of the explicit product.

2.2.5 Geodetic (Ellipsoidal) Coordinates

We are concerned here with estimating the latitude, longitude, and height of a
GNSS receiver. This is accomplished with an ellipsoidal model of the Earth’s shape,
as shown in Figure 2.10. In this model, cross-sections of the Earth parallel to the
equatorial plane are circular. The cross-sections of the Earth normal to the equato-
rial plane are ellipsoidal. The ellipsoidal cross-section has a semimajor axis length,
a, and a semiminor axis length, b. The eccentricity of the Earth ellipsoid, e, can be
determined by
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Figure 2.10 Ellipsoidal model of Earth (cross-section normal to equatorial plane).
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Another parameter sometimes used to characterize the reference ellipsoid is the
second eccentricity, €', which is defined as follows:

2.2.5.1 Determination of User Geodetic Coordinates: Latitude, Longitude, and
Height

The ECEF coordinate system is affixed to the reference ellipsoid, as shown in Figure
2.10, with the point O corresponding to the center of the Earth. We can now define
the parameters of latitude, longitude, and height with respect to the reference el-
lipsoid. When defined in this manner, these parameters are called geodetic. Given a
user receiver’s position vector of u = (x,, y,,, z,,) in the ECEF system, we can compute
the geodetic longitude, 4, as the angle between the user and the x-axis, measured in
the xy-plane

arctan(y—”), x,20
x

u

A= l80°+arctan(y“ ), x,<0andy, 20
X

u

—180°+arctan(y—”} x,<0andy,6 <0
x

u



In (2.1), negative angles correspond to degrees West longitude. The geodetic
parameters of latitude, ¢, and height, b, are defined in terms of the ellipsoid normal
at the user’s receiver. The ellipsoid normal is depicted by the unit vector n in Figure
2.10. Notice that unless the user is on the poles or the equator, the ellipsoid normal
does not point exactly toward the center of the Earth. A GNSS receiver computes
height relative to the reference ellipsoid. However, the height above sea level given
on a map can be quite different from GNSS-derived height due to the difference be-
tween the reference ellipsoid and the geoid (local mean sea level). In the horizontal
plane, differences between a local datum [e.g., North American Datum 1983 (NAD
83) and European Datum 1950 (ED 50)], and GNSS-based horizontal position can
also be significant.

Geodetic height, b, is simply the minimum distance between the user S (at the
endpoint of the vector u) and the reference ellipsoid. Notice that the direction of
minimum distance from the user to the surface of the reference ellipsoid will be in
the direction of the vector n. Notice, also, that § may be below the surface of the
ellipsoid, and that the ellipsoidal height, &, will be negative in those cases.

Geodetic latitude, ¢, is the angle between the ellipsoid normal vector n and
the projection of n into the equatorial xy-plane. Conventionally, ¢ is taken to be
positive if z, > 0 (i.e., if the user is in the northern hemisphere) and ¢ is taken to be
negative if g, < 0. With respect to Figure 2.10, geodetic latitude is the angle NPA.
N is the closest point on the reference ellipsoid to the user. P is the point where a
line in the direction of n intersects the equatorial plane. Numerous solutions, both
closed-form and iterative, have been devised for the computation of geodetic cur-
vilinear coordinates (¢, 4, b) from Cartesian coordinates (x, y, z). A popular and
highly convergent iterative method by Bowring [7] is described in Table 2.1. For
the computations shown in Table 2.1, a, b, €2, and ¢’? are the geodetic quantities
described previously. Note that the use of N in Table 2.1 follows Bowring [7] and
does not refer to geoid height described in Section 2.2.6.

2.2.5.2 Conversion from Geodetic Coordinates to Cartesian Coordinates in an
ECEF System

For completeness, equations for transforming from geodetic coordinates back to
Cartesian coordinates in the ECEF system are provided next. Given the geodetic
parameters A, ¢, and b, we can compute u = (x,,, ¥, 2,,) in a closed form as follows:
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Table 2.1 Determination of
Geodetic Height and Latitude
in Terms of ECEF Parameters
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2.2.6 Height Coordinates and the Geoid

The ellipsoid height, h, is the height of a point, P, above the surface of the ellipsoid,
E, as described in Section 2.2.5.1. This corresponds to the directed line segment EP
in Figure 2.11, where positive sign denotes a point P further from the center of the
Earth than point E. Note that P need not be on the surface of the Earth, but could
also be above or below the Earth’s surface. As discussed in the previous sections,
ellipsoid height is easily computed from Cartesian ECEF coordinates.

Historically, heights have not been measured relative to the ellipsoid but, in-
stead, relative to a surface called the geoid. The geoid is that surface of constant
geopotential, W= W, which corresponds to global mean sea level in a least squares
sense. Heights measured relative to the geoid are called orthometric heights, or, less
formally, heights above the mean sea level. Orthometric heights are important,
because these are the types of height found on innumerable topographic maps and
in paper and digital data sets.

The geoid height, N, is the height of a point, G, above the ellipsoid, E. This
corresponds to the directed line segment EG in Figure 2.11, where positive sign
denotes point G further from the center of the Earth than point E. The orthometric
height, H, is the height of a point P, above the geoid, G. Hence, we can immediately
write the equation

h=H+N (2.2)
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Figure 2.11 Relationships between topography, geoid, and ellipsoid.

Note that Figure 2.11 is illustrative, and that G and/or P may be below point
E. Similarly, any or all terms of (2.2) may be positive or negative. For example, in
the conterminous United States, the geoid height, N, is negative.

The geoid is a complex surface, with undulations that reflect topographic,
bathymetric (i.e., measurements derived from bodies of water), and geologic den-
sity variations of the Earth. The magnitude of geoid height can be several tens of
meters. Geoid height ranges from a low of about —105m at the southern tip of
India, to a high of about +85m at New Guinea. Thus, for many applications, the
geoid is not a negligible quantity, and one must avoid mistaking an orthometric
height for an ellipsoidal height.

In contrast to the ellipsoid, the geoid is a natural feature of the Earth. Like
topography, there is no simple equation to describe the spatial variation of geoid
height. Geoid height is modeled and tabulated by several geodetic agencies. Global
geoid height models are represented by sets of spherical harmonic coefficients, and,
also, by regular grids of geoid height values. Regional geoid height models can
span large areas, such as the entire conterminous United States, and are invariably
expressed as regular grids. Recent global models contain harmonic coefficients to
degree and order 2190. As such, their resolution is § arc-minutes, and their accu-
racy is limited by truncation error. Regional models, by contrast, are computed to a
much higher resolution. One arc-minute resolution is not uncommon, and trunca-
tion error is seldom encountered.

The best-known global geoid model is the NGA (National Geospatial-Intelli-
gence Agency) EGM2008 - WGS 84 version Geopotential Model, hereafter referred
to as EGM2008 [8]. This product is a set of coefficients to degree and order 2190
and a companion set of correction coefficients needed to compute geoid height over
land. EGM2008 replaces EGM96, complete to degree and order 360, and WGS 84
(180,180), complete up to degree and order 180. Most of that latter WGS 84 coef-
ficient set was originally classified in 1985, and only coefficients through degree
and order 18 were released. Hence, the first public distributions of WGS 84 geoid
height only had a 10 arc-degree resolution and suffered many meters of truncation



error. Therefore, historical references to WGS 84 geoid values must be used with
caution.

Within the conterminous United States, the current high-resolution geoid height
grid is GEOID12B, developed by the National Geodetic Survey, NOAA. This prod-
uct is a grid of geoid heights, at 1 arc-minute resolution, and has an accuracy of
2—4 cm, one sigma. Work is underway on a series of test models (e.g. xGEOID14B)
that span a region of 80° of latitude and 180° of longitude. It is anticipated this new
geoid model will be declared operational in 2022.

When height accuracy requirements approach the meter level, then one must
also become aware of the datum differences between height coordinates. For exam-
ple, the origin of the NAD 83 reference frame is offset about 2.2m from the center
of the Earth, causing about 0.5-1.5m differences in ellipsoidal heights. Estimates
place the origin of the U.S. orthometric height datum, NAVD 88, about 30 to 50
cm below the EGM 96 reference geopotential surface. Because of these two datum
offsets, GEOID12B was constructed to accommodate these origin differences, and
directly convert between NAD 83 and NAVD 88, rather than express a region of
an idealized global geoid. In addition, offsets of one half meter or more in national
height data are common, as tabulated in [9]. For these reasons, (2.2) is valid as a
conceptual model, but may be problematic in actual precision applications. De-
tailed treatment of height systems is beyond the scope of this text. However, more
information may be found in [10, 11].

2.2.7 International Terrestrial Reference Frame (ITRF)

The foregoing material outlines the theory of reference systems applicable to GNSS.
Following the nomenclature of the International Earth Rotation and Reference Sys-
tems Service (IERS) [12], a sharp distinction is now made between reference systems
and reference frames. Briefly, a reference system provides the theory to obtain co-
ordinates, whereas a reference frame is an actual materialization of coordinates. A
reference frame is needed to conduct practical GNSS applications.

The fundamental ECEF reference frame is the International Terrestrial Refer-
ence Frame (ITRF). The ITRF is maintained through the international cooperation
of scientists through the IERS. The IERS is established by the International Astro-
nomical Union and the International Union of Geodesy and Geophysics, and oper-
ates as a service under the International Association of Geodesy (IAG). The IERS
provides reference systems and reference frames in both ECI and ECEF forms,
Earth orientation parameters to convert between ECI and ECEF, and recommended
theory and practices in establishing reference systems and reference frames [12-14].

The work of the IERS is not restricted to GNSS. Rather, the IERS incorporates
every suitable technology in establishing an ITRFE. The IERS Techniques Centers
are the International GNSS Service (IGS), the International Laser Ranging Service,
the International Very Long Baseline Interferometry (VLBI) Service, and the In-
ternational DORIS Service. The different measurement technologies complement
one another and serve as checks against systematic errors in the ITRF combination
solutions.

The ITRF realizations are issued on a regular basis. These realizations include
coordinates and velocities of permanent ground stations. Each combination uses
the latest theory and methods, and includes the newest measurements from both



legacy and modernized systems. The progression of longer and improved data sets
and theory insures a continual improvement in the ITRE Past materializations
include ITRF94, ITRF96, ITRF97, ITRF2000, ITRF2005, and TTRF2008. Since
January 21, 2016, the newest ITRF frame is ITRF2014 [15].

ITRF realizations are in ECEF Cartesian coordinates. The IERS does not es-
tablish an ellipsoidal figure of the Earth. However, the International Association of
Geodesy (IAG) adopted a figure called the Geodetic Reference System 1980 (GRS
80) ellipsoid, which is in widespread use. Quantities suitable for use with coordi-
nate conversion by Table 2.2 are provided next.

For GNSS applications, access to the ITRF is obtained through the products of
the IGS. The IGS is a voluntary federation of over 200 organizations throughout
the world. The IGS objective is to provide GNSS satellite orbits and clock models
of the highest accuracy. This is achieved with a global network of over 400 refer-
ence stations [16].

The principal IGS products are satellite orbit and clock error values in an ECEF
frame denoted 1GS14. This frame is aligned with the ITRF2014, and carries a dif-
ferent designation due to its method of computation. As of this edition, IGS rou-
tinely distributes ultrarapid, rapid, and final orbits and clocks for GPS, and final
orbits for GLONASS. In addition, IGS provides station coordinates and veloci-
ties, GNSS receiver and satellite antenna models, and tropospheric, ionospheric,
and Earth orientation parameters. With these products and suitable GNSS receiver
data, it is possible to obtain ITRF2014 coordinates at the highest levels of accuracy.

IGS products were initially developed to support postprocessing applications.
In time, the products grew to include near-real-time and real-time needs. However,
from the beginning, SATNAV systems were engineered to function in a standalone
mode, without the presence of supporting Internet data streams. The standalone
mode entails satellite orbit and clock data transmitted in navigation messages as
part of a GNSS signal. Also, various SATNAV systems can maintain their own
tracking networks, and establish their own versions of an ECEF reference frame.
Such SATNAV system reference frames may or may not have a close coincidence
with ITRF2014. Further description of specific SATNAV system reference frames
and their relationships with ITRF are found in subsequent chapters detailing these
various GINSS components.

2.3 Fundamentals of Satellite Orbits

2.3.1 Orbital Mechanics

As described in Section 2.1, a GNSS user needs accurate information about the po-
sitions of GNSS satellites to determine his or her position. Therefore, it is important

Table 2.2  Quantities for the GRS 80 Ellipsoid

Parameter Value

Semimajor axis, a 6,378.137 km
Semiminor axis, b 6,356.7523141 km
Square eccentricity, 2 0.00669438002290

Square second eccentricity, ¢’>  0.00673949677548



to understand how GNSS orbits are characterized. We begin by describing the forces
acting on a satellite, the most significant of which is the Earth’s gravitation. If the
Earth were perfectly spherical and of uniform density, then the Earth’s gravitation
would behave as if the Earth were a point mass. Let an object of mass # be located
at position vector r in an ECI coordinate system. If G is the universal gravitational
constant, M is the mass of the Earth, and the Earth’s gravitation acts as a point
mass, then, according to Newton’s laws, the force, F, acting on the object would
be given by

Fomaz "M, 23)

where a is the acceleration of the object, and 7 = |r|. The minus sign on the right
side of (2.3) results from the fact that gravitational forces are always attractive.
Since acceleration is the second time derivative of position, (2.3) can be rewritten
as follows:

fi_zjz_%r (2.4)
t 4

where u is the product of the universal gravitation constant and the mass of the
Earth. Equation (2.4) is the expression of two-body or Keplerian satellite motion,
in which the only force acting on the satellite is the point-mass Earth. Because the
Earth is not spherical and has an uneven distribution of mass, (2.4) does not model
the true acceleration due to the Earth’s gravitation. If the function V measures the
true gravitational potential of the Earth at an arbitrary point in space, then (2.4)
may be rewritten as follows:

2
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where V is the gradient operator, defined as follows:
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Notice that for two-body motion, V = u/r:
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Therefore, with V = u/r, (2.5) is equivalent to (2.4) for two-body motion. In
the case of true satellite motion, the Earth’s gravitational potential is modeled by
a spherical harmonic series. In such a representation, the gravitational potential at
a point P is defined in terms of the point’s spherical coordinates (7, ¢’, @), where
7 =|t|, ¢" is the geocentric latitude of the point P (i.e., the angle between r and the
xy-plane), and « is the right ascension of P (i.e., the angle measured in the xy-plane
between the x-axis and the projection of P into the xy-plane). The geometry is il-
lustrated in Figure 2.12. Note that geocentric latitude is defined differently from
geodetic latitude, as defined in Section 2.2.5.1.

The spherical harmonic series representation of the Earth’s gravitational po-
tential as a function of the spherical coordinates of a position vector r = (r, ¢’, ),
is as follows:
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Figure 2.12 |llustration of spherical coordinate geometry



where

r = distance of P from the origin

¢’ = geocentric latitude of P

a = right ascension of P

a = mean equatorial radius of the Earth

P,,, = associated Legendre function

Cy,,, = spherical harmonic cosine coefficient of degree / and order m

S;» = spherical harmonic sine coefficient of degree [ and order m

Notice that the first term of (2.6) is the two-body potential function. Addition-
al forces acting on satellites include the third-body gravitation from the Sun and
Moon. Modeling third-body gravitation requires knowledge of the solar and lunar
positions in the ECI coordinate system as a function of time. Polynomial functions
of time are generally used to provide the orbital elements of the Sun and Moon
as functions of time. A number of alternative sources and formulations exist for
such polynomials with respect to various coordinate systems; for example, see [17].
Another force acting on satellites is solar radiation pressure, which results from
momentum transfer from solar photons to a satellite. Solar radiation pressure is a
function of the Sun’s position, the projected area of the satellite in the plane normal
to the solar line of sight, and the mass and reflectivity of the satellite. There are
additional forces acting on a satellite, including outgassing (i.e., the slow release of
gases trapped in the structure of a satellite), the Earth’s tidal variations, and orbital
maneuvers. To model a satellite’s orbit very accurately, all these perturbations to
the Earth’s gravitational field must be modeled. For the purposes of this text, we
will collect all these perturbing accelerations in a term ag, so that the equations of
motion can be written as

2
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There are various methods of representing the orbital parameters of a satellite.
One obvious representation is to define a satellite’s position vector, ry = r(t,), and
velocity vector, v, = v(t,), at some reference time, #,. Given these initial conditions,
we could solve the equations of motion (2.7) for the position vector r(¢) and the
velocity vector v(z) at any other time ¢. Only the two-body equation of motion (2.4)
has an analytical solution, and even in that simplified case, the solution cannot be
accomplished entirely in a closed form. The computation of orbital parameters
from the fully perturbed equations of motion (2.7) requires numerical integration.

Although many applications, including GNSS, require the accuracy provided
by the fully perturbed equations of motion, orbital parameters are often defined in
terms of the solution to the two-body problem. It can be shown that there are six
constants of integration, or integrals for the equation of two-body motion, (2.4).
Given six integrals of motion and an initial time, one can find the position and ve-



locity vectors of a satellite on a two-body orbit at any point in time from the initial
conditions.

One of the most popular (and oldest) ways to formulate and solve the two-
body problem uses a particular set of six integrals or constants of motion known as
the Keplerian orbital elements. These Keplerian elements depend on the fact that,
for any initial conditions ry and v, at time ¢, the solution to (2.4) (i.e., the orbit),
will be a planar conic section. The first three Keplerian orbital elements, illustrated
in Figure 2.13, define the shape of the orbit. Figure 2.13 shows an elliptical orbit
that has semimajor axis a and eccentricity e. (Hyperbolic and parabolic trajectories
are possible but not relevant for Earth-orbiting satellites, such as in GNSS.) For
elliptical orbits, the eccentricity, e, is related to the semimajor axis, a, and the semi-
minor axis, b, as follows:

In Figure 2.13, the elliptical orbit has a focus at point F, which corresponds to
the center of mass of the Earth (and hence the origin of an ECI or ECEF coordinate
system). The time #, at which the satellite is at some reference point A in its orbit
is known as the epoch. The point P where the satellite is closest to the center of
the Earth is known as perigee, and the time at which the satellite passes perigee,
7, is another Keplerian orbital parameter. In summary, the three Keplerian orbital
elements that define the shape of the elliptical orbit and time relative to perigee are
as follows: a = semimajor axis of the ellipse, e = eccentricity of the ellipse, and 7 =
time of perigee passage.

Although the Keplerian integrals of two-body motion use time of perigee pas-
sage as one of the constants of motion, there is an equivalent parameter used in
GNSS applications known as the mean anomaly at epoch. Mean anomaly is an
angle that is related to the true anomaly at epoch, which is illustrated in Figure 2.13
as the angle v. After defining true anomaly precisely, the transformation to mean

Direction
of perigee

Figure 2.13 The three Keplerian orbital elements defining the shape of the satellite’s orbit.



anomaly and the demonstration of equivalence to time of perigee passage will be
shown.

True anomaly is the angle in the orbital plane measured counterclockwise from
the direction of perigee to the satellite. In Figure 2.13, the true anomaly at epoch is
v = ZPFA. From Kepler’s laws of two-body motion, it is known that true anomaly
does not vary linearly in time for noncircular orbits. Because it is desirable to define
a parameter that does vary linearly in time, two definitions are made that trans-
form the true anomaly to the mean anomaly, which is linear in time. The first trans-
formation produces the eccentric anomaly, which is illustrated in Figure 2.14 with
the true anomaly. Geometrically, the eccentric anomaly is constructed from the true
anomaly first by circumscribing a circle around the elliptical orbit. Next, a perpen-
dicular is dropped from the point A on the orbit to the major axis of the orbit, and
this perpendicular is extended upward until it intersects the circumscribed circle
at point B. The eccentric anomaly is the angle measured at the center of the circle,
O, counterclockwise from the direction of perigee to the line segment OB. In other
words, E = ZPOB. A useful analytical relationship between eccentric anomaly and
true anomaly is as follows [17]:

1-e 1
E= Zarctan{ o tan(zv)] (2.8)

Once the eccentric anomaly has been computed, the mean anomaly is given by
Kepler’s equation

Figure 2.14 Relationship between eccentric anomaly and true anomaly.



M=E-esinE (2.9)

As stated previously, the importance of transforming from the true to the mean
anomaly is that time varies linearly with the mean anomaly. That linear relation-
ship is as follows:

M-M, = a—ﬁ(t—to) (2.10)

where M, is the mean anomaly at epoch #,, and M is the mean anomaly at time .
From Figures 2.13 and 2.14 and (2.8) and (2.9), it can be verified that M=E =v =
0 at the time of perigee passage. Therefore, if we let # =7, (2.10) provides a trans-
formation between mean anomaly and time of perigee passage:

M, = - | (z-1,) (2.11)

From (2.11), it is possible to characterize the two-body orbit in terms of the
mean anomaly, M, at epoch %, instead of the time of perigee passage 7.

Another parameter commonly used by GNSS systems to characterize orbits is
known as mean motion, which is given the symbol # and is defined to be the time
derivative of the mean anomaly. Since the mean anomaly was constructed to be
linear in time for two-body orbits, mean motion is a constant. From (2.10), we find
the mean motion as follows:

_dm_ [u
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From this definition, (2.10) can be rewritten as M — M, = n(t — t;).

Mean motion can also be used to express the orbital period P of a satellite in
two-body motion. Since mean motion is the (constant) rate of change of the mean
anomaly, the orbital period is the ratio of the angle subtended by the mean anomaly
over one orbital period to the mean motion. It can be verified that the mean anom-
aly passes through an angle of 27 radians during one orbit. Therefore, the orbital
period is calculated as follows:

p=""-2x|% (2.12)

Figure 2.15 illustrates the three additional Keplerian orbital elements that de-
fine the orientation of an elliptical orbit. The coordinates in Figure 2.15 could refer
either to an ECI or to an ECEF coordinate system, in which the xy-plane is the
Earth’s equatorial plane. The following three Keplerian orbital elements define the
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Figure 2.15 The three Keplerian orbital elements defining the orientation of the orbit.

orientation of the orbit in the ECEF coordinate system: i = inclination of orbit, Q =
longitude of the ascending node, and w = argument of perigee.

Inclination is the dihedral angle between the Earth’s equatorial plane and the
satellite’s orbital plane. The other two Keplerian orbital elements in Figure 2.15 are
defined in relation to the ascending node, which is the point in the satellite’s orbit
where it crosses the equatorial plane with a +z component of velocity (i.e., going
from the southern to the northern hemisphere). The orbital element that defines the
angle between the +x-axis and the direction of the ascending node is called the right
ascension of the ascending node, abbreviated as RAAN. Because the +x-axis is
fixed in the direction of the prime meridian (0° longitude) in the ECEF coordinate
system, the right ascension of the ascending node is actually the longitude of the
ascending node, Q, if an ECEF coordinate system is being used. The final orbital
element, known as the argument of perigee, w, measures the angle from the ascend-
ing node to the direction of perigee in the orbit. Notice that Q is measured in the
equatorial plane, whereas w is measured in the orbital plane.

In the case of the fully perturbed equation of motion, (2.7), it is still possible
to characterize the orbit in terms of the six integrals of two-body motion, but
those six parameters will no longer be constant. A reference time is associated with
two-body orbital parameters used to characterize the orbit of a satellite moving
under the influence of perturbing forces. At the exact reference time, the reference
orbital parameters will describe the true position and velocity vectors of the satel-
lite, but as time progresses beyond (or before) the reference time, the true position



and velocity of the satellite will increasingly deviate from the position and velocity
described by the six two-body integrals or parameters.

2.3.2 Constellation Design

A satellite constellation (i.e., group of satellites fulfilling an overall mission) is char-
acterized by the set of orbital parameters for the individual satellites in that constel-
lation. The orbital parameters used are often the Keplerian orbital elements defined
in Section 2.3.1. The design of a satellite constellation entails the selection of orbital
parameters that optimize some objective function of the constellation [typically to
maximize some set of performance parameters at minimum cost (i.e., with the few-
est satellites)]. The design of satellite constellations has been the subject of numer-
ous studies and publications, some of which are summarized next. Our purpose
here is to provide a general overview of satellite constellation design, to summarize
the salient considerations in the design of constellations for satellite navigation, to
provide some perspective on the selection of the global (i.e., core) constellations
(BeiDou, Galileo, GLONASS, and GPS).

2.3.2.1 Overview of Constellation Design

Given innumerable combinations of satellite orbital parameters in a constellation,
it is convenient to segregate orbits into categories. One categorization of orbits is
by eccentricity:

« Circular orbits have zero (or nearly zero) eccentricity.

- Highly elliptical orbits (HEO) have large eccentricities (typically with e >
0.6).

« Here we will address only circular orbits. Another categorization of orbits is
by altitude: Geosynchronous Earth orbit (GEO) is an orbit with period equal
to the duration of the sidereal day [substituting P =23 hours, 56 minutes, 4.1
seconds into (2.12) yields a =42,164.17 km as the orbital semimajor axis for
GEOQ, or an altitude of 35,786 km)].

« Low Earth orbit (LEO) is a class of orbits with altitude typically less than
1,500 km.

« Medium Earth orbit (MEO) is a class of orbits with altitudes below GEO
and above LEO, with most practical examples being in the range of roughly
10,000-25,000-km altitude.

« Supersynchronous orbits are those with altitude greater than GEO (greater
than 35,786 km).

Note that GEO defines an orbital altitude such that the period of the orbit
equals the period of rotation of the Earth in inertial space (the sidereal day). A
geostationary orbit is a GEO orbit with zero inclination and zero eccentricity. In
this special case, a satellite in geostationary orbit has no apparent motion to an
observer on Earth, because the relative position vector from the observer to the
satellite (in ECEF coordinates) remains fixed over time. In practice, due to orbital



perturbations, satellites never stay in exactly geostationary orbit; therefore, even
geostationary satellites have some small residual motion relative to users on the
Earth. Geostationary GEO satellites are used most often for satellite communica-
tions. However, it is also sometimes of interest to incline a GEO orbit to provide
coverage also of the Earth’s poles, but at the expense of the satellite having greater
residual motion relative to the earth. As we will see, the Chinese BeiDou constel-
lation and Japanese QZSS specifically make use of such inclined GEO satellites.
Another categorization of orbits is by inclination:

« Equatorial orbits have zero inclination; hence a satellite in equatorial orbit
travels in the Earth’s equatorial plane.

« Polar orbits have 90° inclination (or close to 90° inclination); hence, a satel-
lite in polar orbit passes through (or near) the Earth’s axis of rotation.

« Prograde orbits have nonzero inclination with right ascension of the ascend-
ing node less than 180° (and hence have ground tracks that go in general
from southwest to northeast).

« Retrograde orbits have nonzero inclination with right ascension of the as-
cending node greater than 180° (and hence have ground tracks that go in
general from northwest to southeast).

« Collectively, prograde and retrograde orbits are known as “inclined.”

Finally, there are specialized classes of orbits that combine orbital parameters
in specific ways to achieve unique orbital characteristics. One such example is Sun-
synchronous orbits, which are used for many optical Earth-observing satellite mis-
sions. A Sun-synchronous orbit is one in which the orbit is nearly polar, and the
local time (i.e., at the subsatellite point on Earth) when the satellite crosses through
the equatorial plane is the same on every orbital pass. In this way, the satellite mo-
tion is synchronized relative to the Sun, which is achieved by selecting a specific
inclination as a function of desired orbital altitude.

Selection of a class of orbits for a particular application is made based on the
requirements of that application. For example, in many high-bandwidth satellite
communications applications (e.g., direct broadcast video or high rate data trunk-
ing), it is desirable to have a nearly geostationary orbit to maintain a fixed line
of sight from the user to the satellite to avoid the need for the user to have an ex-
pensive steerable or phased array antenna. However, for lower-bandwidth mobile
satellite service applications where lower data latency is desirable, it is preferable to
use LEO or MEO satellites to reduce range from the user to the satellite. For satel-
lite navigation applications, it is necessary to have multiple (at least four) satellites
in view at all time, usually worldwide.

Apart from orbital geometry, there are several other significant considerations
when configuring a satellite constellation. One such consideration is the require-
ment to maintain orbital parameters within a specified range. Such orbital main-
tenance is called stationkeeping, and it is desirable to minimize the frequency and
magnitude of maneuvers required over the lifetime of a satellite. This is true in all
applications because of the life-limiting factor of available fuel on the satellite, and
it is particularly true for satellite navigation applications, because satellites are not



immediately available to users after a stationkeeping maneuver while orbital and
clock parameters are stabilized and ephemeris messages are updated. Therefore,
more frequent stationkeeping maneuvers both reduce the useful lifetime of satel-
lites and reduce the overall availability of the constellation to users. Some orbits
have a resonance effect, in which there is an increasing perturbation in a satellite’s
orbit due to the harmonic effects of (2.6). Such orbits are undesirable because they
require more stationkeeping maneuvers to maintain a nominal orbit.

Another consideration in constellation design is radiation environment, caused
by the Van Allen radiation belts, in which charged particles are trapped by the
Earth’s magnetic field. The radiation environment (measured by flux of trapped
protons and electrons) is a function of height above the Earth’s surface and of the
out-of-plane angle relative to the equator. LEO satellites below 1,000 km altitude
operate in a relatively benign radiation environment, whereas MEO satellites at
15,000-25,000-km altitude will pass through the radiation environment at every
equatorial plane crossing. A high radiation environment drives satellite design in a
number of ways, including the need for space-class electronics components, install-
ing redundant equipment, and shielding all the way from component to spacecraft
level. These design impacts result in increased mass and cost of the satellite.

2.3.2.2 Inclined Circular Orbits

Theoretical studies of satellite constellations typically focus on some particular sub-
set of orbital categories. For example, Walker extensively studied inclined circular
orbits [18], Rider further studied inclined circular orbits to include both global and
zonal coverage [19], and Adams and Rider studied circular polar orbits [20]. These
studies all focus on determining the set of orbits in their categories that require the
fewest satellites to provide a particular level of coverage (i.e., the number of satel-
lites in view from some region on Earth above some minimum elevation angle).
The studies determine the optimal orbital parameters for a given category of orbits
that minimize the number of satellites required to achieve the desired level of cover-
age. Satellites in a constellation are segregated into orbital planes, where an orbital
plane is defined as a set of orbits with the same right ascension of the ascending
node (and hence the satellites travel in the same plane in an ECI coordinate system).
In the most general approach, Walker addresses constellations of satellites where
each satellite can be in a different orbital plane, or there can be multiple satellites
per plane. Rider’s work assumes multiple satellites per orbital plane. In each case,
the point of the study is to find the particular combination of orbital parameters
(how many satellites, in how many planes, in what exact geometrical configuration
and phasing) that minimize the number of satellites required to obtain a particular
level of coverage. Usually this can be obtained with a Walker constellation with one
satellite per orbital plane. However, there are additional considerations beyond just
minimizing the total number of satellites in a constellation. For example, since on-
orbit spares are usually desired for a constellation, and since maneuvers to change
orbital planes consume considerable fuel, it is usually desired to suboptimize by
selecting a constellation with multiple satellites per orbital plane, even though this
usually requires a few extra satellites to achieve a given level of coverage.

One important result from the studies [18-20] is that the required number of
satellites to achieve a desired level of coverage increases significantly the lower the



orbital altitude selected. This effect is illustrated in Figure 2.16, which shows the
number of satellites required to achieve single worldwide coverage (above 0° eleva-
tion angle) as a function of orbital altitude, as shown by Rider [19]. In general, for
every 50% reduction in orbital altitude, the required number of satellites increases
by 75%. This becomes important when trading off satellite complexity versus or-
bital altitude in constellation design, as discussed next.

Practical applications of the theoretical work [18-20] have included the IRID-
IUM LEO mobile satellite communications constellation, which was originally
planned to be an Adams/Rider 77-satellite polar constellation and ended up as a
66-satellite polar constellation, the Globalstar LEO mobile satellite communica-
tions constellation, which was originally planned to be a Walker 48-satellite in-
clined circular constellation of 8 planes, and most recently a proposed constellation
called OneWeb with 648 satellites in polar orbits to provide internet service. In ad-
dition, the global constellations (GPS, GLONASS, Galileo, and BeiDou) all employ
constellations making use of the principles set forth in [18, 19].

Rider Constellations

As an example of how to use one of these constellation design studies, consider Rid-
er’s work [19] on inclined circular orbits. Rider studied the class of orbits that are
circular and of equal altitude and inclination. In Rider’s work, the constellation is
divided into a number of orbital planes, P, with a number of satellites per plane, S.
Also, the satellites in this study are assumed to have equal phasing between planes
(i.e., satellite 1 in plane 1 passes through its ascending node at the same time as
satellite 1 in plane 2). Figure 2.17 illustrates equal versus unequal phasing between
planes in the case of two orbital plans with three equally spaced satellites per plane
(P =2, 8 =3). The orbital planes are equally spaced around the equatorial plane,
so that the difference in right ascension of ascending node between planes equals
360°/P, and satellites are equally spaced within each orbital plane.
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Figure 2.17 Equal versus unequal phasing between orbital planes.

Rider [19] made the following definitions: a = elevation angle, R, = spherical
radius of the Earth (these studies all assume a spherical Earth), and » = orbital alti-
tude of the constellation being studied.

Then the Earth central angle, 6, as shown in Figure 2.18, is related to these
parameters as follows:

cosa
1+h

cos(0+a) = (2.13)

Re

From (2.13), given an orbital altitude, », and a minimum elevation angle, «,
the corresponding Earth central angle, 0, can be computed. Rider then defines a
half street width parameter, ¢, which is related to the Earth central angle, 6, and the
number of satellites per orbital plane, S, as follows:

cos = (cosc)(cos%) (2.14)

Finally, Rider’s analysis produces a number of tables that relate optimal combi-
nations of orbital inclination, i, half street width, ¢, and number of orbital planes,
P, for various desired Earth coverage areas (global versus mid-latitude versus equa-
torial versus polar) and various levels of coverage (minimum number of satellites
n view).

Walker Constellations

It turns out that the more generalized Walker constellations [18] can produce a
given level of coverage with fewer satellites in general than the Rider constellations
[19]. Walker constellations use circular inclined orbits of equal altitude and inclina-
tion, the orbital planes are equally spaced around the equatorial plane, and satellites



> h (Orbital altitude)

<—

> R, (Earth’s radius)

_/

O (Earth’s center)

Figure 2.18 Relationship between elevation angle and Earth central angle (6).

are equally spaced within orbital planes, as with Rider constellations. However,
Walker constellations allow more general relationships between the number of sat-
ellites per plane and the phasing between planes. To that end, Walker introduced
the notation T/P/F, where T is the total number of satellites in the constellation,
P is the number of orbital planes, and F is the phase offset factor that determines
the phasing between adjacent orbital planes (see Figure 2.17 for an illustration of
the concept of phasing between orbital planes). With the number of satellites per
plane, S, it is obvious that T=S X P. F is an integer such that 0 < F< P — 1, and the
offset in mean anomaly between the first satellite in each adjacent orbital plane is
360° x F/P. That is, when the first satellite in plane 2 is at its ascending node, the
first satellite in plane 1 will have covered an orbital distance of (360° x F/P) degrees
within its orbital plane.

Typically, with one satellite per plane, a value of F can be found such that a
Walker constellation can provide a given level of coverage with fewer satellites
than a Rider constellation. However, such Walker constellations with one satellite
per plane are less robust against failure than constellations with multiple satellites
per plane, because on-orbit sparing is nearly impossible with only one satellite per
plane. In such a sparing scenario, it would be required to reposition the satellite
from the spare plane into the plane of a failed satellite, but the cost in fuel is ex-
tremely prohibitive to execute such an orbital maneuver. To give an idea, a single
plane change would require approximately 30 times the amount of fuel that is



currently budgeted on the Galileo satellites for maneuvers over their entire lifetime.
Because satellites can therefore be repositioned realistically only within an orbital
plane, there is greater application of Rider-type constellations or Walker constel-
lations with multiple satellites per plane versus Walker constellations with a single
satellite per plane.

As a specific example of constellation design using the work of Walker and
Rider ([18] and [19]), consider a MEO satellite constellation providing 4-fold
worldwide continuous coverage above a minimum 5° elevation angle for the satel-
lite navigation application. In this example, the objective is to minimize the number
of satellites providing this level of coverage within the class of Rider orbits. Specifi-
cally, consider the case with h = 20,182 km (corresponding to an orbital period of
approximately12 hours). With @ = 5°, the Earth central angle 6 can be computed
from (2.13) to be 71.2°.

Rider’s results in Table 4 of [19] then show that with 6 orbital planes, the
optimal inclination is 55°, and ¢ = 44.92°. We now have enough information to
solve equation (2.14) for S. This solution is S = 2.9, but since satellites come only in
integer quantities, one must round up to 3 satellites per plane. Hence, Rider’s work
indicates that with 6 orbital planes, one must have 3 satellites per plane, for a total
of 18 satellites, to produce continuous worldwide coverage with a minimum of 4
satellites above a minimum 5° elevation angle. With 5 orbital planes of the same
altitude and with the same coverage requirement, Rider’s work shows ¢ = 55.08°,
and S = 3.2, which rounds up to 4 satellites per plane. In this case, 20 total satellites
would be required to provide the same level of coverage. Likewise, with 7 orbital
planes, the requirement is 3 satellites per plane, for a total of 21 satellites. There-
fore, the optimal Rider constellation configuration to provide worldwide 4-fold
coverage above 5 degrees elevation angle is a 6 x 3 constellation (P = 6, S = 3) for
a total of 18 satellites. It turns out that in the early 1980s, the U.S. Air Force was
looking at smaller GPS constellation alternatives, consisting of different configura-
tions with 18 total satellites [21]. Note that for the navigation application, where
there are more considerations than just the total number of satellites in view, it
turns out to be preferable to modify Walker or Rider constellations, for example,
by unevenly spacing the satellites in each orbital plane. The details of these addi-
tional considerations will be explored more fully in the following section.

2.3.2.3 Constellation Design Considerations for Satellite Navigation

Satellite navigation constellations have very different geometrical constraints from
satellite communications systems, the most obvious of which is the need for more
multiplicity of coverage (i.e., more required simultaneous satellites in view for the
navigation applications). As discussed in Section 2.5.2, the GNSS navigation solu-
tion requires a minimum of four satellites to be in view of a user to provide the
minimum of four measurements necessary for the user to determine three-dimen-
sional position and time. Therefore, a critical constraint on a GNSS constellation is
that it must provide a minimum of 4-fold coverage at all times. In order to ensure
this level of coverage robustly, a nominal GNSS constellation is designed to provide
more than fourfold coverage so that the minimum of four satellites in view can be
maintained even with a satellite failure. Also, more than fourfold coverage is neces-
sary for user equipment to be able to determine autonomously if a GNSS satellite



is experiencing a signal or timing anomaly, and therefore to exclude such a satellite
from the navigation solution (this process is known as integrity monitoring); see
Section 11.4. Therefore, the practical constraint for coverage of a GNSS constella-
tion is minimum sixfold coverage above a 5° elevation angle.

Constellation design for satellite navigation has the following major constraints
and considerations:

1. Coverage needs to be global.

2. At least 6 satellites need to be in view of any user position at all times.

3. To provide the best navigation accuracy, the constellation needs to have
good geometric properties, which entail a dispersion of satellites in both
azimuth and elevation angle from users anywhere on the Earth (a discus-
sion of the effects of geometric properties on navigation accuracy is pro-
vided in Section 11.2).

4. The constellation needs to be robust against single satellite failures.

5. The constellation must be maintainable, that is, it must be relatively inex-
pensive to reposition satellites within the constellation.

6. Stationkeeping requirements need to be manageable. In other words, it
is preferable to minimize the frequency and magnitude of maneuvers re-
quired to maintain the satellites within the required range of their orbital
parameters.

7. Orbital altitude must be selected to achieve a balance between payload size
and complexity versus required constellation size to achieve a minimum
sixfold coverage. The higher the orbital altitude, the fewer the satellites
required to achieve sixfold coverage, but the larger and more complex the
payload and hence satellite. Payload complexity increases at higher alti-
tudes, for example, due to the increased transmitter power and antenna
size required to achieve a certain minimum received signal strength on the
ground for a user.

2.4 GNSS Signals

This section provides an overview of GNSS signals including commonly used signal
components. This discussion is followed by a description of important signal char-
acteristics such as auto-correlation and cross-correlation functions.

2.4.1 Radio Frequency Carrier

Every GNSS signal is generated using one or more radio frequency (RF) carriers,
which are nominally perfect sinusoidal voltages produced within the transmitter
(see Figure 2.19). As shown in Figure 2.19, one important characteristic of an RF
carrier is the time interval, T, between recurrences of amplitude (e.g., peak-to-
peak) in units of seconds. Such a recurrence in amplitude is referred to as a cycle
and the time interval corresponding to one cycle is referred to as the period. More
commonly used in practice to characterize RF carriers is the carrier frequency,
which is the reciprocal of the period, f, = 1/T,,, expressed in units of cycles/second
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Figure 2.19 Radio frequency carrier.

or equivalently hertz. (By definition 1 Hz is one cycle/second). Metric prefixes are
frequently encountered, for example, 1 kHz = 103 Hz, 1 MHz = 10¢ Hz, and 1 GHz
=10° Hz.

Most GNSS signals today use carrier frequencies in the L-band, which is de-
fined by the Institute of Electrical and Electronics Engineers (IEEE) to be the range
of 1 to 2 GHz. L-band offers several advantages for GNSS signals as compared to
other bands. At lower frequencies, the Earth’s atmosphere results in larger delays
and inhomogeneities in the atmosphere cause more severe fading in received sig-
nal strength. At greater frequencies, additional satellite power is required and pre-
cipitation (e.g., rain) attenuation can be significant. Two L-band frequency subsets
have been allocated globally by the International Telecommunication Union (ITU)
for radionavigation satellite services (RNSS), which is the name given by the global
spectrum management community to the services provided by GNSS constella-
tions. The RNSS allocations in L-band are for 1,164-1,300 MHz and 1,559-1,610
MHz. Two GNSS constellations discussed within this book additionally utilize S-
band (2-4 GHz) navigation signals, and several GNSS service providers are consid-
ering the future addition of navigation signals in C-band (4-8 GHz).

2.4.2 Modulation

GNSS signals are designed to enable several functions:

« Precise ranging by the user equipment;

. Conveyance of digital information about the location of the GNSS satellites,
clock errors, satellite health, and other navigation data;

« For some systems, utilization of a common carrier frequency among multiple
satellites broadcasting simultaneously.

To accomplish these functions, some properties of the RF carrier must be var-
ied with time. Such variation of an RF carrier is referred to as modulation. Con-
sider a signal whose voltage is described by

s(t) = a(t)cos[2xf ()t + ¢(2)] (2.15)

If the amplitude, a(t), frequency, f(¢), and phase offset, ¢(¢), are nominally con-
stant with respect to time, then this equation would describe an unmodulated car-
rier. Variation of amplitude, frequency, and phase, are referred to as amplitude
modulation, frequency modulation, and phase modulation, respectively. If a(t), f(¢),
or ¢(t) can take on any of an infinite set of values varying continuously over time,



then the modulation is referred to as analog. The GNSS navigation signals broad-
cast by satellite navigation systems described in this book use digital modulation,
meaning that the modulation parameters can only take on a finite set of values that
are only permitted to change at specific, discrete epochs of time.

2.4.2.1 Navigation Data

One example of a digital modulation that is frequently used to convey digital navi-
gation data from GNSS satellites to receivers is binary phase shift keying (BPSK).
BPSK is a simple digital signaling scheme in which the RF carrier is either transmit-
ted as is or with a 180° phase shift over successive intervals of T}, seconds in time
depending on whether a digital 0 or 1 is being conveyed by the transmitter to the
receiver (see, e.g., [22]). From this viewpoint, BPSK is a digital phase modulation
with two possibilities for the phase offset parameter: ¢(t) = 0 or ¢(¢) = 7.

A BPSK signal can alternatively be viewed as being created using amplitude
modulation, as illustrated in Figure 2.20. Note, as shown in the figure, that the
BPSK signal can be formed as the product of two time waveforms: the unmodulat-
ed RF carrier and a data waveform that takes on a value of either +1 or —1 for each
successive interval of T, = 1/R;, seconds where R, is the data rate in bits per second.
The data waveform amplitude for the k-th interval of T}, seconds can be generated
from the kth data bit to be transmitted using either the mapping [0, 1] — [-1, +1]
or [0, 1] — [+1, —1]. Mathematically, the data waveform d(¢) can be described as:

dt)="Y dplt - kT,) (2.16)

[

where d}, is the kth data bit (in the set [-1,+1]) and p(¢) is a pulse shape. The data
waveform alone is considered a baseband signal, meaning that its frequency content
is concentrated around 0 Hz rather than the carrier frequency. Modulation by the
RF carrier centers the frequency content of the signal about the carrier frequency,
creating what is known as a bandpass signal.

The BPSK signal shown in Figure 2.20 uses rectangular pulses:
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Figure 2.20 BPSK modulation.



(1) = 1, 0<t<T, 517
po= 0, elsewhere (2.17)

but other pulse shapes may be used. For instance, Manchester encoding is a term
that is used to describe BPSK signals that use pulses consisting of one cycle of a
square wave.

In many modern GNSS signal designs, forward error correction (FEC) is em-
ployed for the navigation data whereby redundant bits (more than the original
information bits) are transmitted over the channel according to some prescribed
method, enabling the receiver to detect and correct some errors that may be intro-
duced by noise, interference, or fading. When FEC is employed, common conven-
tion is to replace T), with T, and R, with R; to distinguish data symbols (actually
transmitted) from data bits (that contain the information before FEC). The coding
rate is the ratio R;/R..

2.4.2.2 Direct Sequence Spread Spectrum

To enable precise ranging, all of the GNSS signals described in this book employ di-
rect sequence spread spectrum (DSSS) modulation. As shown in Figure 2.21, DSSS
signaling involves the modulation of an RF carrier with a spreading or pseudoran-
dom noise (PRN) waveform, often (as shown in the figure) but not necessarily in
addition to modulation of the carrier by a navigation data waveform. The spread-
ing and data waveforms are similar but there are two important differences. First,
the spreading waveform is deterministic (i.e., the digital sequence used to produce
it is completely known, at least to the intended receivers). Second, the symbol rate
of the spreading waveform is much higher than the symbol rate of the navigation
data waveform. The digital sequences used to generate spreading waveforms are
referred to by various names including ranging code, pseudorandom sequence, and
PRN code. An excellent overview of pseudorandom sequences, including their gen-
eration, characteristics, and code families with good properties is provided in [23].
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Figure 2.21 DSSS modulation.



GNSS signals that are intended to be used by the general public are referred to
as open signals. Open GNSS signals use ranging codes that are unencrypted and
periodic, with lengths varying from 511 to 767,250 bits. Some GNSS signals are
only intended to be employed by authorized (e.g., military) users. To prevent gen-
eral public use, authorized or restricted-use GNSS signals use ranging codes that
are encrypted and thus aperiodic. Knowledge of the encryption scheme as well as
secret numbers known as private keys are required to be able to fully process au-
thorized GNSS signals.

To avoid confusion between information-bearing bits within the navigation
data and the bits of the ranging code, the latter are often referred to as chips, which
determine the polarity of the spreading symbols. The time duration of the spread-
ing waveform corresponding to one chip of the ranging code is referred to as the
chip period, and the reciprocal of the chip period as the chipping rate, R,. The in-
dependent time parameter for the spreading waveform is often expressed in units of
chips and referred to as code phase. The signal is called spread spectrum, due to the
wider bandwidth occupied by the signal after modulation by the high rate spread-
ing waveform. In general, the bandwidth is proportional to the chipping rate.

There are three primary reasons why DSSS waveforms are employed for satel-
lite navigation. First and most importantly, the frequent phase inversions in the
signal introduced by the spreading waveform enable precise ranging by the receiver.
Second, the use of different spreading sequences from a well-designed set enables
multiple satellites to transmit signals simultaneously and at the same frequency. A
receiver can distinguish among these signals, based on their different codes. For
this reason, the transmission of multiple DSSS signals having different spreading
sequences on a common carrier frequency is referred to as code division multiple
access (CDMA). Finally, as detailed in Chapter 9, DSSS provides significant rejec-
tion of narrowband interference.

2.4.2.3 Binary Offset Carrier

It should be noted that the spreading symbols in a DSSS signal do not need to be
rectangular (i.e., a constant amplitude over the chip period), as shown in Figure
2.21. In principle, any shape could be used and different shapes can be used for
different chips. Henceforth, we will denote DSSS signals generated using BPSK sig-
naling with rectangular chips as BPSK-R signals. Several variations of the basic
DSSS signal that employ nonrectangular symbols are used for satellite navigation
applications. Binary offset carrier (BOC) signals [24] are generated using DSSS
techniques, but employ portions of a square wave for the spreading symbols. A gen-
eralized treatment of the use of arbitrary binary patterns to generate each spreading
symbol is provided in [25]. Spreading symbol shapes, such as raised cosines, whose
amplitudes vary over a wide range of values are used extensively in digital com-
munications. These shapes have also been considered for satellite navigation, but
to date have not been used for practical reasons. For precise ranging, it is necessary
for the satellite and user equipment to be able to faithfully reproduce the spread-
ing waveform, which is facilitated through the use of signals that can be generated
using simple digital means. Furthermore, spectral efficiency, which has motivated
extensive studies in symbol shaping for communications applications, is generally
not a concern for satellite navigation and can be detrimental for precise ranging.



In addition, DSSS signals with a constant envelope (i.e., those that have constant
power over time) can be efficiently transmitted using switching-class amplifiers,
although there are ways to combine multiple waveforms, not binary-valued, into a
constant-envelope signal.

2.4.2.4 Pilot Components

A feature of many modern GNSS signals is that they split the total power in one
overall signal between two components that are referred to as the data and pilot
(or dataless) components. As the names suggest, the data component is modulated
by navigation data and the pilot component is not modulated by the navigation
data. Both components are modulated by spreading waveforms and utilize different
ranging codes. Typical splits of power when separate data and pilot components
are utilized range from 50%-50% (i.e., equal power in each component) to 25%-
75% (i.e., power in the pilot component is three times that in the data component).
Why are pilot components utilized? The reason is that a receiver can much more
robustly track a signal that is not modulated by navigation data, as will be discussed
in Chapter 8. Thus, pilot components can allow GNSS signals to be tracked in more
challenging environments (e.g., deeper indoors, or in the presence of greater levels
of interference) than would be possible without this design feature.

2.4.3 Secondary Codes

Many modern GNSS signals employ both primary ranging codes (discussed in Sec-
tion 2.4.2.2) and secondary (or synchronization) codes. Secondary codes reduce
interference between GNSS signals and also facilitate robust data bit synchroniza-
tion within GNSS receivers.

A secondary code is a periodic, binary sequence that is generated at the primary
code repetition rate. Each bit of the secondary code is modulo-2 summed to one
entire period of the primary code. The GNSS constellations described in Chapters
3 through 7 use secondary codes of lengths from 4 to 1,800 for various signals.

To illustrate the concept of a secondary code, consider a hypothetical GNSS
signal that uses a primary ranging code that is 1,023 chips in length, with the first
10 chip valuesof [T 0011010 10]. If a 4-bit secondary code of [1 0 1 0] is ap-
plied at the primary ranging code repetition rate (equal to 1/1,023 of the primary
code chipping rate), every four repetitions of the primary ranging code would be
modified as follows. For the first and third repetitions, the primary ranging code
would be inverted, so that it started with the ten chips [0 110010 10 1]. For
the second and fourth repetitions, the primary ranging code would be unchanged,
and this entire pattern would repeat again after the fourth ranging code repetition.

2.4.4 Multiplexing Techniques

In satellite navigation applications, it is frequently required to broadcast multiple
signals from a satellite constellation, from a single satellite, and even upon a single
carrier frequency. There are a number of techniques to facilitate this sharing of a
common transmission channel without the broadcast signals interfering with each
other. The use of different carrier frequencies to transmit multiple signals is referred



to as frequency division multiple access (FDMA) or frequency division multiplex-
ing (FDM). Sharing a transmitter over time among two or more signals is referred
to as time division multiple access (TDMA) or time division multiplexing (TDM).
CDMA, or the use of different spreading codes to allow the sharing of a common
carrier frequency, was introduced in Section 2.4.2.2.

When a common transmitter is used to broadcast multiple signals on a single
carrier, it is desirable to combine these signals in a manner that forms a composite
signal with a constant envelope for the reason discussed in Section 2.4.2.3. Two
binary DSSS signals may be combined using quadrature phase shift keying (QPSK).
In QPSK, the two signals are generated using RF carriers that are in phase quadra-
ture (i.e., they have a relative phase difference of 90° such as cosine and sine func-
tions of the same time parameter and are simply added together). The two constitu-
ents of a QPSK signal are referred to as the in-phase and quadraphase components.

When it is desired to combine more than two signals on a common carrier,
more complicated multiplexing techniques are required. Interplexing combines
three binary DSSS signals on a common carrier while retaining constant envelope
[26]. To accomplish this feat, a fourth signal that is completely determined by the
three desired signals, is also transmitted. The overall transmitted signal may be
expressed as in the form of a QPSK signal:

s(t) = s,(¢)cos(2atf, 1) — s, (¢)sin(27f ) (2.18)
with in-phase and quadraphase components, s,(¢) and s (#), respectively, as:

s;(t) = 2P, s (t)cos(m) — 2B, s, () sin(m)

5o(t) = (2P, 5, (t)cos(m) + 2P, s, (t)s, (2)s, (¢)sin(m) (2.19)

where s;(2), s,(¢), and s5(¢), are the three desired signals, f. is the carrier frequency
and m is an index that is set in conjunction with the power parameters P; and Pg
to achieve the desired power levels for the four multiplexed (three desired plus one
additional) signals.

Other techniques for multiplexing more than two binary DSSS signals while
retaining constant envelope include majority vote [27] and intervoting [28]. In the
majority vote, an odd number of DSSS signals are combined by taking the major-
ity of their underlying PRN sequence values at every instant in time to generate
a composite DSSS signal. Intervoting consists of the simultaneous application of
interplexing and majority vote.

2.4.5 Signal Models and Characteristics

In addition to the general quadrature signal representation in (2.18) for GNSS sig-
nals, we will find it occasionally convenient to use the complex-envelope or lowpass
representation, s,(¢), defined by the relation:

s(t) = Re{s,(£)e”*""* } (2.20)



where Re{-} denotes the real part of. The in-phase and quadraphase components of
the real signal s(z) are related to its complex envelope by:

§,(t) = 5, (t) + jsg () (2.21)

Two signal characteristics of great importance for satellite navigation applica-
tions are the autocorrelation function and power spectral density. The autocorrela-
tion function for a lowpass signal with constant power is defined as:

T

R(7)= 1imL I s, (t)s,(t +7)dt (2.22)

T—oo 2, r

where * denotes complex conjugation. The power spectral density is defined to be
the Fourier transform of the autocorrelation function:

S(f)= | Riz)e " dt (2.23)

The power spectral density describes the distribution of power within the sig-
nal with regards to frequency.

It is often convenient to model some portions of a DSSS signal as being random.
For instance, the data symbols and ranging code are often modeled as nonrepeating
coin-flip sequences (i.e., they randomly assume values of either +1 or —1 with each
outcome occurring with equal probability and with each value being independent
of other values). The autocorrelation function for a DSSS signal with random com-
ponents is generally taken to be the average or expected value of (2.22). The power
spectral density remains as defined by (2.23).

As an example, consider a baseband DSSS signal without data employing rect-
angular chips with a perfectly random binary code as shown in Figure 2.22(a). The
autocorrelation function illustrated in Figure 2.22(b) is described in equation form
as [29]:

R(r)= A? (1 - |TL|) for [r| < T,

(2.24)

=0 elsewhere

The power spectrum of this signal shown in Figure 2.4(c) (as a function of an-
gular frequency @ = 27f) may be determined using (2.20) to be:

S(f) = A*T sinc® (7fT,) (2.25)

where sinc(x) = S¥ What is important about a DSSS signal using a random binary
x

code is that it correlates with itself in one and only one place and it is uncorrelated
with any other random binary code. Satellite navigation systems employing rect-
angular chips have similar autocorrelation and power spectrum properties to those
described above for the random binary code case, but employ ranging codes that



A’ R@)
- Tc 0 Tc T >
(b)
AZT, S(w)
| [P N TN e !
8 _6m _4n 2 0 27 47 6n 8y O

T T T, T, T, . T, T,

©

Figure 2.22 (a) A random binary code producing (b) the autocorrelation function and (c) the
power spectrum of a DSSS signal.

are perfectly predictable and reproducible. This is why they are called “pseudo”
random codes.

To illustrate the effects of finite-length ranging codes, consider a DSSS signal
without data employing a pseudorandom sequence that repeats every N bits. Fur-
ther, let us assume that this sequence is generated using a linear feedback shift reg-
ister that is of maximum length. A linear feedback shift register is a simple digital
circuit that consists of 7 bits of memory and some feedback logic [23], all clocked
at a certain rate. Every clock cycle, the nth bit value is output from the device, the



logical value in bit 1 is moved to bit 2, the value in bit 2 to bit 3, and so on, and
finally, a linear function is applied to the prior values of bits 1 to 7 to create a new
input value into bit 1 of the device. With an n-bit linear feedback shift register,
the longest length sequence that can be produced before the output repeats is N
=27 — 1. A linear feedback shift register that produces a sequence of this length is
referred to as maximum-length. During each period, the 7 bits within the register
pass through all 2” possible states, except the all-zeros state, since all zeros would
result in a constant output value of 0. Because the number of negative values (1s)
is always one larger than the number of positive values (0s) in a maximum-length
sequence, the autocorrelation function of the spreading waveform PN(#) outside of
the correlation interval is —A2/N. Recall that the correlation was 0 (uncorrelated)
in this interval for the DSSS signal with random code in the previous example.
The autocorrelation function for a maximum length pseudorandom sequence is the
infinite series of triangular functions with period NT.(seconds) shown in Figure
2.23(a). The negative correlation amplitude (~A2/N) is shown in Figure 2.23(a)
when the time shift, 7, is greater than T, or multiples of £T.(N+1), and represents
a DC term in the series. Expressing the equation for the periodic autocorrelation
function mathematically [30] requires the use of the unit impulse function shifted
in time by discrete (m) increments of the PRN sequence period NT.: d(t + mNT,).
Simply stated, this notation (also called a Dirac delta function) represents a unit
impulse with a discrete phase shift of mNT. seconds. Using this notation, the au-
tocorrelation function can be expressed as the sum of the DC term and an infinite
series of the triangle function, R(t), defined by (2.24). The infinite series of the
triangle function is obtained by the convolution (denoted by ®)of R(r) with an
infinite series of the phase shifted unit impulse functions as follows:

Ren (@)
AZ
2 —(N+DT, —(N=-1T, -Tc Tc (N=-1T, (N+DT,
- % — | | | | | 1 1 1
/ — 7 | |\
—NT, 0
NT,
T
(@

A2
dc component = —
N2
Line spacing = L
pacing = NT,
(b)

Figure 2.23 (a) The autocorrelation function of a DSSS signal generated from a maximum length
pseudorandom sequence and (b) its line spectrum.



® 3 6(z+mNT) (2.26)

m=—oo

The power spectrum of the DSSS signal generated from a maximum length
pseudorandom sequence is derived from the Fourier transform of (2.26) and is the
line spectrum shown in Figure 2.23(b). The unit impulse function is also required
to express this in equation form as follows:

SPN(f)=fI—Z(6(f)+ Y, (N+1)sinc’ (”f\[] (2 f+ ’;—?D (2.27)

m=—ocoz() c

where m =+1,+2, 3, ...

Observe in Figure 2.23(b) that the envelope of the line spectrum is the same as
the continuous power spectrum obtained for the random code except for the small
DC term in the line spectrum and the scale factor T.. As the period, N (chips), of
the maximum length sequence increases then the line spacing, 27/NT, (radians/s)
or 1/NT, (Hz), of the line spectrum decreases proportionally, so that the power
spectrum begins to approach a continuous spectrum.

Next consider the general baseband DSSS signal that uses the arbitrary symbol

g():

=Y gt kT
s(z) k;mﬂ gt —kT)) (2.28)

If the ranging code values {a,} are assumed to be generated as a random coin-
flip sequence, then the autocorrelation function for this signal may be found by
taking the mean value of (2.22) resulting in:

= [ slt)g' (¢ —v)de (2.29)

Although data was neglected in (2.28), its introduction does not change the
result for a nonrepeating coin-flip sequence. Using this result, along with (2.23)
for power spectral density, we can express the autocorrelation function and power
spectrum for unit-power BPSK-R signals, for which

1/JT., 0<t<T
Zrrs—r / ‘ = (2.30)
0, elsewhere
as
/T, <
R c
sk () = {O, elsewhere
(2.31)

SBPSK—R(f) = TCSil’IC2 (JTch)



The notation BPSK-R(#) is often used to denote a BPSK-R signal with 7z X
1.023 MHz chipping rate. As will be discussed in Chapters 3, 5, 6, and 7, GPS, Gal-
ileo, BeiDou, and various regional systems employ frequencies that are multiples
of 1.023 MHz. GPS was the first to use chipping rates that are integer multiples of
1.023 MHz (based upon a design choice to use a length-1,023 ranging code for one
of the original GPS navigation signals and the desire for the repetition period to be
a convenient value of 1 ms). Other systems subsequently adopted chipping rates
that are integer multiples of 1.023 MHz to be interoperable with GPS.

A BOC signal may be viewed as being the product of a BPSK-R signal with a
square-wave subcarrier. The autocorrelation and power spectrum are dependent on
both the chip rate and characteristics of the square wave subcarrier. The number
of square wave half-periods in a spreading symbol is typically selected to be an
integer:

k= (2.32)

where T, = 1/(2f,) is the half-period of a square wave generated with frequency f..
When k is even, a BOC spreading symbol can be described as:

soc(t) = Eypsk_p(t)sgn[sin (7t / T, + )] (2.33)

where sgn is the signum function (1 if the argument is positive, -1 if the argument
is negative) and v is a selectable phase angle. When k is odd, a BOC signal may be
viewed as using two symbols over every two consecutive chip periods, that given
in (2.33) for the first spreading symbol in every pair and its inverse for the second.
Two common values of ¢ are 0° or 90°, for which the resultant BOC signals are
referred to as sine-phased or cosine-phased, respectively.

With a perfect coin-flip spreading sequence, the autocorrelation functions for
cosine- and sine-phased BOC signals resemble saw teeth, piece-wise linear functions
between the peak values as shown in Table 2.3. The expression for the autocorrela-
tion function applies for £ odd and k even when a random code is assumed. The
notation BOC(m,n) used in the table is shorthand for a BOC modulation generated
using a m x 1.023 MHz square wave frequency and a #z x 1.023 MHz chipping
rate. The subscripts s and ¢ refer to sine-phased and cosine-phased, respectively.

The power spectral density for a sine-phased BOC modulation is [24]:

Table 2.3 Autocorrelation Function Characteristics for BOC Modulations

Number of Positive Autocorrelation Function Values
and Negative Peaks for Peak att=jTg/2
in Autocorrelation
Modulation Function Delay Values of Peaks (s) j even j odd
BOC, (m, n) 2k—1 = Ty2, (~1)2(k—j2|)/k  (=1)(I-D2/(2k)
2k+2<j<2k-2
BOC,(m, n) 2k+1 r=Ty2, (~1)2(k—j2|)/k  (=1) i D72(2K)

2k+1<j<2k-1



T.sinc® (nfT, )tan’ ( f) , keven

2f,
c (J'[fT ) Zﬁ )

and the power spectral density for a cosine-phased BOC modulation is:

| sw(21) 2

4Tcsinc2 (n}‘TC) 4.
COS(Z]()

Spoc.mm ()= , (2.35)

4T cos’ (nf}) (
(nfTC) cos(

, k even

) ,kodd

)

A binary coded symbol (BCS) modulation [25] uses a spreading symbol defined
by an arbitrary bit pattern {c,,} of length M as:

Q[ H
==

S
-~

ZCPT/M ~mT, | M) (2.36)

where P7/u() is a pulse taking on the value 1/ \/i over the interval [0,T/M) and
zero elsewhere. The notation BCS([¢y, ¢q5 ..., cp_1]s 72) is used to denote a BCS
modulation that uses the sequence ([cg, 1, ..., ¢p_1] for each symbol and a chipping
rate of R, =#n x1.023 MHz = 1/T.. As shown in [25], the autocorrelation function
for a BCS([c, €15 ---» cx_1], ) modulation with perfect spreading code is a piecewise
linear function between the values:

RBcs(nTc/M) ! 2

M2 (2.37)

mmn

where 7 is an integer with magnitude less than or equal to M and where it is under-
stood that ¢,, = 0 for m & [0, M - 1]. The power spectral density is:

1% * sin®(zfT. | M)
S — T - —j2amfT, /M c
BCS(f) c M%Cme (ﬂf’T‘L /M)Z (2"38)

Given the success of BPSK-R modulations, why consider more advanced modu-
lations like BOC or BCS? Compared to BPSK-R modulations, which only allow the
signal designer to select carrier frequency and chip rate, BOC and BCS modulations
provide additional design parameters for waveform designers to use. The resulting



modulation designs can provide enhanced performance when bandwidth is limited
(due to implementation constraints at transmitter and receiver or due to spectrum
allocations). Also, modulations can be designed to better share limited frequency
bands available for use by multiple GNSS constellations. The spectra can be shaped
in order to limit interference and otherwise spectrally separate different signals.
To obtain adequate performance, such modulation design activities must carefully
consider a variety of signal characteristics in the time and frequency domains and
should not concentrate exclusively on spectrum shape.

2.5 Positioning Determination Using Ranging Codes

As mentioned in Section 2.4, GNSS satellite transmissions utilize DSSS modulation.
DSSS provides the structure for the transmission of ranging codes and essential
navigation data such as satellite ephemerides and satellite health. The ranging codes
modulate the satellite carrier frequencies. These codes look like and have spectral
properties similar to random binary sequences but are actually deterministic. A
simple example of a short ranging code sequence is shown in Figure 2.24. These
codes have a predictable pattern, which is periodic and can be replicated by a suit-
ably equipped receiver.

2.5.1 Determining Satellite-to-User Range

Earlier, we examined the theoretical aspects of using satellite ranging codes and
multiple spheres to solve for user position in three dimensions. That example was
predicated on the assumption that the receiver clock was perfectly synchronized
to system time. In actuality, this is generally not the case. Prior to solving for the
three-dimensional user position, we will examine the fundamental concepts involv-
ing satellite-to-user range determination with nonsynchronized clocks and ranging
codes. There are a number of error sources that affect range measurement accuracy
(e.g., measurement noise, propagation delays); however, these can generally be con-
sidered negligible when compared to the errors experienced from nonsynchronized
clocks. Therefore, in our development of basic concepts, errors other than clock
offset are omitted. Extensive treatment of these error sources is provided in Section
10.2.

In Figure 2.25, we wish to determine vector u, which represents a user receiv-
er’s position with respect to the ECEF coordinate system origin. The user’s position
coordinates x,, y,,, z,, are considered unknown. Vector r represents the vector offset
from the user to the satellite. The satellite is located at coordinates x,, y,, 2, within
the ECEF Cartesian coordinate system. Vector s represents the position of the sat-
ellite relative to the coordinate origin. Vector s is computed using ephemeris data
broadcast by the satellite. The satellite-to-user vector r is

—1 —1]-1 —1 —1 |- 1] 1] -

Figure 2.24 Ranging code.
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Figure 2.25 User position vector representation.
r=s-u (2.39)
The magnitude of vector r is
el = ls =l (2.40)
Let r represent the magnitude of r
r=|s—u (2.41)

The distance 7 is computed by measuring the propagation time required for
a satellite-generated ranging code to transit from the satellite to the user receiver
antenna. The propagation time measurement process is illustrated in Figure 2.26.
As an example, a specific code phase generated by the satellite at #; arrives at the
receiver at t,. The propagation time is represented by Az. Within the receiver, an
identical coded ranging code denoted as the replica code is generated at ¢, with
respect to the receiver clock. This replica code is shifted in time until it achieves
correlation with the satellite generated ranging code. If the satellite clock and the
receiver clock were perfectly synchronized, the correlation process would yield the
true propagation time. By multiplying this propagation time, A#, by the speed of
light, the true (i.e., geometric) satellite-to-user distance can be computed. We would
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Figure 2.26 Use of replica code to determine satellite code transmission time.

then have the ideal case described in Section 2.1.2.1. However, the satellite and
receiver clocks are generally not synchronized.

The receiver clock will generally have a bias error from system time. Further,
the satellite timing system (usually referred to as the satellite clock) is based on a
highly accurate free running atomic frequency standards (AFS) described in Section
2.7.1.5. Therefore, the satellite timing system is typically offset from system time.
Thus, the range determined by the correlation process is denoted as the pseudor-
ange p. The measurement is called pseudorange because it is the range determined
by multiplying the signal propagation velocity, ¢, by the time difference between
two nonsynchronized clocks (the satellite clock and the receiver clock). The mea-
surement contains the geometric satellite-to-user range, an offset attributed to the
difference between system time and the user clock, and an offset between system
time and the satellite clock. The timing relationships are shown in Figure 2.27,
where:

T, = System time at which the signal left the satellite

T, = System time at which the signal reached the user receiver
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Figure 2.27 Range measurement timing relationships.

ot = Offset of the satellite clock from system time [advance is positive; retarda-
tion (delay) is negative]

t, = Offset of the receiver clock from system time

T, + ot = Satellite clock reading at the time that the signal left the satellite

T, + t, = User receiver clock reading at the time when the signal reached the
user receiver

¢ = speed of light

Geometric range, v = c(T, — T,)=cAt

Pseudorange, p= (T, +t,)— (T, + 0t)]
= (T, -T.,)+c(t, —0t)
= r+c(t, —ot)

Therefore, (2.39) can be rewritten as:
p—clt,—0t)= ||s - u||

where #, represents the advance of the receiver clock with respect to system time,
ot represents the advance of the satellite clock with respect to system time, and c is
the speed of light.

The satellite clock offset from system time, ¢, is composed of bias and drift
contributions. A SATNAV system ground monitoring network determines correc-
tions for these offset contributions and transmits the corrections to the satellites
for rebroadcast to the users in the navigation message. These corrections are ap-
plied within the user receiver to synchronize the transmission of each ranging code
to system time. Therefore, we assume that this offset is compensated for and no



longer consider ¢ an unknown. (There is some residual offset, which is treated in
Section 10.2.1, but in the context of this discussion we assume that this is negli-
gible.) Hence, the preceding equation can be expressed as

p—ct, = ||s—u|| (2.42)

2.5.2 Calculation of User Position

In order to determine user position in three dimensions (x,, y,, z,) and the offset
t,,» pseudorange measurements are made to four satellites resulting in the system of
equations

p, =5 —uf+e, (2.43)

where j ranges from 1 to 4 and references the satellites. Equation (2.43) can be ex-
panded into the following set of equations in the unknowns x,, y,,, z,,, and ,:

pr=l - X+ -y,) (= —g,) e, (2.44)
py =, =2, + (3, =y, ) + (2 —2,) +et, (2.45)
py =y = x, )+, =) +(2s - 2,) +¢t, (2.46)
po =y =%,y -3, + (2, —2,) +et, (2.47)

where x;, y;, and z; denote the jth satellite’s position in three dimensions.

These nonlinear equations can be solved for the unknowns by employing
closed form solutions [31-34], iterative techniques based on linearization, or Kal-
man filtering. (Kalman filtering provides a means for improving PVT estimates
based on optimal processing of time sequence measurements and is described later.
The following development regarding linearization is based on a similar develop-
ment in [35].) If we know approximately where the receiver is, then we can denote
the offset of the true position (x,, y,, z,) from the approximate position (%,, 3,,2,)
by a displacement (Ax,,, Ay,, Az,). By expanding (2.44) to (2.47) in a Taylor series
about the approximate position, we can obtain the position offset (Ax,, Ay, Az,)
as linear functions of the known coordinates and pseudorange measurements. This
process is described later.

Let a single pseudorange be represented by

o=l = v vl v

(2.48)
= f(xu’yu’zu’tu)



Using the approximate position location (%,, ,,2,) and time bias estimate 7,
an approximate pseudorange can be calculated:

b=\l -2 b0 ) e -2 e,

o (2.49)
= f(xu’yu’zu’tu)

As stated above, the unknown user position and receiver clock offset is con-
sidered to consist of an approximate component and an incremental component:

x, =%x,+Ax,

Yo =3+ 4y,

2 =% +Az, (2.50)
t, =t +At,

Therefore, we can write
f (xui yu’ zu’ tu) = f("%u +Axu’ 5’% +Ay1¢’ 214 +Azu’ fu +Atu)

This latter function can be expanded about the approximate point and associ-
ated predicted receiver clock offset (%,, 9.-2,1,) using a Taylor series:

af(‘%u’ 5’u’ éu’ fu)

f(£u+Axu’j}u+Ayu’2u+Azu’£u+Atu):f(5eu’ j)uﬂéu’iu)-i_ af\ Axu+
X
. . ) ‘ (2.51)
If (X5 Vi Zus L Of (X5 Vs Zus L of (%5 V> 2> L,
f, & )Ayﬁ f e )Az,,+ f Y. )Atu+...
9y, oz, oz,

The expansion has been truncated after the first-order partial derivatives to
eliminate nonlinear terms. The partial derivatives evaluate as follows:

of (%, 9, 24 1, X, - X,
0%, 7

A~

af(ﬁu’iju’éu’tu) yf_jlu

9. A (2.52)
af(-’%mj/uaéu,iu) __z/_éu

92, 7
o (%, 9.5 2ur b)) .

ot -

where



x. — X .—Au 2, -2,
Ny, S A e, (2.53)
A A A

We have now completed the linearization of (2.48) with respect to the un-
knowns Ax,,, Ay,, Az,, and At,. (It is important to remember that we are neglecting
secondary error sources such as Earth rotation compensation, measurement noise,
propagation delays, and relativistic effects, which are treated in detail in Section
10.2.)

Rearranging the above expression with the known quantities on the left and
unknowns on right yields

A i u zu
pi—p;=—5—Ax, + Ay, +——"Az, —ct, (2.54)

For convenience, we will simplify the above equation by introducing new vari-
ables where

Ap=p;—p;

XX,
a, =—
r].

Y =, (2.55)

ay =——
T

%73,
LZZI- = ;
j

The a,;, ay;, and a,; terms in (2.55) denote the direction cosines of the unit
vector pointing from the approximate user position to the jth satellite. For the jth
satellite, this unit vector is defined as

a; = (ax,‘a Ay az/)

Equation (2.54) can be rewritten more simply as

Ap, =a Ax, +a Ay, +a,;Az, —cAt,



We now have four unknowns: Ax,, Ay,, Az,, and At,, which can be solved for
by making ranging measurements to four satellites. The unknown quantities can be
determined by solving the set of linear equations next:

Apl = axlA‘xu + aylAyu + azlAzu - CAt
Ap, =a,Ax,+ a},ZAyM +a,Az, —cAt,
ApS = ax3Axu + ay3Ayu + az3Azu - CAt (2.56)

u

u

Ap4 = ax4Axu + ay4Ay14 + az4Azu - CAt

u

These equations can be put in matrix form by making the definitions

Ap, Ay y a1 Ax,
Ap= ol | P a, 1 Ax = | 2

Ap, a.; d,zdg 1 Az,

Ap, Ay dyya,l —cAt,

One obtains, finally,
Ap = HAx (2.57)
which has the solution
Ax=H"Ap (2.58)

Once the unknowns are computed, the user’s coordinates x,, y,,, 2, and the re-
ceiver clock offset ¢, are then calculated using (2.50). This linearization scheme will
work well as long as the displacement (Ax,, Ay,, Az,) is within close proximity of
the linearization point. The acceptable displacement is dictated by the user’s accu-
racy requirements. If the displacement does exceed the acceptable value, the above
process is reiterated with p being replaced by a new estimate of pseudorange based
on the calculated point coordinates x,, y,, and z,. In actuality, the true user-to-
satellite measurements are corrupted by uncommon (i.e., independent) errors such
as measurement noise, deviation of the satellite path from the reported ephemeris,
and multipath. These errors translate to errors in the components of vector Ax, as
shown here:

e, = H'e (2.59)

meas

where €, is the vector containing the pseudorange measurement errors and e_ is the
vector representing errors in the user position and receiver clock offset.

The error contribution e _ can be minimized by making measurements to more
than four satellites, which will result in an overdetermined solution set of equations
similar to (2.57). Each of these redundant measurements will generally contain in-

dependent error contributions. Redundant measurements can be processed by least



squares estimation techniques that obtain improved estimates of the unknowns.
Various versions of this technique exist and are usually employed in today’s receiv-
ers, which generally employ more than four user to-satellite measurements to com-
pute user position, velocity, and time (PVT). Appendix A provides an introduction
to least squares techniques.

2.6 Obtaining User Velocity

GNSS provides the capability for determining three-dimensional user velocity,
which is denoted u. Velocity can be estimated by forming an approximate deriva-
tive of the user position, as shown here:

ﬁ_@_ u(tl)_u(t1)
dt -t

This approach can be satisfactory provided the user’s velocity is nearly constant
over the selected time interval (i.e., not subjected to acceleration or jerk) and if the
errors in the positions u(t,) and u(#;) are small relative to difference u(t,) — u(z).

In most GNSS receivers, velocity measurements are made by processing carrier-
phase measurements, which enable precise estimation of the Doppler frequency of
the received satellite signals. The Doppler shift is produced by the relative motion
of the satellite with respect to the user. The satellite velocity vector v is computed
using ephemeris information and an orbital model that resides within the receiver.
Figure 2.28 is a curve of received Doppler frequency as a function of time measured
by a user at rest on the surface of the Earth from a GNSS satellite. The received fre-
quency increases as the satellite approaches the receiver and decreases as it recedes
from the user. The reversal in the curve represents the time when the Doppler shift
is zero and occurs when the satellite is at its closest position relative to the user. At

f + Af

f— Af

Figure 2.28 Received Doppler frequency by user at rest on Earth’s surface.



this point, the radial component of the velocity of the satellite relative to the user
is zero. As the satellite passes through this point, the sign of Af changes. At the
receiver antenna, the received frequency, fg, can be approximated by the classical
Doppler equation as follows:

fo = fr (1 —M] (2.60)

c

where fr is the transmitted satellite signal frequency, v, is the satellite-to-user rela-
tive velocity vector, a is the unit vector pointing along the line of sight from the user
to the satellite, and c is the speed of propagation. The dot product v, - a represents
the radial component of the relative velocity vector along the line of sight to the
satellite. Vector v, is given as the velocity difference

v, =v-1u (2.61)

where v is the velocity of the satellite and u is the velocity of the user, both refer-
enced to a common ECEF frame. The Doppler offset due to the relative motion is
obtained from these relations as

o = o fy=p, 02

Cc

For example, at the GPS L1 frequency, 1,575.42 MHz, the maximum Doppler
frequency for a stationary user on the Earth is approximately 4 kHz corresponding
to a maximum line-of-sight velocity of approximately 800 m/s.

There are several approaches for obtaining user velocity from the received
Doppler frequency. One technique is described herein. This technique assumes that
the user position u has been determined and its displacement (Ax,, Ay,, Az,) from
the linearization point is within the user’s requirements. In addition to computing
the three-dimensional user velocity u = (x,, y,, 2,), this particular technique de-
termines the receiver clock drift #,.

For the jth satellite, substituting (2.61) into (2.60) yields

o sy ]

The satellite transmitted frequency fr; is the actual transmitted satellite
frequency.

As stated in Section 2.7.1.5, satellite frequency generation and timing is based
on a highly accurate free-running AFS, which is typically offset from system time.
Corrections are generated by the ground control/monitoring network periodically
to correct for this offset. These corrections are available in the navigation message
and are applied within the receiver to obtain the actual satellite transmitted fre-
quency. Hence,



ij = fo + AfT/ (2.63)

where f; is the nominal transmitted satellite frequency (i.e., L1) and Afy; is the cor-
rection determined from the navigation message update.

The measured estimate of the received signal frequency is denoted f; for the
signal from the jth satellite. These measured values are in error and differ from the
fr; values by a frequency bias offset. This offset can be related to the drift rate £, of
the user clock relative to system time. The value #, has the units seconds/second and
essentially gives the rate at which the user’s clock is running fast or slow relative to
system time. The clock drift error, f;, and fg; are related by the formula

fo = f;(1 +1,) (2.64)

where £, is considered positive if the user clock is running fast. Substitution of
(2.64) into (2.62), after algebraic manipulation, yields

<( f/ - fT,')
f,

cfit,

fr;

+v,-a, =1l-a, -
Expanding the dot products in terms of the vector components yields

C(f, - fT/) . . . ijiu
—f + ijaxj + U),].ay/. + I/Z/-azf = xudx/. + yuayi + Zudz/- __f
Tj Tj

(2.65)

where v; = (v, vy, V), 3 = (ay), 4y, ay), and 0 = (%,, ¥,, 2,). All of the variables
on the left side of (2.65) are either calculated or derived from measured values. The
components of a; are obtained during the solution for the user location (which is as-
sumed to precede the velocity computation). The components of v; are determined
from the ephemeris data and the satellite orbital model. The f; can be estimated
using (2.63) and the frequency corrections derived from the navigation updates.
(This correction, however, is usually negligible and fr; can normally be replaced by
fo-) The f; can be expressed in terms of receiver measurements of delta range (see
Chapter 8 for a more detailed description of receiver processing). To simplify the

above equation, we introduce the new variable d;, defined by

cf, - fr)
d = ’f—T’ tvga, +va,+va, (2.66)
T

The term ; /f7; on the right side in (2.66) is numerically very close to 1, typically
within several parts per million. Little error results by setting this ratio to 1. With
these simplifications, (2.66) can be rewritten as

d =%x,a,+y,a,+z,a,—ci

u"zj u



We now have four unknowns: u = x,, y,, 2,,f, which can be solved by using
measurements from four satellites. As before, we calculate the unknown quanti-
ties by solving the set of linear equations using matrix algebra. The matrix/vector

scheme is
d, Ay Ay a1 X,
d d, - a, ay, d, 1 g= Y
d, a;a;azl z,
d, Apy Ay dy 1 —ct,

Note that H is identical to the matrix used in Section 2.5.2 in the formulation
for the user position determination. In matrix notation,

d=Hg
and the solution for the velocity and time drift are obtained as
g=H'd

The phase measurements that lead to the frequency estimates used in the veloc-
ity formulation are corrupted by errors such as measurement noise and multipath.
Furthermore, the computation of user velocity is dependent on user position ac-
curacy and correct knowledge of satellite ephemeris and satellite velocity. The re-
lationship between the errors contributed by these parameters in the computation
of user velocity is similar to (2.57). If measurements are made to more than four
satellites, least squares estimation techniques can be employed to obtain improved
estimates of the unknowns.

2.7 Frequency Sources, Time, and GNSS

Various types of frequency sources are used within GNSS. These range from low-
cost quartz crystal oscillators within user equipment to highly accurate atomic fre-
quency standards (AFSs) onboard the satellites as well as at various ground control
segment components. Each individual SATNAYV system time is based on an ensem-
ble of some or all of these AFSs that are contained within that particular system.
When combined with a time scale based on astronomical observations, a version of
UTC is formed. Most civil and military applications use a version of UTC for their
timekeeping needs.

2.7.1 Frequency Sources
2.7.1.1 Quartz Crystal Oscillators

The fundamental concept of a quartz crystal oscillator is that the crystal behaves
like a tuned circuit due to its physical characteristics. This is depicted in Figure
2.29 where Branch 1 represents the crystal and C, represents the capacitance in
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Figure 2.29 Crystal equivalent circuit. (From: [36].© Keysight Technologies, Inc. May 1997. Repro-
duced with permission, courtesy of Keysight Technologies.)

the wire leads and the crystal holder [36]. From [37], “a quartz crystal has piezo-
electric characteristics. That is, the crystal strains (expands or contracts) when a
voltage is applied. When the voltage is removed or reversed in polarity, the strain is
reversed.” When placed into a circuit shown in Figure 2.30 [36], the voltage from
the crystal is amplified and then fed back to the crystal thus creating an oscillating
circuit (i.e., oscillator). The oscillator resonance frequency is determined by the rate
of crystal expansion and contraction. This resonance frequency is a function of the
crystal physical characteristics. Note that the oscillator output frequency can be the
fundamental crystal resonance frequency or at or near a harmonic of the funda-
mental frequency denoted as an overtone [36]. As stated in [36], the vibration setup
in the quartz crystal may produce both harmonic and nonharmonic signals and
overtones. The harmonic overtones are desirable since they allow the production
of higher-frequency crystal resonators using essentially the same crystal cut. How-
ever, nonharmonic overtones are undesirable as they may lead to the generation of
unwanted signals at frequencies spaced close to the one desired [36]. Most high-
stability oscillators use either the third or fifth overtone frequency to achieve a high
Q. (It is sometime difficult to tune the circuit with overtones higher than five.) The
ratio of the resonance frequency to the bandwidth of which the circuit will oscillate
is denoted as the quality factor, Q. A typical quartz oscillator Q ranges from 10% to

Feedback

AMP
1 N

Figure 2.30 Simplified amplifier feedback (oscillator) circuit using a crystal resonator. (From:
[36]. © Keysight Technologies, Inc. May 1997. Reproduced with permission, courtesy of Keysight
Technologies.)



106, whereas for highly stable oscillators, the maximum Q = 1.6 x 107/f, where f is
the resonance frequency in megahertz [37].

All crystal oscillators undergo aging, which is a gradual change in frequency
over many days or months. At a constant temperature, aging has an approximately
logarithmic dependence on time. The aging rate is highest when it is first turned on.
When the temperature is changed, a new aging cycle starts. The primary causes of
aging are stress relief in the crystal’s mounting structure, mass transfer to or from
the crystal’s surface due to adsorption or desorption of contamination, changes
in the oscillator circuitry, and impurities and strains in the quartz material. Most
manufacturers pre-age their crystals by placing their crystals in a high temperature
oil bath for a number of days.

The frequency of a crystal is inversely proportional to its thickness. A typical
5-MHz crystal is on the order of 1 million atomic layers thick. The adsorption or
desorption of contamination equivalent to the mass of one atomic layer of quartz
changes the frequency by about 1 part per million (ppm). In order to achieve low
aging, crystals must be hermetically sealed in an ultra-clean, high-vacuum environ-
ment. The aging rates of typical commercially available crystal oscillators range
from 5 ppm to 10 ppm per year for an inexpensive XO (crystal oscillator) to 0.5
ppm per year for a temperature compensated crystal oscillator (TCXO) and to 0.05
ppm per year for an oven controlled crystal oscillator (OCXO). The highest preci-
sion OCXOs can age a few parts in 1012 per day or less than 0.01 ppm per year.

Causes of short-term instabilities include temperature fluctuations, Johnson
noise in the crystal, random vibration, noise in the oscillator circuitry, and fluctua-
tions at various resonator interfaces. Long-term performance is limited primarily
by temperature sensitivity and aging. In a properly designed oscillator, the resona-
tor is the primary noise source close to the carrier and the oscillator circuitry is
the primary source far from the carrier. The noise close to the carrier has a strong
inverse relationship to the resonator Q. Optimum low noise performance is only
achievable in a vibration-free laboratory environment [38, 39].

The Allan variance, 0,(t), is the standard method for describing short-term sta-
bility of oscillators in the time domain. It is a measurement of the frequency jitter
over short periods of time, normally from 1 microsecond to 1,000 seconds. Stabil-
ity specifications for time periods greater than 1,000 seconds are usually consid-
ered long-term stability measurements. For the Allan variance method, fractional
frequencies, y = Af/f, are measured over a time interval, 7. The differences between
successive pairs of measurements of y, (y,.1 — ¥;), are squared and one-half of the
time average of their sum is calculated over the sampling period.

1 m
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The classical variance diverges for some commonly observed noise processes
such as the random walk where the variance increases with an increasing number of
data points. However, the Allan variance converges for all noise processes observed
in precision oscillators. Figure 2.31 displays time-domain stability for a typical
precision oscillator. For 0,(7) to properly measure random frequency fluctuations,
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Figure 2.31 Time-domain stability.

aging must be subtracted from the data for long sample times. Appendix B provides
additional details on the Allan variance and other measures of frequency stability.

The frequency versus temperature characteristics of crystal oscillators do not
repeat exactly upon temperature cycling. For a TCXO, this thermal hysteresis is the
difference between the frequency versus temperature characteristics for increasing
temperatures and decreasing temperatures. Hysteresis is the major factor limiting
the stability of TCXOs. Typical values range from 0.1 ppm to 1 ppm when the
temperature cycling ranges are 0°C to 60°C and -55°C to 85°C. For an OCXO,
the lack of repeatability is called “retrace” and is defined as the nonrepeatability of
the frequency versus temperature characteristic at the oven temperature when it is
cycled on and off. Retrace limits the achievable accuracy in applications where the
OCXO is on/off cycled. Typical specifications, after a 24-hour off-period at 25°C,
range from 1 X 107 to 2 x 10-3. Low-temperature storage during the off-period
and extending the off-period usually make the retrace worse.

2.7.1.2 TCXO

In a TCXO, a control network, composed of a temperature sensor (thermistor) and
a varactor, is used to counteract the temperature-induced frequency change of the
crystal. In contrast to the OCXO, the power consumption is very low (several mil-
liwatts), which makes the TCXO attractive for handheld receivers, while the stabil-
ity is relatively high. Furthermore, TCXOs are preferred to OCXOs in applications
where a warm-up period is unacceptable. For a TCXO, the only warm-up time is
the time required for the components to reach thermal equilibrium. As stated previ-
ously, TCXOs exhibit thermal hysteresis causing the frequency to jump when first
started up. Keeping the TCXO biased would eliminate this effect. TCXOs provide
a 20 times improvement in the crystal’s frequency variation versus temperature in
comparison to noncompensated oscillators [40]. TCXOs have improved in recent
years to the point where they have comparable performance to oven-stabilized os-
cillators at lower cost and in smaller packages.



2.7.1.3 MCXO

The microcomputer controlled crystal oscillator (MCXO) exhibits aging and tem-
perature stability that are ten times better than the TCXO. In the MCXO, a self-
temperature sensing method is used that is much more sensitive than the external
thermometer or thermistor that is used in TCXOs. Two modes of the crystal are
excited simultaneously and heterodyned to generate a difference frequency that is
a nearly linear function of temperature. The difference frequency is used to gate
a reciprocal counter that uses the fundamental frequency as the time base. The
counter’s output is a number, N1, which varies with temperature, and is actually
the period of the input signal in multiples of the master clock. The microcomputer
compares N1 to stored calibration information and outputs a number, N2, to the
correction circuit. In the active state, the power consumption is higher than that
of the TCXO for non-CMOS outputs but is comparable to that of TCXOs for
CMOS outputs. In standby mode, the power consumption is comparable to that
of TCXOs. Another feature of the MCXO is that it has provisions to correct itself
with a reference, GPS system time, for example.

2.7.1.4 OCXO

For airborne applications where low-power consumption and small size is not as
critical, larger-size OCXOs with better performance are used. However, as men-
tioned earlier, the oven’s high-power consumption precludes its use in handheld
applications. In an OCXO, all temperature-sensitive components of the oscillator
are maintained at a constant temperature in an oven. The oven temperature is set
to coincide with the zero slope region of the crystal’s frequency versus temperature
characteristic. OCXOs require a few minutes to warm up and their power con-
sumption is typically 1W or 2W at room temperature.

The characteristics of the different crystal oscillator types are summarized in

Table 2.4.

2.7.1.5 Atomic Frequency Standard Description

A principal enabling technology for the deployment of GNSS is the atomic clock,
or more precisely, atomic frequency standard (AFS), that each satellite uses to keep
accurate time and frequency between ground updates. These atomic frequency stan-
dards utilized by GNSS were themselves the culmination of several Nobel Prizes
in physics throughout the twentieth century. Despite many decades of scientific

Table 2.4 Summary of Different Crystal Oscillator Types

Oscillator Type TCXO MCXO OCXO

Stability, 0,(z), 7 = 1 second 10 10-10 10-12

Aging/year 5x107 5x10°8 §x107°
Frequency offset after warm-up 1076 107to 108 10-8to 10710
Warm-up time 106 to 10 seconds 10-8to 10 seconds 1073 to 5 minutes
Power 100 W 200 uW 1-3W

Weight 50g 100g 200-500 g

Cost $100 $1,000 $2,000



breakthroughs, these devices are still some of the most complicated and difficult
technologies to produce reliably and of sufficient quality for the GNSS satellites. In
this section, we will discuss the basics of how an AFS works and how Nobel Prize-
winning breakthroughs could enable them to work better.

An AFS is built using two fundamental building blocks: one of them is a fre-
quency source or local oscillator (LO), and the other is the atomic system. In GNSS
and most other applications of frequency standards, the oscillator is a quartz crystal
oscillator (XO) and usually oven controlled (OCXO). Quartz oscillators are found
in many devices such as wristwatches, computers, radios, and radar. XOs are not
stable enough to use for GNSS, so the LO is disciplined by the more accurate and
stable frequency of the atomic system in a feedback arrangement as shown in Fig-
ures 2.32 and 2.33 for cesium (Cs) and rubidium (Rb) atomic systems, respectively.

2.7.1.6 AFS Principle of Operation

Within the atomic system, each atomic isotope (e.g., cesium or rubidium) is sensitive
to particular frequencies determined by the unique arrangement of that isotope’s
electrons and nucleus as described with quantum mechanics. We do not need to
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Figure 2.32 Cesium beam oscillator (From: [37].)
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know quantum mechanics to understand the workings of an AFS within a SATNAV
system, but we do need to understand the result. The key result is that an atom can
only exist in a finite number of discrete states that dictate the discrete frequencies,
and there are rules that govern how the atom can transition between those states.
Atomic states are separated in energy and allowable transitions between states can
be executed only when electromagnetic waves with a frequency proportional to the
energy separation between the states interacts with the atom. The proportionality
constant is Plank’s constant, ». Therefore for two states, with energy E; and E, (E,
> E,), the transition can occur at frequency, £, if f1,h = E, — E;. Figure 2.34 shows
an example of what happens when the LO frequency is scanned while the atomic
is monitored without the feedback turned on. When the feedback is on, the system
would ideally hold the frequency of the LO to the center of the largest peak of the
five transitions shown observed in the data. The states are typically labeled by an
angular momentum nomenclature beyond the scope of this text, but here the strong
transition is between a state with 3 units of angular momentum to another state
with 5 units. The data in Figure 2.34 is an example taken from a frequency standard
in development at the Air Force Research Laboratory [41].

In order for an atomic system to measure the frequency of the LO, a general
sequence of steps must take place as illustrated in Figure 2.35. In Step 1, the AFS
needs a gaseous sample of atoms because the atomic interactions of other phases of
matter are too strong to make quality measurements. These atoms are in a random
mixture of two states. In Step 2, the gas must be set in a known initial quantum
state. In the case of cesium, atoms in one of the two states of interest are removed
with a magnetic discriminator (see Figure 2.32) with a method invented by Otto
Stern for which he won the Nobel Prize in 1973. In the case of rubidium, the atoms
are forced into one common state with a mechanism called optical pumping (see
Figure 2.33), invented by Alfred Kastler for which he won the Nobel Prize in 1966.

In Step 3, in Figure 2.35, the AFS needs a mechanism for illuminating the at-
oms with the electromagnetic waves from the LO. For both cesium and rubidium
standards, a microwave frequency, synthesized from the LO, matches the atomic
transition with the atoms in a microwave cavity.
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Figure 2.34 As the frequency of a local oscillator is scanned, a detector measures the atomic inter-
action. Here, transitions between several pairs of states (labeled by F numbers) occur.
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Figure 2.35 General sequence of steps needed to measure the LO frequency.

Finally, in Step 4, the AFS needs a mechanism for detecting the interaction of
the waves from the LO with the atoms in the microwave cavity. For both cesium
and rubidium, the same technique for state selection in Step 2 is used to detect the
atomic interactions. For cesium, the magnetic discriminator selects the atoms that
have interacted with the microwave field and directs them towards an ionization
based detector. In the case of rubidium, the optical pump stops working when all
of the atoms are pumped into the end state (state 1 in Figure 2.35). When this hap-
pens, the pump light passing through the rubidium gas in Figure 2.33 will not be
absorbed by the atoms anymore. The microwave field causes transitioning of at-
oms back to the upper state where they can be pumped again. Therefore, a detector
monitoring the light absorbed by the atoms will see more pump absorption when
the LO is well matched to the atomic reference frequency.

The Cs AFS is a wonderful example of science enabling human advances, but
it is not perfect. One problem is that the Cs AFS will eventually run out of Cs or
fill up a disposal system because no one has discovered a way to recycle the atoms
in this system. One could add more atoms, but this increases the size, weight, and
cost of the system. The second and even more fundamental issue is that this system
is very sensitive to magnetic fields and effectively couples magnetic field noise into
frequency noise. To diminish the latter problem, several layers of passive magnetic
shielding are required, which increases the size and weight of the system.

The rubidium AFS is more compact and longer-lived because the Rb atoms are
stored in a heated glass cell and used over and over again. The Rb standard thus
offers several key advantages: atoms are contained, thus increasing the AFS operat-
ing life without increasing the size. Also, the change from sorting magnets used in
the Cs AFS to optical pumping makes the rubidium system more stable over time
because it uses more of the atoms to make measurements and therefore produces a



stronger signal. The next generation of GPS (Block III) uses only Rb standards. In
Figure 2.33, one might notice that there are two rubidium cells with different iso-
topes: 85 and 87. The 85 isotope of Rb is used as an optical filter for the lamp light
such that the optical pumping works properly on the 87 isotope. This technique
uniquely works for rubidium which is why the atom of choice switched away from
cesium. See [42] for a comparison of Rb to Cs on GPS Block IIF.

2.7.1.7 Advanced Atomic Frequency Standards

Despite the frequency stability offered by the atomic frequency standards on GNSS,
the standards are still one of the limiters for overall accuracy of the navigation
signal. The position equivalent time error is roughly equal to the ephemeris error
(see Section 10.2.2) [43]. Beyond improving system accuracy in ideal conditions,
improved frequency standards can also decrease system maintenance and improve
reliability because a lower rate of accumulated time error requires less intervention
from the ground to maintain GNSS operability. The rubidium and cesium atomic
frequency standards have several fundamental limitations. The cesium atomic fre-
quency standard performance is limited by the temperature of the atoms. This is
because the beam of atoms expands in the transverse direction until too few atoms
pass through the whole system. They are also moving so fast (Cs atoms at 50°C
have a most probable speed over 200 m/s) that there is not enough time to interact
with the microwave fields for best results. Also, there is a large spread of possible
velocities, each of which have a different frequency shift associated with the Dop-
pler effect, meaning that a larger than optimal spread of frequencies will interact
with the frequency standard. Cold, but still gaseous atoms would be better.

In 1997, the Nobel Prize was given for laser cooling of atomic gases to William
Phillips, Steven Chu, and Claude Cohen-Tannoudji. The result of laser cooling is to
remove nearly all of the thermal energy from a cloud of atoms and then by adjust-
ing those lasers frequencies, the atoms can be launched at a known, slow velocity.
The result is that the long microwave-atom interaction times can be used and large
stability and accuracy improvements can be made. Note that these improvements
are only realizable with commensurate improvements to many other parts of the
system such as magnetic field and stray light controls as well as stringent alignment
tolerances. The civilian and military time standards now use this approach opera-
tionally at the National Institute of Standards and Technology (NIST) [44] and the
U.S. Naval Observatory (USNO).

Today, the state of the art does not use microwaves. Scientists are using opti-
cal transitions at hundreds of terahertz, rather than microwave transitions of the
order of 10 GHz. Here, a laser acts as the local oscillator. The benefits of optical
transitions are that the frequency stability is improved by the ratio of the frequency,
roughly 500 THz to 10 GHz, or about 50,000. Also, many systematic errors reduce
in a similar way, especially errors due to magnetic fields. However, a frequency
standard at several hundred terahertz is not particularly useful because the elec-
tronic systems on GNSS would have no way of counting or generating signals
from such a high frequency. In 2005, the Nobel Prize was awarded to John Hall
and Theodore Hinsch for inventing a way to solve this problem. Their device,
called the frequency comb, effectively divides optical frequencies between 100 and



500 THz by a factor of roughly 1 million. The frequency comb device is flexible
meaning that it can be designed to a specific input and output frequency amongst
a broad range. Today, there are several examples of clocks accurate to a few parts
in 1018 [45-47] that utilize both laser cooling and frequency combs; that is 1,000
times better than clocks on GNSS. Thus, the GNSS of the future does not need to
be limited by the atomic frequency standard technology that enabled its creation.

2.7.2 Time and GNSS

A SATNAV system disseminates a realization of UTC that provides the capability
for time synchronization of users either worldwide or within its coverage region.
Applications range from time-tagging of banking transactions to communications
system packet switching synchronization. Worldwide time dissemination is an espe-
cially useful feature in military frequency-hopping communications systems where
time synchronization enables all users to change frequencies simultaneously. In
many countries, UTC is used as the definition of time in legal matters [48].

2.7.2.1 UTC Generation

UTC is a composite time scale. That is, UTC is comprised of inputs from a time
scale derived from atomic standards and information regarding the Earth’s rotation
rate. The time scale based on atomic standards is called International Atomic Time
(TAI). TAI is a uniform time scale based on the atomic second, which is defined as
the fundamental unit of time in the International System of Units [49]. The atomic
second is defined as “the duration of 9,192,631,770 periods of the radiation cor-
responding to the transition between the two hyperfine levels of the ground state
of the caesium 133 atom.” The Bureau International des Poids et Mesures (BIPM)
is the international body responsible for computing TAI. TAI is derived from more
than 400 atomic standards located at laboratories in various countries [48]. The
BIPM statistically processes these inputs to calculate definitive TAI. TAI is referred
to as a paper time scale because it is not kept by a physical clock [50].

The other time scale used to form UTC is called Universal Time 1 (UT1). UT1
is a measure of the Earth’s rotation angle with respect to the Sun. It is one compo-
nent of the Earth orientation parameters that define the actual orientation of the
ECEF coordinate system with respect to space and celestial bodies and is treated as
a time scale in celestial navigation [50]. UT1 remains a nonuniform time scale due
to variations in the Earth’s rotation. Also, UT1 drifts with respect to atomic time.
This is on the order of several milliseconds per day and can accumulate to 1 second
in a 1-year period. The International Earth Rotation and Reference System Service
(IERS) is responsible for definitively determining UT1. Civil and military timekeep-
ing applications require knowledge of the Earth’s orientation as well as a uniform
time scale. UTC is a time scale with these characteristics. The IERS determines
when to add or subtract leap seconds to UTC such that the difference between
UTC and UT1 does not exceed 0.9 second. Thus, UTC is synchronized with solar
time at the level of approximately one second [50]. Each SATNAYV system provider
maintains an ensemble of AFSs and forms its own version of UTC. These versions
are usually kept within nanoseconds of the international standard UTC, provided
by the BIPM approximately one month in arrears.



2.7.2.2 SATNAV System Time

As stated earlier in this chapter, a fundamental GNSS principle of operation is the
need for synchronization of each satellite AFS (i.e., satellite clock) to its corre-
sponding SATNAV system time (e.g., Galileo satellite clocks must be synchronized
to Galileo system time). System time is an internal time scale within a SATNAV
system. Based on an ensemble of atomic frequency standards (AFSs), system time
provides the exact timing needed by a SATNAV system’s users to make precise
PVT measurements. When combining measurements from multiple GNSS constel-
lations, the difference between SATNAV system times (e.g., BeiDou-GPS) must be
accounted for (see Chapter 11).

For most SATNAV systems, system time is based on a continuous time scale.
That is, it is not modified to reflect variations in the Earth’s rotation (i.e., not
adjusted for leap seconds). SATNAV system time is typically steered to a local re-
alization of UTC, modulo 1 s [48], enabling interoperability with other SATNAV
systems. The exception to the above is GLONASS system time, which adds or
subtracts leap seconds to follow UTC. Descriptions of system time are provided for
each SATNAV system discussed in the following chapters.
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3.1 Overview

GPS is comprised of three segments: satellite constellation, ground control/moni-
toring network, and user receiving equipment. The formal United States Air Force
(USAF) GPS Directorate programmatic terms for these components are space, con-
trol, and user equipment segments, respectively. The satellite constellation is the
set of satellites in orbit that provide the ranging signals and data messages to the
user equipment. The control segment (CS) tracks and maintains the satellites in
space. The CS also monitors satellite health and signal integrity and maintains the
orbital configuration of the satellites. Furthermore, the CS updates the satellite
clock corrections and ephemerides as well as numerous other parameters essential
to determining user position, velocity, and time (PVT). The user receiver equipment
(i.e., user segment) performs the navigation, timing, or other related functions (e.g.,
surveying). An overview of each system segment is provided next followed by fur-
ther elaboration on each segment starting in Section 3.2.

3.1.1 Space Segment Overview

The space segment is the constellation of satellites from which users make rang-
ing measurements. The space vehicles (SVs) (i.e., satellites) transmit pseudorandom
noise (PRN)-coded signals from which the ranging measurements are made. This
concept makes Global Positioning System (GPS) a passive system for the user with
signals only being transmitted and the user passively receiving the signals. Thus,
an unlimited number of users can simultaneously use GPS. A satellite’s transmitted
ranging signal is modulated with data that includes information that defines the
position of the satellite. An SV includes payloads and vehicle control subsystems.
The primary payload is the navigation payload used to support the GPS PVT mis-
sion, and the secondary payload is the nuclear detonation (NUDET) detection sys-
tem, which supports detection and reporting of Earth-based radiation phenomena.



The vehicle control subsystems perform such functions as maintaining the satellite
pointing to Earth and the solar panels pointing to the Sun.

3.1.2 Control Segment Overview

The CS has responsibility for maintaining the satellites and their proper function-
ing. This includes maintaining the satellites in their proper orbital positions (called
stationkeeping) and monitoring satellite subsystem health and status. The CS also
monitors the satellite solar arrays, battery power levels, and propellant levels used
for maneuvers. Furthermore, the CS activates spare satellites (if available) to main-
tain system availability. The CS updates each satellite’s clock, ephemeris, and alma-
nac and other indicators in the navigation message at least once per day. Updates
are more frequently scheduled when improved navigation accuracies are required.
(Frequent clock and ephemeris updates result in reducing the space and control
contributions to range measurement error. Further elaboration on the effects of
frequent clock and ephemeris updates is provided in Section 3.3.2. Several analyses
and studies have shown that users benefit from reduced navigation errors with
more frequent uploads, thus reducing the upload age of data and accompanying
broadcast navigation message errors [72, 73].)

The ephemeris parameters are a quasi-Keplerian representation of the GPS sat-
ellite orbits and are valid only for a time interval of 3 or 4 hours with the once-per-
day normal upload schedule. Navigation message data can be stored for at least
a 60-day duration with time validity intervals that grow progressively longer but
with decreased accuracy in the event that an upload cannot be provided for an ex-
tended period. Initially, Block IIR SVs had the requirement of storing 180 + 30 days
of navigation data. This requirement has been reduced to 60 days.

The almanac is a reduced precision subset of the ephemeris parameters. Alma-
nac data is used to predict the approximate satellite position and aid in satellite
signal acquisition. Furthermore, the CS resolves satellite anomalies, and collects
pseudorange and carrier phase measurements at the remote monitor stations to
determine satellite clock corrections, almanac, and ephemeris. To accomplish the
above functions, the CS is comprised of three different physical components: the
master control station (MCS), monitor stations, and the ground antennas, each of
which is described in more detail in Section 3.3.

3.1.3 User Segment Overview

The user receiving equipment comprises the user segment. Each set of equipment is
typically referred to as a GPS receiver, which processes the L-band signals transmit-
ted from the satellites to determine user PVT. While PVT determination is the most
common use, receivers are designed for other applications such as computing user
platform attitude (i.e., heading, pitch, and roll) or as a timing source. Section 3.4
provides further discussion on the user segment.



3.2 Space Segment Description

The space segment has two principal aspects. One aspect is the constellation of
satellites in terms of the orbits and positioning within the orbits. The other aspect
is the features of the satellites that occupy each orbital slot. Each aspect is described
next.

3.2.1 GPS Satellite Constellation Description

The nominal GPS constellation consists officially of 24 satellites in 6 MEO orbital
planes, known as the baseline 24-slot constellation. For many years, the U.S. Air
Force has been operating the constellation with more than the baseline number of
satellites. In June 2011, the U.S. Air Force formalized this by introducing the con-
cept of an expandable 24-slot constellation, in which 3 of the 24 baseline orbital
slots are expanded to contain two satellites. That is, in each of 3 expanded orbital
slots, 2 satellites are inserted, yielding an expanded GPS constellation size of up
to 27 satellites. This reconfiguration resulted in improved coverage and geometric
properties in most parts of the world [1]. (Section 11.2.1 discusses geometric prop-
erties.) Additional satellites (beyond 27) are typically located next to satellites that
are expected to need replacement in the near future.

Within the baseline 24-slot GPS constellation, the satellites are positioned in
six Earth-centered orbital planes with four satellites in each plane. The nominal
orbital period of a GPS satellite is one-half of a sidereal day or 11 hours 58 minutes
[2], yielding an orbital radius (i.e., nominal distance from the center of mass of the
Earth to the satellite) of approximately 26,600 km. The orbits are nearly circular
with a nominal inclination relative to the equatorial plane of 55°, and the orbital
planes are equally spaced about the equator at a 60° separation. This satellite con-
stellation provides a continuous global user navigation and time determination
capability.

Figure 3.1 depicts a view from space of the baseline 24-slot GPS constellation,
while Figure 3.2 shows the satellite orbits in a planar projection referenced to the
epoch time of 0000 h 1 July 1993 UTC(USNO). Thinking of an orbit as a ring,
Figure 3.2 opens each orbit and lays it flat on a plane. Similarly, for the Earth’s
equator, it is like a ring that has been opened and laid on a flat surface. The slope
of each orbit represents its inclination with respect to the Earth’s equatorial plane,
which is nominally 55°. Also depicted in Figure 3.2 are the three orbital slots that
form the basis of the expandable constellation. Note that two satellites in expanded
slots (shown in white in Figure 3.2) replace the original single baseline slot.

The orbital plane locations with respect to the Earth are defined by the right
ascension of the ascending node (RAAN), while the location of the satellite within
the orbital plane is defined by the argument of latitude. The RAAN is the point of
intersection of each satellite orbit when the satellite is traveling northward with the
equatorial plane in inertial space.

The orbital slot assignments of the baseline and expandable 24-slot GPS con-
stellations are contained in [3] and are provided in Tables 3.1 and 3.2. Tables 3.1
and 3.3 define the nominal, properly geometrically spaced, baseline 24-slot constel-
lation for GPS. Slots for the expandable constellation are noted with an asterisk



Figure 3.1 Nominal GPS satellite constellation. (Source: Lockheed Martin Corp. Reprinted with

permission.)
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in the table, and at the bottom, the parameters in the expanded configuration are
shown.

Several different notations are used to refer to the satellites in their orbits.
One nomenclature assigns a letter to each orbital plane (i.e., A, B, C, D, E, and F)
with each satellite within a plane assigned a number from 1 to 4. Thus, a satellite
referenced as B3 refers to satellite number 3 in orbital plane B. As shown in Table
3.2, the B1, D2, and F2 slots are expandable. When the slots are expanded, an “F”
or “A” is appended to the letter/number designator to denote whether the satel-
lite is in the fore or aft expanded slot (e.g., B1F is ahead of B1A when the B1 slot
is expanded). A second notation used is a NAVSTAR satellite number assigned by
the U.S. Air Force. This notation is in the form of space vehicle number (SVN) 60
to refer to NAVSTAR satellite 60. The third notation represents the configuration
of the PRN code generators onboard the satellite. These PRN code generators are



Table 3.1

Baseline 24-Slot Constellation Slot Assignments as of the Defined Epoch [3]

Argument of

Argument of

Slot RAAN (deg) Latitude (deg) Slot RAAN (deg) Latitude (deg)
Al 272.847 268.126 D1 92.847 135.226
A2 272.847 161.786 D2* 92.847 265.446
A3 272.847 11.676 D3 92.847 35.136
A4 272.847 41.806 D4 92.847 167.356
B1* 332.847 80.956 E1 152.847 197.046
B2 332.847 173.336 E2 152.847 302.596
B3 332.847 309.976 E3 152.847 66.066
B4 332.847 204.376 E4 152.847 333.686
C1 32.847 111.876 F1 212.847 238.886
Cc2 32.847 11.796 F2* 212.847 345.226
C3 32.847 339.666 F3 212.847 105.206
Cc4 32.847 241.556 F4 212.847 135.346
Source: [3].

Table 3.2 Expandable 24-Slot Constellation Slot
Assignments as of the Defined Epoch [3]

Expanded Argument
Expandable Slot Slot RAAN  of Latitude
B1 expands to: B1F 332.847 94916
B1A 332.847 66.356
D2 expands to: D2F 92.847  282.676
D2A 92.847  257.976
F2 expands to:  F2F 212.847 0.456
F2A 212.847 334.016

Source: [3]. RAAN = right ascension of the ascending node, argu-

ment of latitude = geodetic latitude at the given epoch, coordinate
system reference = Fundamental Katalog (FK)5/J2000.00, and
epoch: 0000Z, 1 July 1993; Greenwich Hour Angle: 18 hours 36

minutes 14.4 seconds.

Table 3.3 Reference Orbit Parameters

Nominal Operational Required
Reference Orbit Parameter Value Range Tolerance
Semimajor axis (km) 26,559.7 Note 1 Note 2
Eccentricity 0.0 0.0 t0o 0.02 0.0 to 0.03
Inclination (°) 55.0 +3 N/A
RAAN (°) Note 3  +180 N/A
Argument of perigee (°) 0.0 +180 N/A
Argument of latitude at epoch (°) Note 3 +180 Note 1

Source: [3]. Note 1: The semi-major axis and orbital period will be adjusted to maintain the

relative spacing of the satellite mean arguments of latitude to within 4° of the epoch values,

with one year or more between orbit adjustments. Note 2: The nominal value shown provides
stationary ground tracks.



configured uniquely on each satellite, thereby producing unique versions of its nav-
igation broadcast signals. Thus, a satellite can be identified by the PRN codes that
it generates. Occasionally, the PRN assignment for a given SVN can change during
the satellite’s mission duration. (GPS satellite signals are described in Section 3.7.)

3.2.2 Constellation Design Guidelines

This section provides a basic overview of the constraints and considerations lead-
ing to the selection of the nominal GPS constellation, known as the baseline 24-slot
constellation. Section 3.2.2.1 details the main considerations leading to the original
24-slot constellation, and then Section 3.2.2.2 presents the ability to add up to three
satellites to the baseline constellation in the configuration known as the expandable
24-slot constellation.

As discussed in Section 2.3.2, several considerations are involved in the design
of the GPS constellation. One primary optimization parameter is the geometric
contribution to navigation accuracy; the constellation must be designed to ensure
the satellite geometry is sufficiently diverse to provide good observability to users
throughout the world. This geometry is measured by a parameter called dilution of
precision (DOP) and is described in more detail in Section 11.2.1. Studies have been
ongoing for decades concerning trade-offs on different possible satellite configura-
tions. Some studies have investigated the use of 30 satellites in 3 orbital planes as
well as the utility of geostationary satellites. Most of this work is done with a nomi-
nal constellation assuming that all satellites are healthy and operational, but more
sophisticated studies consider satellite failures. Single or multiple satellite failures
provide a new dimension around which to optimize performance from a geometry
consideration. Another overall design consideration is line-of-sight observability of
the satellites by the ground stations to maintain the ephemeris of the satellites and
the uploading of this data.

3.2.2.1 Baseline GPS Constellation

This section presents the main trade-offs leading to the selection of the baseline
24-slot GPS constellation. We refer to the seven constellation design considerations
presented in Section 2.3.2.3 in this discussion of the trade-offs leading to the base-
line GPS constellation.

The need for global coverage and the need for good and changing geometric
diversity worldwide eliminate the use of geostationary satellites for navigation, al-
though a constellation of geosynchronous satellites with enough inclination could
theoretically be used to provide global coverage including the poles. One factor
weighing against the use of an inclined GEO constellation to provide global cover-
age for navigation includes consideration regarding increased satellite power (and
thus payload weight) required from GEO to provide the necessary power flux den-
sity at the surface of the Earth relative to satellites at lower altitudes. Another fac-
tor weighing against the use of inclined GEOs for satellite navigation is the regula-
tory coordination issue associated with GEO orbits. Thus, the constraint of global
coverage, geometric diversity, and practical considerations drove the GPS satellite
navigation constellation to inclined LEO or MEO orbits.



Constraint for minimum sixfold coverage, plus the need to minimize the size
of the constellation for cost reasons, drove the desired GPS constellation to higher
altitude. With satellite costs in excess of $100 million [4], even for small satellites
like GPS, the differences in constellation size drive the desired altitude to MEO.
To the first approximation, an order of magnitude more satellites would be re-
quired to provide the necessary sixfold coverage from LEO versus MEO, which,
when launch costs are factored in, drives the overall cost differential between LEO
and MEO to be billions of dollars. Moreover, constellations of LEO satellites tend
to have worse geometric properties from a dilution of precision perspective than
MEOs. With LEO and GEO altitudes shown to be undesirable, MEO altitudes
were determined to be preferable for GPS. Ultimately, inclined orbits were selected
for GPS with approximately 12-hour periods. This was seen as the best compro-
mise between coverage, DOP characteristics, and cost. The exact nominal orbital
altitude selected was 20,182 km (orbital radius of 26,560 km), which results in an
orbital period of one half the sidereal day. Some desirable characteristics of this
orbital altitude include daily repeating ground tracks, a relatively high altitude,
which, in turn, produces good DOP properties, and a relatively low number of
satellites required to provide the redundancy of coverage required for navigation.
It is true that stationkeeping is more frequent at the GPS 12-hour orbital altitude
than other potential altitudes in the 20,000-25,000-km range due to the resonance
issue discussed is Section 2.3.2.1, and so other satellite navigation architectures,
such as that for Galileo, address consideration for constellation design and make
slight modifications to the exact orbital altitude of the MEO constellation. (Galileo
is discussed in Chapter 5.)

The robustness considerations drove the desire for multiple satellites per or-
bital plane versus a more generalized Walker-type constellation that could provide
the same level of coverage with fewer satellites but in separate orbital planes (see
the discussion at the end of Section 2.3.2.2). Ultimately, a 6-plane configuration
was selected with 4 satellites per plane for GPS. The orbital planes are inclined by
55°, in accordance with Walker’s results. The planes are equally spaced by 60° in
right ascension of the ascending node around the Equator. Satellites are not equally
spaced within the planes, and there are phase offsets between planes to achieve
improved DOP characteristics of the constellation when probable failures are con-
sidered. Some design choices were also influenced by historical constraints that are
no longer relevant. For instance, the space shuttle was originally planned to be used
to deploy the GPS constellation until the Challenger disaster in 1986. Hence, the
GPS constellation can be considered a tailored Walker constellation.

3.2.2.2 Expandable GPS Constellation

Even though the GPS baseline constellation consists of 24 orbital slots, the U.S. Air
Force maintains more than 24 satellites on orbit today. This was formalized in 2011
by the definition of the expandable 24-slot constellation shown in Tables 3.1 and
3.2 [1, 3]. The additional 3 slots were added to three alternating orbital planes (B,
D, and F). One of the four baseline slots in those three planes is expandable to two
slots, one fore and one aft of the baseline slot. The idea is that the U.S. Air Force
could add one, two, or three satellites to the baseline constellation simply by relo-



cating a baseline satellite within that plane to a nearby slot and adding a satellite in
that plane. The expansion slots are depicted graphically in Figure 3.2.

Today, the U.S. Air Force flies even more than the 27 satellites in the expand-
able constellation configuration. At the time of this writing, there are 31 GPS satel-
lites operational on-orbit. The greater number of satellites on orbit provides greater
accuracy and robustness of the constellation. This has been enabled by two facts.
The GPS satellites have lived much longer than their design life, and the U.S. gov-
ernment has worked hard to maintain its stringent commitments to the world re-
garding the size of the GPS constellation. In particular, the U.S. government is com-
mitted to maintaining 24 satellites with 95% confidence, and 21 specific orbital
slots with 98% confidence, and both commitments are formally documented in
the Standard Positioning Service Performance Standard and the Precise Positioning
Service Performance Standard [3, 5]. In order to keep these commitments to the
world, the U.S. government maintains a high assurance approach when scheduling
satellite acquisitions and launches.

3.2.3 Space Segment Phased Development

The development of the control and space segments has been phased in over many
years, starting in the mid-1970s, and is continuing. This development started with
a concept validation phase and has progressed to several production phases. The
satellites associated with each phase of development are called a block of satellites.
Characteristics of each phase and block are presented in the following sections.

3.2.3.1 Satellite Block Development

Seven satellite blocks have been developed to date. The initial concept validation
satellites were called Block 1. The last remaining prototype Block I satellite was dis-
posed of in the fall of 1995. Block II satellites were the initial production satellites
while Block IIA refers to upgraded production satellites. With the exception of one
Block I launch failure, all Block I, II, and ITA satellites were launched and decom-
missioned. Block IIR satellites, denoted as the replenishment satellites, have been
deployed. Modernized Block IIR versions denoted as Block IIR-M have also been
launched. Block IIF satellites, referred to as the follow-on or sustainment satellites
are also on orbit. At the time of this writing, the first GPS III satellite is planned
for launch in the 2018 timeframe [6]. Since satellites are launched only as replace-
ments for satellite failures, their scheduling is difficult to predict, especially when
most satellites have far out lived their design lifetime. Also at the time of this writ-
ing, the constellation consisted of 31 operational satellites [7]. Table 3.4 describes
the configuration of the current satellite constellation. Thus, the current optimized
constellation has up to 7 orbital slots unevenly spaced around each plane with some
satellites in relatively close proximity to provide redundant coverage for near-term
predicted failures (i.e., expanded residual/test, or auxiliary orbital slots) [8]:

The term “residual/test” status is defined as a satellite that is partially functional
but the signals are not part of the PNT solution. A satellite in an auxiliary slot
broadcasts GPS signals but not in one of the 24 primary slots. Most of the auxiliary
satellites are available for users full-time but are “paired” with other satellites with



Table 3.4 Satellite Constellation Configuration as of August 2016

Orbital
SVN PRN Launch Date Usable Date Slot
Type: Block IIR
43 13 July 23,1997 January 31, 1998 F2F
46 11 October 7, 1999 January 3, 2000 D2F
51 20 May 11, 2000 June 1, 2000 E7
44 28 July 16, 2000 August 17,2000 B3
41 14 November 10, 2000 December 10, 2000 F1
54 18 January 30, 2001 February 15, 2001 E4
56 16 January 29,2003 February 18, 2003 B1A
45 21 March 31, 2003 April 12,2003 D3
47 22 December 21,2003  January 12, 2004 Eé6
59 19 March 20, 2004 April 5,2004 (O8)
60 23 June 23, 2004 July 9, 2004 F4
61 02 November 6,2004  November 22,2004 D1
Type: Block IIR-M
53 17 September 26,2005 December 16, 2005 Cc4
52 31 September 25,2006  October 12, 2006 A2
58 12 November 17,2006 December 13, 2006 B4
55 15 October 17,2007 October 31, 2007 F2A
57 29 December 20, 2007  January 2, 2008 C1
48 07 March 15, 2008 March 24, 2008 A4
50 05 August 17,2009 August 27, 2009 E3
Type: Block IIF
62 25 May 28, 2010 August 27,2010 B2
63 01 July 16, 2011 October 14, 2011 D2A
65 24 October 4, 2012 November 14,2012 Al
66 27 May 15, 2013 June 21, 2013 C2
64 30 February 21, 2014 May 30, 2014 A3
67 06 May 17,2014 June 10, 2014 D4
68 09 August 2, 2014 September 17,2014  F3
69 03 October 29, 2014 December 12,2014  E1
71 26 March 25, 2015 April 20, 2015 B1F
72 08 July 15,2015 August 12, 2015 C3
73 10 October 31, 2015 December 9, 2015 E2
70 32 February 5, 2016 March 9, 2016 FS
Source: [9].

known failed components to minimize the user impact if one satellite in the pair
fails unexpectedly. A satellite is maintained as an on-orbit auxiliary only if it can
still provide users the expected level of performance, does not degrade the overall
constellation, and is not in danger of failing in such a manner as to prevent proper
disposal.

Since the state of the constellation varies, the Internet is the best source for cur-
rent status information. One such Web site is operated and maintained by the U.S.
Coast Guard Navigation Center [7].



3.2.3.2 Navigation Payload Overview

The navigation payload is responsible for the generation and transmission of rang-
ing codes and navigation data on the L1, L2, and (starting with Block ITF) L5 carrier
frequencies to the control and user segments. Control of the navigation payload
is via reception of the data from the CS via the tracking, telemetry and control
(TT&C) links. The navigation payload is only one part of the spacecraft with other
systems being responsible for such functions as attitude control and solar panel
pointing. Figure 3.3 is a generic block diagram of a navigation payload. Atomic
frequency standards (AFSs) are used as the basis for generating the extremely stable
ranging codes and carrier frequencies transmitted by the payload. Each satellite
contains multiple AFSs to meet the mission reliability requirements, with only one
AFS operating at any time. Since the AFSs operate at their natural frequencies, a
frequency synthesizer, phase-locked to the AFS, generates the basic 10.23-MHz ref-
erence that serves as the timing reference within the payload for ranging signal and
transmit-frequency generation. (Note that the actual generated reference frequency
is adjusted to compensate for relativistic effects. This is discussed in Section 10.2.3.)
The navigation data unit (NDU) in the Block ITF, known as the mission data unit
(MDU) in the Block IIR, ITR-M and GPS III designs, contains the ranging code gen-
erators that generate the signals listed in Table 3.5. (Details of each ranging code
and navigation message are provided in Section 3.7.) The NDU/MDU also contains
a processor that stores the uploads received from the CS containing multiple days
of navigation message data, and assures that the current issue of navigation mes-
sage data is provided. The combined baseband ranging codes are then sent to the L-
band subsystem where they are modulated onto the L-band carrier frequencies and
amplified for transmission to the user. The L-band subsystem contains numerous
components including the L1, L2, and L5 (Block ITF and GPS III only) transmitters
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Figure 3.3 Satellite navigation payload.



Table 3.5 Satellite Block Ranging Signals and Associated Navigation Data Type

Satellite Type Ranging Signals Navigation Data Type

Block IIR L1: C/A, P(Y); L2: P(Y) Legacy

Block IIR-M L1: C/A, P(Y), M; L2: L2C, P(Y), Legacy: C/A, P(Y); MNAV: M;
M CNAV: L2C

Block IIF L1: C/A, P(Y), M; L2: L2C, P(Y), Legacy: C/A, P(Y); MNAV: M;
M; LS CNAV: 12C, LS

GPS Il L1: C/A, P(Y), M, L1C; L2: L2C, Legacy: C/A, P(Y); MNAV: M;
P(Y), M; L5 CNAV: 12C, L5; CNAV-2: L1C

and associated antennas. The NDU/MDU processor also interfaces to the crosslink
receiver/transmitter for intersatellite communication as well as ranging on Block
IIR, IIR-M, and IIF SVs. This crosslink receiver/transmitter uses a separate antenna
and feed system. (It should be noted that the intersatellite ranging is functional on
these SVs (this capability is denoted as AutoNav); however, the U.S. government
has chosen not to add this capability to the CS.) As stated above, the primary and
secondary SV payloads are navigation and NUDET, respectively. Occasionally, two
of the Block ITA satellites had carried additional payloads such as laser reflectors
for satellite laser ranging (i.e., validation of predicted ephemeris), and free electron
measurement experiments. The U.S. Air Force is planning to add both laser reflec-
tors and a Distress Alerting Satellite System (DASS) payload to GPS III SVs 11+ [10].

3.2.3.3 Block I Initial Concept Validation Satellites

Block I satellites were developmental prototypes to validate the initial GPS concept.
These satellites demonstrated that navigation was possible from moving pseudor-
ange transmitters, atomic clocks could operate in space, momentum management
could be done with magnets, thermal control could be accomplished by yaw steer-
ing with reaction wheels, and satellites can fly in the harsh radiation environment
(i.e., Van Allen belts) of MEQ. Ten were launched in all. The Block I satellites, built
by Rockwell International, were launched between 1978 and 1985 from Vanden-
berg Air Force Base, California. The onboard storage capability supported about
3.5 days of navigation messages. The navigation message data was transmitted for
a 1-hour period and was valid for an additional 3 hours. All of the Block I satellites
carried three rubidium atomic frequency standards (AFSs) and from the fourth SV
each also carried one cesium AFS. These satellites were designed for a mean mission
duration (MMD) of 4.5 years, a design life of 5 years and inventory expendable (e.g.
fuel, battery life, and solar panel power capacity) of 7 years. AFS failures were com-
mon on the first satellites requiring that a second source vendor be developed. This
also caused the mindset that two different AFS technologies needed to be flown to
ensure mission success. Another discovery was that the onboard memory in which
the navigation message data were stored was very susceptible to single event upsets
caused by ionized radiation particle strikes. At that time, all operational crews were
trained to recognize this condition and quickly correct it by uploading a new navi-
gation data to the satellite. Some Block I satellites operated for more than double
their design life. A picture of a Block I satellite is presented in Figure 3.4.



Figure 3.4 Block | satellite.

3.2.3.4 Block ll-Initial Production Satellites

On-orbit operation of the Block I satellites provided valuable experience that led
to several significant capability enhancements in subsystem design for the Block 11
operational satellites (see Figure 3.5). These improvements included radiation hard-
ening to prevent random memory upset from events such as cosmic rays to improve
reliability and survivability. Besides these enhancements, several other refinements
were incorporated to support the fully operational GPS system requirements. While
most of the changes affected only the CS/space interface, some also affected the
user signal interface. The significant changes are identified as the following. To
provide security, selective availability (SA) and antispoofing (AS) capabilities were
added. (SA was discontinued on May 1, 2000. The United States has no intention
to use SA again [1].). System integrity was improved by the addition of automatic

Figure 3.5 Block Il satellite.



error detection for certain error conditions. After detection of these error condi-
tions, there is a changeover to the transmission of a nonstandard PRN code to
prevent the usage of a corrupted signal or data. Nine Block II satellites were built
by Rockwell International, and the first was launched in February 1989 from Cape
Canaveral Air Force Station, Florida. The onboard navigation message storage ca-
pacity was sized for a 14-day mission. Autonomous onboard momentum control
was implemented in the satellite within the attitude and velocity control system,
thus eliminating the need for ground contact to perform momentum dumping. Two
cesium and two rubidium AFSs were onboard. These satellites were designed for a
mean mission duration (MMD) of 6 years, a design life of 7.5 years, and inventory
expendables (e.g., fuel, battery life, and solar panel power capacity) of 10 years.
The last Block II satellite, SVN 15, was removed from service in August 2006 after
15.84 years of operational service. The Block II average life was 11.92 years.

3.2.3.5 Block lIA-Upgraded Production Satellites

The Block ITA satellites were very similar to the Block II satellites, but with a num-
ber of system enhancements to allow an extended operation period out to 180
days (see Figure 3.6). The onboard navigation data storage capability was tested to
assure retention for the 180-day period. For approximately the first day on-orbit,
the navigation message data was broadcast for a 2-hour period and was valid over
a 4-hour interval. For the remainder of the first 14 days, the navigation message
was broadcast for a 4-hour period with a validity period of 6 hours (two additional
hours). Following this initial 14-day period, the navigation message data broadcast
periods had gradually extended from 6 hours to 144 hours. With this additional
onboard storage retention capability, the satellites could function continuously for a

Figure 3.6 Block IIA satellite.



period of six months without ground contact. However, the accuracy of the Opera-
tional Control System (OCS) ephemeris and clock predictions and thus the accuracy
of the navigation message data would have gracefully degraded over time such that
the position error would have grown to 10,000-m spherical error probable (SEP)
at 180 days. With no general onboard processing capability, no updates to stored
reference ephemeris data were possible. So, as a result, full system accuracy was
only available when the OCS was functioning properly and navigation messages
were uploaded on a daily basis. Block IIA electronics were radiation hardened.
Nineteen Block ITA satellites were built by Rockwell International with the first
launched in November 1990 from Cape Canaveral Air Force Station, Florida, and
the last launched in November 1997. The life expectancy of the Block IIA was the
same as that of the Block II. The last operational Block IIA satellite, SVN 23, was
decommissioned on January 25, 2016, after an operational life of over 25 years.
The URE performance for the GPS II/ITA averaged approximately 1.1m or better
for several years easily surpassing the requirement of 6m. The average life of the
Block IIA satellites was 17.3 years.

3.2.3.6 Block IIR—Replenishment Satellites

The GPS Block IIR (replenishment) and the GPS Block IIR-M (modernized replen-
ishment) satellites (Figure 3.7) currently perform as the backbone of the GPS con-
stellation. All 21 IIR SVs have been launched since 1997 (the first Block IIR satellite
was lost in a booster failure early that year). Lockheed Martin built and is now sup-
porting the operation of these satellites.

The Block IR began development following contract award in 1989 as a to-
tally compatible upgrade and replacement to the Block IT and Block ITA SVs. All the
basic GPS features are supported: L-band broadcast signal with C/A and P(Y) code

Figure 3.7 Artist’s concept of the GPS Block IIR satellite. (Source: Lockheed Martin Corp. Reprinted
with permission.)



on L1, and P(Y) on L2, ultrahigh frequency (UHF) crosslink capability, attitude
determination system to stabilize the SV bus platform, reaction control system to
maintain the on-orbit location in the constellation, and sufficient electrical power
capacity for the life of the vehicle.

There are two versions of the Block IIR SV. The classic IIR and its AFSs, au-
tonomy, reprogrammability, and improved antenna panel will be described first.
The features of the modernized IIR (the IIR-M) will be covered later in this section.

Classic IIR
The baseline (nonmodernized) GPS Block IIR is sometimes called the classic IIR.
The Block IIR satellites are designed for a MMD of 6 years, a design life of
7.5 years, and inventory expendables (e.g., fuel, battery life, and solar panel power
capacity) of 10 years. As of early 2017, there were 12 IIR and 7 IIR-M SVs in the
operational 31-SV constellation, with a twentieth SV in residual status. The oldest
IR SV (SVN 43) was over 19 years old at time of this writing, exceeding its design
and expendables life requirements by several factors. This SV continues to perform
among the best in the constellation in terms of availability, accuracy, and lifetime
[11-13]. See Figure 3.8 for main IIR SV components.

Next-Generation Atomic Frequency Standards

All IR SVs contain three next-generation rubidium AFSs (RAFS). The IIR design
has a significantly enhanced physics package that improves stability and reliability
[14].
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The RAFS has a MMD of 7.5-year life. It is coupled with a redundant voltage
controlled VCXO and software functionality into what is called the time-keeping
system (TKS). The TKS loop provides a timing tuning capability to stabilize and
control clock performance. To date, only two RAFS have experienced issues requir-
ing activation of a redundant RAFS, although these two units are still available for
future use. Thus, 40 spare RAFS are available.

IR Accuracy

An accurate onboard AFS provides the key to good GPS PVT accuracy [11]. The
IIR specification requires that the total IIR user range error (URE) value should be
less than 2.2m when operating with a RAFS (URE is the contribution of the pseudo-
range error from the CS and space segment). The URE performance for GPS IIR has
averaged approximately 0.8m or better for several years [15]. Thus, the required
specification is easily surpassed.

There is also a significantly improved solar pressure model (by an order of
magnitude compared to the original II/ITA model) used in the MCS when com-
puting the orbit of the IIR [16, 17]. This increases the accuracy of the ephemeris
modeling on the ground.

Enhanced Autonomy

The advanced capabilities of the Block IIR SV include a redundancy management
system called REDMAN, which monitors bus subcomponent functionality and pro-
vides for warning and component switching to maintain SV health.

The Block IIR uses nickel hydrogen (NiH2) batteries, which require no recon-
ditioning and accompanying operator burden.

When in Earth eclipse, automatic pointing of the solar array panels is ac-
complished via an onboard orbit propagation algorithm to enable quiescent reac-
quisition of the Sun following eclipse exit. This provides a more stable and predic-
tive SV bus platform and orientation for the L-band signal.

Block TIR has an expanded nonstandard code (NSC) capability to protect the
user from spurious signals. It is enabled automatically in response to the detec-
tion of the most harmful on-orbit RAFS and voltage-controlled crystal oscillator
(VCXO) discontinuities.

Reprogrammability

There are several reprogrammable computers on board: the redundant SV bus
spacecraft processor unit (SPU) and the redundant navigation system mission data
unit (MDU). Reprogrammability allows the CS operator to upload flight soft-
ware changes to on-orbit SVs. This feature has been employed on-orbit in several
instances.

The SPU was provided with new rolling buffers to save high-speed telemetry
data for SV functions even when not in contact with the CS. On-board software
macros can also be triggered by specified telemetry behavior to handle additional
autonomous reconfigurations beyond the original SV design.

The MDU was provided with diagnostic buffers to give detailed insight into
the behavior of the TKS. It was also given a jumpstart capability allowing current
TKS parameters to be saved to a special area of memory and reused following the



load of a new program. This feature reduces by about 4 hours, the time required
to recover from a new program load. The MDU software was also upgraded to
support IIR modernization, the addition of the selective availability/antispoofing
module (SAASM) capability, the addition of on-orbit storage buffers, and numer-
ous other changes.

Improved Antenna Panel

Lockheed Martin, under an internal research and development effort, developed
new L-band and UHF antenna element designs [18]. Figure 3.9 presents the aver-
age directivity of the new antenna panel broadcast pattern for the L1 signal for all
12 improved antenna panels (SV-specific directivity plots, as well as SV-specific
directivity and phase data, are available online at http://www.lockheedmartin.com/
us/products/gps/gps-publications.html). The new L1 power received on the ground
(Earth service; space service is the signal beyond the edge of Earth) is at least -154.5
dBW (edge-of-Earth, as compared to the current typical IIR performance of -155.5
dBW) and the new L2 power received on the ground is at least -159.5 dBW (edge-
of-Earth, as compared to the current typical IIR performance of -161.5 dBW). This
provides greater signal power to the user. The last 4 of the 12 classic IIRs and all of
the modernized IIRs have the improved antenna panel.

Block IIR-M-Modernized Replenishment Satellites
Beginning in 2005, the GPS IIR-M initiated new services to military and civilian
users [19, 20]. The IIR-M was the result of an effort to bring this modernized

20 v
10
0
o
Z
2
= -10
a
-20
-30
I1="% R - i i i L
A B Bonk - S i
_40 ----- 30 . x :' —-'- ¥ '—o—u S e ): -‘ 380 I
0:-100 . -80 —60 -40 —20, 0 5120 40 60 80 o 100
Theta (deg) Space Service Earth Service Space Service

Figure 3.9 Average improved antenna pattern, L1 signal. (Source: Lockheed Martin Corp. Reprinted with
permission.)



functionality to IIR SVs that were built years earlier and placed into storage un-
til they were needed for launch. This modernization program was accomplished
within existing solar array capability, available on-board processor margins, and
available vehicle structural capabilities.

Eight Block IR SVs were modernized. These SVs were launched between late
2005 and late 2009. Following the launch, the first [IR-M SV began broadcasting
the first modernized signals. The first test of the default Civil Navigation (CNAV)
message on the new L2C signal was in September 2009 [21, 22]. As the CS has
been gradually upgraded, additional testing of signals and data broadcast have
been tested. Daily CNAV uploads began in late 2014,

Modernized Signals

The new additional L-band signals and increased L-band power significantly im-
proved navigation performance for users worldwide. Three new signals were pro-
vided: two new military codes (denoted as M-code) on L1 and on L2, and a new
civilian code on L2. The new L2 civil signal denoted as L2C is an improved signal
sequence over L1 C/A, enabling ionospheric error correction to be done by civilian
users. The new signal structure is totally backward-compatible with existing L1
C/A and P(Y) and L2 P(Y). M code provides the authorized user with more signal
security. (Refer to Section 3.7.2.3 for further details.)

Modernized Hardware

The new navigation panel boxes consist of a redesigned L1 transmitter, a rede-
signed L2 transmitter, and the new waveform generator/modulator/intermediate
power amplifier/dc-dc converter (WGMIC) (Figure 3.10). The WGMIC is a new
box coupling the brand-new waveform generator with the functionality of the L1
signal modulator/intermediate power amplifier (IPA), the L2 signal modulator/IPA,
and the dc-to-dc converter. The waveform generator provides much of the new
modernized signal structure and controls the power settings on the new transmit-
ters. To manage the thermal environment of these higher-power boxes, heat pipes
were incorporated into the fabrication of the structural panel. Lockheed Martin has
successfully used similar heat pipes on other satellites it has built for this thermal
control.

The improved IIR antenna panel discussed earlier in this section was also in-
stalled on all 8 IIR-M SVs (refer to Table 3.6 for the various IIR SV and antenna
panel versions). This provides greater signal power to the user. The antenna re-
design effort was begun prior to the modernization decision, but significantly en-
hances the new IIR-M features. L-band power was increased on both L1 and L2
frequencies. Received L1 was increased at least double the power, and received L2
was increased by at least quadruple power at lower elevation angles [18].

3.2.3.7 Block lIF-Follow-On Sustainment Satellites

In 1995, the Air Force GPS JPO released a request for proposal (RFP) for a set of
satellites to sustain the GPS constellation, designated as Block II Follow-on, or IIF.
The RFP also requested the offeror to include the modifications to the GPS control
segment necessary to operate the IIF SV. While necessary for service sustainment,
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Table 3.6 IIR/IIR-M Antenna Versions
SV Type Antenna Panel Type

SVN Legacy Improved
(Launch Classic 1IR-M Antenna Antenna
Order) IIR SV SV Panel Panel

43 X — X —
46
s1
44
41
54
56
45
47
59
60
61
53
52 —
58 —
5s —
57 —
48 —
49 —
50 —

MMM M M M M M M KK
|

|
MMM M X X X K|
I
MMM MM M X X X X X K|

the IIF SV procurement afforded the Air Force the opportunity to start adding
new signals and additional flexibility to the system beyond the capabilities and
improvements of the IIR SV. A new military acquisition code on L2 was required,
as well as an option for a new civil L5 signal at a frequency within 102.3 MHz of
the existing L2 frequency of 1227.6 MHz. The LS frequency that was eventually
settled upon was 1,176.45 MHz, placing it in a frequency band that is protected
for Aeronautical Radionavigation Services. (LS5 signal characteristics are described
in Section 3.7.2.2.)

The RFP also allowed the offeror to provide additional best-value features
that could be considered during the proposal evaluation. Boeing (then Rockwell)
included several best value features in its proposal and was awarded the IIF con-
tract in April 1996. Several of these features were to improve service performance,
including a URE 3m or less in AutoNav mode, an age of data for the URE of
less than 3 hours using the UHF crosslink to update the navigation message, and
design goals for AFS Allan variance performance better than specification. Other
features supported the addition of auxiliary payloads on the IIF SV and reduction
of operational complexity for the operators via greater use of the UHF crosslink
communication system.

The original planned launch date for the first I[IF SV was April 2001. However,
due to the longevity of the Block IT and ITA SVs and projected service life of the IIR
SVs, the need date for a IIF launch was extended sufficiently to allow the Air Force
to direct modifications to the IIF SV that resulted in the present design. The first



modification was enabled when the Delta II launch vehicle (LV) was deselected for
ITE, leaving the larger Evolved Expendable Launch Vehicle (EELV) as the primary
LV. The larger fairing of the EELV enabled the “Big Bird” modification to the
ITF SV, which expanded the spacecraft volume, nadir surface area, power genera-
tion and thermal dissipation capability. Around the same time, extensive studies
were performed by the GPS Modernization Signal Development Team (GMSDT)
to evaluate new capabilities needed from GPS, primarily to add new military and
civil ranging signals. The GMSDT was formed as a Government/FFRDC/Industry
team to evaluate the deficiencies of the existing signal structure and recommend
a new signal structure that would address the key areas of modulation and signal
acquisition, security, data message structure, and system implementation. Today’s
M-code signal structure is the result of those studies. The complete list of ranging
signals provided by the IIF SV is shown in Table 3.7. (Details of all GPS signals are
provided in Section 3.7.) It should be noted that the new ranging signals also carry
improved versions of the SV clock offset and ephemeris data in their respective
navigation messages to eliminate some of the resolution limitations the original
navigation message had imposed as the URE has continued to improve.

The original flexibility and expandability features of the IIF SV in both the
spacecraft and navigation payload designs allowed the addition of these new sig-
nals without major revisions to the IIF design. An expanded view of the Block IIF
SV is depicted in Figure 3.11. The figure shows all the components of the spacecraft
subsystems such as: attitude determination and control subsystem which keeps the
antennas pointing at the Earth and the solar panels at the Sun; the electrical power
subsystem that generates, regulates, stores and shunts the dc power for the satellite;
and the TT&C subsystem, which allows the MCS operators to communicate with
and control the satellite on-orbit. To support the increase in dc power requirement
due to the increased transmit power, the solar arrays were switched from silicon
technology to higher efficiency triple-junction gallium arsenide. Additionally, the
thermal design had to be revised to accommodate the additional transmitter ther-
mal loads. Other than some realignment to maintain weight and thermal balance,
no other modifications were required for the spacecraft.

The navigation payload on the Block IIF SV includes two rubidium AFSs and
one cesium AFS per the contract requirement for dual technology. These AFSs pro-
vide the tight frequency stability necessary to generate high accuracy ranging sig-
nals. The Navigation Data Unit (NDU) generates all the baseband forms of the
ranging signals. The original NDU design included a spare slot which allowed the
addition of M-code and L5 codes within the same envelope. The original NDU
computer was designed with 300% expansion memory margin and 300% compu-
tational reserve (throughput margin), so that there was sufficient reserve to sup-
port the generation of the new navigation messages for M-code and LS5 plus other
modernization requirements. The computer program is reprogrammable on-orbit
and is loaded from onboard EEPROM memory when power is applied, avoiding

Table 3.7 Block IIF Ranging Signal Set
Link (Frequency) | L1 (1,575.42 MHz) 12 (1,227.6 MHz) L5 (1,176.45 MHz)
Open (civil) signals | C/A-code CM-code, CL-code I5-code, Q5-code
Military (restricted) signals | P(Y)-code, M-code  P(Y)-code, M-code —
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the need for large blocks of contact time with the ground antennas. The L-band
subsystem generates about 350W of RF power for transmitting the three sets of
signals in Table 3.7.

The Block IIF SV is designed for a 12-year design life with a MMD of 9.9
years. The Block IIF SV transmits all the same signals as the IIR-M, plus LS. An
on-orbit depiction of the Block IIF SV is shown in Figure 3.12. The nadir facing
side contains a set of UHF and L-band antennas and other components that are
very reminiscent of all the previous GPS satellites.

The original ITF contract was for a basic buy of six SVs and two options of 15
and 12 SVs in groups of three for a possible total of 33 SVs. The Air Force exer-
cised its option to buy an additional six SVs for a total of 12. The first Block ITF SV
was launched in May 2010 and the twelfth was launched in February 2016. The
URE performance for GPS IIF has ranged from 0.25m to 0.5m, once again easily
surpassing the required performance of 3m.

3.2.3.8 GPS Ill Satellites

The GPS III SV (Figure 3.13) has been designed and is now being built to bring
new capabilities to both military and civil PVT users throughout the globe. GPS

Figure 3.13 GPS Il satellite. (Source: Lockheed Martin Corp. Reprinted with permission.)



II1 is fully backward compatible with existing GPS capabilities, but with important
improvements as well as an expansion capability for the future of GPS.

GPS 1III contract award was announced in May 2008. The SV Critical De-
sign Review (CDR) was successfully completed in August 2010 [23], marking the
completion of the GPS III design phase. At the time of this writing, the production
phase was well underway for several SVs, including integration and test (Figure
3.14), and the first GPS III SV is available for launch. These SVs are being built
by Lockheed Martin, its navigation payload subcontractor, Harris (formerly ITT),
communications payload subcontractor, General Dynamics, and numerous other
subcontractors.

The new expandable GPS III design is based on the Lockheed Martin A2100
bus design and its long heritage. Important elements have also been pulled from
the successful GPS Block IIR and IIR-M SVs and their heritage of over 250 years of
accumulated on-orbit performance. The GPS III SV design itself has the capacity to
accommodate new advanced capabilities in the active production line, as soon as
they are mature and determined ready to add to the SV allowing it to readily adapt
to new or changing requirements as it serves the user in the future. This includes
the addition of a new civil signal (L1C) designed to be interoperable with similar
signals broadcast by other GNSS constellations. (L1C characteristics are described
in Section 3.7.2.4.)

Performance Requirements

On orbit, the GPS III SV will provide longer SV life, improved accuracy, and im-
proved availability compared to all previous GPS generations. Table 3.8 provides
a summary of the critical performance requirements for the program and parallel
requirements for all earlier GPS versions, where available [24, 25]. Based on factory
test results, GPS III will meet or exceed all of these critical requirements.

The GPS III SV requirements include a 12-year MMD and a 15-year design life
[24]. The GPS III L-band signals will consist of the heritage L1 C/A, L1 P(Y), and
L2 P(Y); the modernized L1M, L2C, and L2M; and full support for the new LS
and L1C civilian signals. The GPS III M-code received signal power at Earth will

e 4

Figure 3.14 GPS Ill satellite in integration and testing.



Table 3.8 Comparison of GPS Satellite Specifications

Specifications I 11 I1I1A IIR IIR-M 1IF 111
User Range | — 7.6 7.6 2.2 2.2 3.0 1.0

Accuracy (meters) | Error at 1 day
MMD Regq. | 4.5 6 6 6 6 9.9 12
Design Life |5 7.5 7.5 7.5 7.5 12 15
SV Lifetime (years)| Expendables|7 10 10 10 10 — —

L1C/A|-160.0 -160.0 -158.5 -158.5 -158.5 -158.5 -158.5
L1P|-163.0 -163.0 -161.5 -161.5 -161.5 -161.5 -161.5

LIM|— — — — -158.0 -158.0 -158.0

LiC|— — — — — — -157.0

L2C|— — — — -160.0 -160.0 -158.5

L2P|-166.0 -166.0 -164.5 -164.5 -161.5 -161.5 -161.5

Signal Power L2M|—  — = = ~161.5 -161.0 -158.0
(dBW) LS| — — — — — -157.9 -157.0

Avail. levied on full constellation at 98%  98.08% 99.45%
SV Availability % | with SV goal of 95%

The L1C value is the total received power from both data and pilot channels, whereas the LS values represent only the in-phase

signal component power levels. The LS total power levels (sum of in-phase and quadrature components) is 3 dB greater

be boosted to at least =153 dBW at 5° elevation as compaired to —158 dBW for
IR and ITE. This will provide for significantly improved service for military users
in stressed conditions.

Navigation accuracy is one of the primary concerns for users. The GPS Block
IT and ITA SVs were required to meet a daily requirement of 7.6-m URE. The IIR
is required to meet 2.2m at 24 hours when operating with a rubidium RAFS. IIF
is required to meet 3-m URE at 24 hours. GPS III will be required to meet a 1.0-m
URE requirement at 24 hours, a twofold to threefold improvement over current
operational satellites.

GPS Il Design Overview

The basic GPS III SV design can be highlighted by examining its various elements
and subsystems: the navigation payload element (NPE), the network communica-
tions element (NCE), the hosted payload element (HPE), the antenna subsystem ele-
ment, and the vehicle bus element with its subsystems. Figure 3.15 is an expanded
view of the GPS III SV [24] showing its basic structure and notional component
location. A brief description of each element and subsystem follows.

The NPE includes the payload computer [the mission data unit (MDU)], the
L-band transmitters (L1, L2, L3, L5), the atomic frequency standards (AFSs), sig-
nal combiners, and signal filters. The MDU incorporates the waveform generator
functionality first introduced in the modernized IIR-M SV [19, 20, 26]. The GPS
IIT MDU has other significant advanced capabilities, including on-board ephem-
eris propagation, which uses a very small daily navigation upload to generate the
broadcast navigation message for all legacy and modernized signals.

Each GPS III SV has three enhanced rubidium AFS units (“clocks”) which build
upon the strong heritage from the GPS IIR/IIR-M SVs [14]. The GPS III SV also

includes a fourth slot for an enhanced new or experimental frequency standard
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design, such as a hydrogen MASER. GPS III has a significant capability to operate
and monitor a backup AFS, including the experimental AFS, for stability perfor-
mance measurement and characterization. Redundant time-keeping system loops
allow independent operation of the accurate hardware/software control loops. This
capability is not available on any of the previous generations of GPS satellites [27].

The NCE provides communications capability to the SV. It consists of the en-
hanced crosslink transponder subsystem (ECTS), the thin communications unit
(TCU) to distribute commands and collect telemetry, and the S-band boxes.

The HPE hosts several government-furnished equipment (GFE) items provided
to GPS III. The antenna subsystem consists of the Earth coverage L-band antenna
panel (based on IIR-M technology [18, 28]), the S-band antennas, and the UHF
antennas.

The vehicle bus element includes numerous subsystems: the attitude control
subsystem (ACS), the electrical power subsystem (EPS), the thermal control sub-
system (TCS), the TT&C, the propulsion subsystem (PSS), and the mechanical
subsystem (MSS). These subsystems will now be highlighted.

The ACS maintains the attitude knowledge and controls the pointing of the
SV. This includes the nominal Earth pointing of the L-band antenna panel, and
pointing the solar arrays at the Sun. It also controls thrust direction for propulsion
subsystem maneuvers. The ACS consists of a set of sensors and actuators: Sun sen-
sors, Earth sensors, the inertial measurement unit (IMU), reaction wheels for fine
attitude control, magnetic torque rods for momentum unloading, 0.2-1bf thrusters
for periodic station-keeping, and 5.0-1bf thrusters for more coarse maneuvers.

The EPS provides the stable electrical power for the entire SV, including during
eclipse events. It consists of the solar arrays, nickel-hydrogen (NiH2) batteries, and
the power regulation unit. The TCS maintains the proper temperature of the vari-
ous SV components within safe limits. It consists of insulation, reflectors, heaters,
radiators, heat pipes, and thermistors.

The TT&C subsystem consists of the bus computer [the on-board computer
(OBC)], the uplink/downlink unit (UDU) for commanding and telemetry commu-
nication with the CS, remote interface units, deployment device control, and event
detectors.

The PSS provides the thrust capability to alter the position and attitude of
the SV. It consists of the Liquid Apogee Engine for final orbit insertion following
launch, the 5-Ibf thrusters for large on-orbit maneuvers, and the 0.2-1bf thrusters
for attitude and station-keeping maneuvers.

The MSS consists of the basic SV structure, hinges, and the deployable elements.

GPS Il Advanced Capabilities and Capability Insertion
GPS III will bring new capabilities to the user community beyond the current GPS
generations, notably the new L1C signal.

GPS III is the first version of GPS SVs capable of selecting pseudo-random
number (PRN) settings in the range of 38 to 63. This allows for more than 32 ac-
tive SVs in the constellation, a limitation of the current GPS satellites. This capabil-
ity complies with the latest IS-GPS-200 specification [29] and results in improved
accuracy and greater coverage for all users.



GPS III can also host a fourth advanced technology clock. This could be used
as a technology demonstrator or on-orbit performance validation for future clock
designs which will likely be critical to future advances of the GPS constellation
accuracy.

Central to the GPS III advanced design is ensuring that the navigation sig-
nals provided by the SV meet the defined criteria for safety-of-life applications
for navigation users (i.e., signal integrity and continuity). This includes accuracy,
availability, and protection from misleading signals. This capability is defined by
the Positioning Signal Integrity and Continuity Assurance (PSICA) requirements.
PSICA affects various SV subsystems such as design of the OBC and NPE [30].

GPS III is designed with capability insertion in mind. This is enabled by the
modern, scalable bus design, active parts suppliers, engaged subcontractors, and
an existing production line. Numerous important capabilities are already being
pursued for near-term incorporation.

High on the list for capability insertion to GPS III is the Search and Rescue
(SAR) payload, called the SAR/GPS, which relays distress signals from emergency
beacons to search and rescue operations [31]. A Laser Reflector Array (LRA) ca-
pability will allow scientists to accurately measure the GPS III SV orbit, leading to
more accurate modeling of the Earth’s gravitational field and the effects of special
relativity [10].

Other planned enhancements are currently in development for implementa-
tion. A Digital Waveform Generator (DWG) will replace the analog boxes creating
a fully digital navigation payload capable of generating new navigation signals on-
orbit. Lithium-ion (Li-ion) batteries will reduce SV weight and provide better EPS
performance. Additionally, more M-code power will be added to provide higher
power modernized signals to the military.

The New L1C Signal

GPS II will be the first GPS SV to broadcast the new L1C signal [32, 33] (Section
3.7.2.4 contains technical details of the L1C signal). This will be the fourth civilian
signal (in addition to L1 C/A, L2C, and L5) and implements the second-generation
CNAV-2 modernized navigation message. This signal will be interoperable (i.e.,
spectrally compatible) with other SATNAV systems, such as Europe’s Galileo, Ja-
pan’s Quasi-Zenith Satellite System (QZSS), and China’s Beidou. (L1C interoper-
ability (i.e., spectral compatibility) with these systems is discussed in Section 3.7.2.)

As with other modernized GPS signals, the new L1C signal structure provides
for improved acquisition and tracking, faster data download and a more accurate
ranging signal. It brings the modernized structure to the L1 frequency.

The L1C benefits include increased accuracy, acquisition, and tracking. Ad-
ditional data bits in the message provide for greater PNT accuracy in the CNAV-2
message. Overall, navigation and timing users throughout the globe will benefit
significantly from having GPS broadcast the L1C signal.

Pathfinder Satellite and Simulators
The GPS III Non-Flight Satellite Testbed (GNST) is the pathfinder unit for the
GPS III program [34]. A full-sized version of the GPS III SV, populated with fully



functional non-flight boxes and loaded with the operational flight software, the
GNST serves as a risk reduction platform for GPS III. It has provided for physi-
cal fit-checks at the factory and at the launch site, as well as electrical and flight
software functional verification. It was an important platform for development
and validation of factory build-and-test procedures. This has significantly reduced
the risk for SV assembly, test, prelaunch operations, and capability insertion. It
will now serve as a long-term test article for the entire life of the GPS III program,
providing SV-level validation, early verification of ground, support, and test equip-
ment, and early confirmation and rehearsal of transportation operations.

A number of high-fidelity and low-fidelity GPS III simulators have been devel-
oped and delivered. This includes the GPS III Spacecraft Simulator (G3SS) located
at Cape Canaveral, a bus real-time simulator, the Integrated Software Interface
Test Environment (InSite), and the Space Vehicle Subsystem Models and Simula-
tion (SVSMS). These simulators, in both hardware and software implementations,
provide support for ground and vehicle system checkout, launch readiness, and SV
on-orbit maintenance.

Current Status

The first GPS IIT Space Vehicle has completed design qualification, environmental
testing, and is now available for launch to begin a new era in GPS performance
and capability. It will have advanced and expandable capabilities and will provide
increased performance to the GPS user. GPS III will provide PVT services and ad-
vanced antijam capabilities yielding superior system security, accuracy, and reli-
ability worldwide.

GPS I will sustain the GPS constellation, replacing older SVs that are well past
their expected lives. All users, civilian and military, will benefit from the improved
performance and advanced capabilities of GPS III for the several decades to come.
The GPS III capabilities with the new L1C signal, higher signal power, greater ac-
curacy, longer SV lifetime, and higher signal availability will maintain GPS as the
gold standard for worldwide satellite navigation systems [35].

3.3 Control Segment Description

The GPS control segment (CS) provides capabilities for monitoring, commanding,
and controlling the GPS satellite constellation. Functionally, the CS monitors the
downlink L-band navigation signals, generates and updates the navigation mes-
sages, and is used to resolve satellite anomalies. Additionally, the CS monitors each
satellite’s state of health, manages tasks associated with satellite station-keeping
maneuvers and battery recharging, and commands the satellite bus and payloads, as
required [36]. After a quick overview, this section will present a detailed discussion
of the CS’s current configuration and its primary functions, including data process-
ing of the navigation mission of GPS. This will be followed by a short summary of
recent GPS CS changes, and then a discussion of near-term planned upgrades. The
satellite commanding and maintenance activities will not be discussed.

The GPS CS, the operational control system (OCS), consists of three subsystems:
the MCS, L-band monitor stations (MSs), and S-band ground antennas (GAs). The



operation of the OCS is performed at the MCS, under the operation of the U.S. Air
Force Space Command, Second Space Operations Squadron (2 SOPS), located at
Schriever Air Force Base (AFB) in Colorado Springs, Colorado. The MCS provides
for continuous GPS services, 24 hours per day, 7 days a week, and serves as the
mission control center for GPS operations. The Alternate MCS (AMCS), located at
Vandenberg AFB, California, provides redundancy for the MCS. The major subsys-
tems of the OCS and their functional allocation are shown in Figure 3.16.

The 2 SOPS supports all crew-action-required operations of the GPS constel-
lation, including daily uploading of navigation information to the satellites and
monitoring, diagnosis, reconfiguration, and station-keeping of all satellites in the
GPS constellation. Spacecraft prelaunch, launch, and insertion operations are per-
formed by a different control segment element, the launch, anomaly, and disposal
operations (LADO) system with support from the reserve squadron, Nineteenth
Space Operations Squadron (19 SOPS), also located at Schriever AFB. If a given SV
is determined to be incapable of normal operations, the satellite commanding can
be transferred to LADO for anomaly resolution or test monitoring.

3.3.1 OSC Current Configuration

At the time of this writing, the OCS configuration consists of dual MCSs, six OCS
MSs, 10 National Geospatial-Intelligence Agency (NGA) MSs, and four GAs (see
Figure 3.17 [37, 38]). The MCS data processing software, hosted on what is called
the Architecture Evolution Plan (AEP) client-server platform running a POSIX-
compliant operating system [39], commands and controls the OCS with multiple
high-definition graphical and textual displays. The transition to the AEP version
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Figure 3.16 OCS overview.
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of the OCS, and its foundation in the Legacy Accuracy Improvement Initiative
(L-AII) upgrade as well as the full Accuracy Improvement Initiative (AIl), will be
highlighted in Section 3.3.2.

The OCS MSs and GAs are operated remotely from the active MCS (mainte-
nance personnel are available at each site). The OSC MSs’ and GAs’ data process-
ing software, hosted on a mixed set of computing platforms, communicates with
the MCS using transmission control protocol/Internet protocol (TCP/IP) commu-
nication protocols. The MCS also has numerous internal and external communica-
tion links, also using TCP/IP.

3.3.1.1 MCS Description

The MCS provides the central command and control of the GPS constellation. Spe-
cific functions include:

« Monitoring and maintaining satellite state of health;

« Monitoring the satellite orbits;

« Estimating and predicting satellite clock and ephemeris parameters;

« Estimating the MS clock states;

« Generating GPS navigation messages;

« Maintaining the GPS timing service and its synchronization to UTC (USNO);
« Monitoring the navigation service integrity;

« End-to-end verifying and logging the navigation data delivered to the GPS
user;



« Commanding satellite maneuvers to maintain the GPS orbit and reposition-
ing due to vehicle failures.

All ground facilities necessary to support the GPS constellation are contained
within the OCS, as shown in Figure 3.16. The OCS shares other ground antennas,
the automated remote tracking stations (ARTS), from the Air Force Satellite Con-
trol Network (AFSCN) and additional MSs with NGA, in AEP. The MCS consists
of data processing, control, display, and communications equipment to support
these functions.

The primary task of the MCS is to generate and distribute the navigation data
messages (sometimes referred to as the NAV Data messages). [Details of the NAV
Data messages are contained in Sections 3.7.1.3 (Legacy NAV) and 3.7.3 (CNAV).]
The MCS uses a sequence of steps, including collecting and processing the MS mea-
surements, generating satellite ephemeris and clock estimates and predictions, and
constructing and distributing the NAV Data messages. The MSs provide the raw
pseudorange, carrier phase, and meteorological measurements that are smoothed
by the MCS. A Kalman filter generates the precise satellite ephemeris and clock
estimates, using these smoothed measurements. It is an epoch-state filter with the
epoch of the state estimates at a different time than that of the measurements. The
MCS filter is a linearized Kalman filter, with the ephemeris estimates linearized
around a nominal reference trajectory. The reference trajectory is computed us-
ing accurate models to describe each satellite’s motion. These ephemeris estimates,
together with the reference trajectory, construct the precise ephemeris predictions
that form the basis of the NAV Data message ephemeris parameters. Specifically, a
least-squares-fit routine converts the predicted positions into the navigation orbital
elements, in accordance with IS-GPS-200 [29]. The resulting orbital elements are
uploaded into the satellite’s navigation payload memory and transmitted to the
GPS user.

Fundamentally, GPS navigation accuracy is derived from a coherent time scale,
known as GPS system time, with one of the critical components being the satellite’s
AFS, which provides the stable reference for the satellite clock. As discussed earlier,
each satellite carries multiple AFSs. The MCS commands the satellite AFSs, moni-
tors their performance, and maintains estimates of satellite clock bias, drift, and
drift rate (for rubidium only) to support the generation of clock corrections for the
NAYV Data messages. GPS system time is defined relative to an ensemble of selected
active SV and MS AFSs [54]. The ensemble or composite AFS improves GPS time
stability and minimizes its vunerability to any single AFS failure in defining such a
coherent time scale.

Another important task of the MCS is to monitor the integrity of the navigation
service. This is part of the L-band monitor processing (LBMON) [40]. Throughout
the entire data flow from MCS to satellite and back, the MCS ensures the NAV
Data message parameters are uploaded and transmitted correctly. The MCS main-
tains a complete memory image of the NAV Data message and compares downlink
messages (received from its MSs) against the expected messages. Significant dif-
ferences between the downlink versus expected navigation message result in an
alert and corrective action by 2 SOPS. Along with navigation bit errors, the MCS
monitors the L-band ranging data for consistency across satellites and across MSs.



When an inconsistency is observed across satellites or MSs, the MCS generates an
L-band alert within 60 seconds of detection [40].

The OCS depends on external data from USNO and NGA including coordina-
tion with the UTC (USNO) absolute time scale, precise MS coordinates, and Earth
orientation parameters.

Role of NGA in GPS
The following has been extracted from [41]:

NGA and its predecessor organizations have operated Global Positioning System
(GPS) Monitor Stations for more than 20 years. The NGA GPS Monitor Station
Network (MSN) supports the DoD reference system WGS 84 and has expanded to
include direct support to the Air Force (AF) Operational Control Segment. NGA
stations are located around the world, strategically placed to complement the more
equatorial Air Force Monitor Stations. These stations use geodetic quality GPS
receivers and high performance cesium clocks. NGA monitors the behavior of its
stations remotely to ensure their data integrity and high rate of availability. The
NGA GPS stations are tightly configured and controlled to achieve the highest ac-
curacy possible.

NGA plays a vital role in GPS integrity monitoring. Since September 20035, the
AF GPS MCS Kalman filter has used data from NGA GPS Monitor Stations to
determine the broadcast orbits of the GPS satellites. NGA data also gives the MCS
visibility of the satellites from at least two stations at all times. Sending NGA data
to the MCS in near real time has enhanced both the accuracy and integrity of GPS.
The computation of the GPS Precise Ephemeris, which is considered DoD truth,
is an integral part of supporting WGS 84. The ephemeris, computed using NGA,
AF and a few International GNSS Service (IGS) stations, is provided to the AF and
posted on NGA’s website for all GPS users.

3.3.1.2 Monitor Station Description

To perform the navigation tracking function, the OCS has a dedicated, globally
distributed, L-band MS network. At the time of this writing, the OCS network
consists of 16 MSs, with coverage, as shown in Figure 3.18 (coverage shown be-
tween plus and minus 55° latitude) [42]. The six OCS MSs are Ascension Island,
Diego Garcia, Kwajalein, Hawaii, Colorado Springs, and Cape Canaveral. The 10
NGA stations are Bahrain, Australia, Ecuador, the United States Naval Observa-
tory (USNO, Washington, D.C.), Uruguay, United Kingdom, South Africa, South
Korea, New Zealand, and Alaska. The OCS MSs are located near the equator and
the NGA MSs provide mid-latitude and high-latitude (both North and South) loca-
tions to maximize L-band coverage.

Each OCS MS operates under the control of the MCS and consists of the equip-
ment and computer programs necessary to collect satellite-ranging data, satellite
status data, and local meteorological data. This data is forwarded to the MCS for
processing. Specifically, an OCS MS consists of a single dual-frequency receiver,
dual cesium AFSs, meteorological sensors, and local workstations and communica-
tion equipment. Each receiver’s antenna element consists of a conical ground plane
with annular chokes at the base to produce a 14-dB multipath-to-direct signal
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Figure 3.18 OCS and NGA monitoring station coverage [42].

rejection ratio for signal paths above 15° elevation. (An in-depth discussion on
multipath is contained in Chapter 9.) The HP5071 cesium AFSs provide a 5-MHz
reference to the receiver. Continuous-phase measurements between the AFSs are
provided to the MCS for independent monitoring of the active atomic clock and
for support of AFS switchovers. The MCS maintains a coherent MS time scale. At
AFS switchovers, the MCS provides the phase and frequency difference estimates
(between AFSs) to the MCS Kalman filter to minimize any time scale disruptions.
Meteorological sensors provide surface pressure, temperature, and dew point mea-
surements to the MCS Kalman filter to model the troposphere delay. However,
these meteorological sensors are in disrepair, and their measurements have been
replaced by monthly tabular data [43]. The local workstations provide commands
and data collection between the OCS MS and the MCS.

The OCS MSs use a 12-channel, survey-grade, all-in-view receiver. These re-
ceivers, developed by Allen Osbourne Associates (AOA) (now Harris), are based
on proven Jet Propulsion Laboratory (JPL) Turbo Rogue technology. The AOA
receiver is designed with complete independence between the L1 and L2 tracking
loops, with each tracking loop commanded by the MCS under various track ac-
quisition strategies. With such a design, the overall receiver tracking performance
can be maintained, even when tracking abnormal satellites (e.g., nonstandard code
or satellite initialization, which require additional acquisition processing). These
all-digital receivers have no detectable interchannel bias errors. (An earlier OCS
receiver required external interchannel bias compensation due to its analog design
with separate correlation and data processing cards. Interchannel bias is a time-
delay difference incurred when processing a common satellite signal through dif-
ferent hardware and data processing paths in a receiver.)

The OCS MS receivers differ from normal receivers in several areas. First, these
receivers require external commands for acquisition. Although most user equip-
ment is only designed to acquire and track GPS signals that are in compliance with
applicable specifications, the OCS receiver needs to track signals even when they
are not in compliance. The external commands allow the OCS receiver to acquire
and track abnormal signals from unhealthy satellites. Second, all measurements are
time tagged to the satellite X1 epoch (see Section 3.7.1.1 for further details on the



X1 epoch), whereas a typical user receiver time tags range measurements relative
to the receiver’s X1 epoch. Synchronizing measurements relative to the satellite’s
X1 epochs facilitates the MCS’s processing of data from the entire distributed OCS
L-band MS network. The OCS receivers provide the MCS with 1.5-second pseu-
dorange and accumulated delta range measurements [also known as P(Y)-code and
carrier phase measurements, respectively]. Third, the MCS receives all of the raw
demodulated navigation bits from each MS (without processing of the Hamming
code used for error detection) so that problems in the NAV Data message can be
observed. The returned NAV Data message is compared bit by bit against expected
values to provide a complete system-level verification of the MCS-GA-satellite-MS
data path (part of LBMON). Additionally, the OCS receivers provide the MCS with
various internal signal indicators, such as time of lock of the tracking loops and
internally measured signal-to-noise ratio (SNR). This additional data is used by the
MCS to discard questionable measurements from the OCS Kalman filter. As noted
earlier, the OCS maintains the MS time scale to accommodate station time changes,
failures, and reinitialization of the station equipment. The Air Force MS coverage
of the GPS satellites is shown in Figure 3.18, with the grayscale code denoting the
number of MSs visible to a satellite [42]. Satellite coverage varies from one in the
region west of South America to as many as five in the continental United States.

The NGA MSs use 12-channel GPS receivers, developed by ITT Industries (now
Harris), that are similar to the OCS MS receivers. Indeed, the original NGA MS
receiver contract was awarded to AOA in July 2002, but AOA was subsequently
acquired by ITT in 2004.

3.3.1.3 Ground Uplink Antenna Description

To perform the satellite commanding and data transmission function, the OCS in-
cludes a dedicated, globally distributed, GA network. Currently, the OCS network,
collocated with the Air Force MSs, consists of Ascension Island, Diego Garcia,
Kwajalein, and Cape Canaveral. The Cape Canaveral facility also serves as part
of the prelaunch compatibility station supporting prelaunch satellite compatibility
testing. Additionally, several ARTS GAs located around the world, from the AF-
SCN, serve as GPS GAs, when scheduled. These GAs provide the TT&C interface
between the OCS and the space segment, and for uploading the navigation data.
These GAs are full-duplex, S-band communication facilities that have dedicat-
ed command and control sessions with a single SV at a time. Under MCS control,
multiple simultaneous satellite contacts can be performed. Each GA consists of the
equipment and computer programs necessary to transmit commands, navigation
data uploads, and payload control data received from the MCS to the satellites and
to receive satellite telemetry data that is forwarded to the MCS. All OCS GAs are
dual-threaded for system redundancy and integrity. The AFSCN ARTS GAs can
also support S-band ranging. The S-band ranging provides the OCS with the capa-
bility to perform satellite early orbit and anomaly resolution support. The GA cov-
erage of the GPS satellites, between plus and minus 55° latitude, is shown in Figure
3.19, with the grayscale code denoting the number of GAs visible to a satellite [42].
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Figure 3.19 Control segment ground antenna coverage [42].

3.3.1.4 MCS Data Processing
MCS Measurement Processing

To support the MCS estimation and prediction function, the OCS continuously
tracks the L1 and L2 P(Y) codes. At track acquisition, the L1 C/A code is sampled
during the handover to P(Y) code to ensure that it is being broadcast (however, the
OCS does not continuously track the L1 C/A code). The raw 1.5-second L1 and
L2 pseudorange and carrier phase (also known as accumulated delta range) mea-
surements are converted at the MCS into 15-minute smoothed measurements. The
smoothing process uses the carrier phase measurements to smooth the pseudorange
data to reduce the measurement noise. The process provides smoothed pseudorange
and sampled carrier phase measurements for use by the MCS Kalman filter.

The smoothing process consists of data editing to remove outliers and cycle
slips, converting raw dual-frequency measurements to ionosphere-free observables,
and generating smoothed measurements once a sufficient number of validated
measurements are available. Figure 3.20 shows a representative 15-minute data
smoothing interval consisting of 600 pseudorange and carrier phase observations,
with 595 observations used to form a smoothed pseudorange minus carrier phase
offset and the 5 remaining observations used to form a carrier phase polynomial.

The MCS data editing limit checks the pseudoranges and performs third-dif-
ference tests on the raw L1 and L2 observables. The third-difference test compares
consecutive sequences of L1 and L2 observables against thresholds. If the third-
difference test exceeds these thresholds, then those observables are discarded for
subsequent use in that interval. Such data editing protects the MCS Kalman fil-
ter from questionable measurements. Ionosphere-corrected, L1 pseudorange and
phase measurements, p_ and ¢, respectively, are computed using the standard iono-
sphere correction (see Section 10.2.4.1):
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where o = (154/120)2, and p, and ¢, for i = 1, 2 are the validated L1 and L2 pseudo-
range and phase measurements, respectively.

Ionosphere-corrected pseudorange and carrier phase measurements are related
by a constant offset. By exploiting this fact, a smoothed pseudorange measurement,
p., is formed from a carrier phase as follows:

p.=¢.+B (3.2)

where B is an unknown constant computed by averaging the L1 ionosphere-cor-
rected pseudorange and carrier phase measurement, p,. and ¢, differences

B=Y (p.(z)-¢.(z)) (3.3)

over all validated measurements in the smoothing interval. The MCS pioneered
such carrier-aided smoothing of pseudoranges in the early 1980s [49].

The MCS Kalman filter performs measurement updates every 15 minutes
based on its uniform GPS time scale (i.e., GPS system time). The smoothing process
generates second-order pseudorange and carrier phase measurement polynomials
in the neighborhood of these Kalman update times. A phase measurement polyno-
mial, consisting of bias, drift and drift rate, X, is formed using a least-squares fit of
the last five phase measurements in the smoothing interval, (T)C:

-1

X, =(ATWA) - ATWd (3.4)

where
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where 7 equals 1.5 seconds and {z; fori=-2,-1, 0, 1, 2} denotes the time tags asso-
ciated with the last five phase measurements in the interval. The weighting matrix,
W in (3.4), is diagonal with weights derived from the receiver’s reported SNR value.
The pseudorange measurement polynomial, X,, is formed using the constant offset
in (3.3) as follows:

These smoothed pseudorange and phase measurements, in (3.6) and (3.4), re-
spectively, are interpolated by the MCS Kalman filter to a common GPS time scale,
using the satellite clock estimates.

MCS Ephemeris and Clock Processing

The MCS ephemeris and clock processing software continuously estimates the sat-
ellite ephemeris, clock, and MS states, using a Kalman filter with 15-minute updates
based on the smoothed measurements described above. The MCS ephemeris and
clock estimates are used to predict the satellite’s position and clock at future times
to support the generation of the NAV Data message.

The MCS ephemeris and clock processing is decomposed into two components:
offline processing for generating reference trajectories and real-time processing for
the inertial-to-geodetic coordinate transformations, the Sun/Moon ephemeris, and
for maintaining the MCS Kalman filter estimates. The MCS offline processing
depends on highly accurate models. The MCS reference trajectory force models
[44, 45] include the 1996 Earth Gravitation Model (EGM 96) with gravitational
harmonics truncated to degree 12 and order 12, the satellite-unique solar radia-
tion models, the solar and lunar gravitational effects (derived from the JPL Solar
Ephemeris, DE200) and the IERS 2003 solar and lunar solid tidal effects, including
vertical and horizontal components. The magnitude of these various forces and
their corresponding effect on the GPS orbits has been analyzed and is summarized
in Table 3.9 [46].

The differences on the left and right sides of Table 3.9 quantify the positional
error due to that component on the ephemeris trajectory and orbit determination,
respectively. Since the equations of motion describing GPS orbits are nonlinear,
the MCS linearizes the ephemeris states about a nominal reference trajectory [47,
49]. To support ephemeris predictions, these ephemeris estimates are maintained



Table 3.9 Acceleration Forces Perturbing the Satellite Orbit
RMS Orbit Differences over
Three Days (m) RMS Orbit Determination (m)

Along  Cross Along  Cross
Perturbing Acceleration |Radial Track Track Total |Radial Track Track Total

Earth oblateness (Cyp) | 1,341 36,788 18,120 41,030|1,147 1,421 6,841 7,054

Moon gravitation | 231 3,540 1,079 3,708 |87 126 480 504
Sun gravitation | 83 1,755 431 1,809 |30 13 6 33
Cp. Sy, |80 498 10 504 |3 3 4 5
Cypps Sy (mom=3..8) |11 204 10 204 |4 13 5 15
Coims Sy (n,m=4..8) | 2 41 1 41 1 2 1 2
Cypps Sy (1m=5..8) |1 8 0 8 0 0 0 0
Solar radiation pressure | 90 258 4 273 0 0 0 0.001

relative to the reference trajectory’s epoch states and the trajectory partials (relative
to the epoch) used to propagate to current or future times.

The MCS Kalman filter tracks the satellite ephemeris in Earth Center Iner-
tial (ECI) coordinates and transforms the satellite positions into Earth-centered,
Earth-fixed (ECEF) coordinates using a series of rotation matrices. These ECI-to-
ECEF coordinate rotation matrices account for luni-solar and planetary precession,
nutation, Earth rotation, polar motion and UT1-UTC effects [65]. (Polar motion
and UT1-UTC Earth orientation predictions are provided daily to the OCS by the
NGA.)

The MCS Kalman state estimate consists of three ECI positions and velocities,
two solar pressures and up to three clock states for each satellite, and a tropo-
spheric wet height and two clock states for each MS. The two solar pressure states
consist of a scaling parameter to the a priori solar pressure model and a Y-body
axis acceleration. The Kalman filter clock states include a bias, drift and drift rate
(for Rubidium only). To avoid numerical instability, the MCS Kalman filter is for-
mulated in U-D factored form, where the state covariance (e.g., P) is maintained as:

P=U-D-U" (3.7)

with U and D being upper triangular and diagonal matrices, respectively [48]. The
U-D filter improves the numerical dynamic range of the MCS filter estimates whose
time constants vary from several hours to several weeks. The MCS Kalman time
update has the form:

Ultn) D(te) U (20" =[B(t) | Ot —- (3.8)

where U(), D() and U(), D() denote the a priori and a posteriori covariance fac-
tors, respectively, Q(-) denotes the state process noise matrix, and B(-) denotes the
matrix that maps the process noise to the appropriate state domain. The MCS
process noises include the satellite and MS clocks, troposphere-wet height, solar
pressure, and ephemeris velocity (with the latter being in radial, along-track, and



cross-track coordinates [49]). Periodically, the 2 SOPS retunes the satellite and MS
clock process noises, using on-orbit GPS Allan and Hadamard clock characteriza-
tion, as provided by the Naval Research Laboratory [50, 51]. The MCS Kalman
filter performs scalar measurement updates, with a statistically consistent test to de-
tect outliers (based on the measurement residuals or innovation process [47]). The
MCS measurement model includes a clock polynomial model (up to second-order),
the Neill/Saastamoinen troposphere model [52, 53], the IERS 2003 station tide
displacement model (both vertical and horizontal components), periodic relativity,
and satellite phase center corrections.

Since a pseudorange measurement is simply the signal transit time between the
transmitting satellite and the receiving MS, the MCS Kalman filter can estimate
both the ephemeris and clock errors. However, any error common to all the clocks
remains unobservable. Essentially, given a system of 7 clocks, there are only equiva-
lently 7 — 1 separable clock observables, leaving one unobservable state. An early
MCS Kalman filter design avoided this unobservablity by artificially forcing a sin-
gle MS clock as the master and referencing all MCS clock estimates to that station.
Based on the theory of composite clocks, developed in [54], the MCS Kalman filter
was upgraded to exploit this unobservability and established GPS system time as
the ensemble of selected active AFSs. At each measurement update, the composite
clock reduces the clock estimate uncertainties [49]. Also with the composite clock,
GPS time is steered to the UTC(USNO) absolute time scale (accounting for current
leap second differences) for consistency with other timing services. Common view
of the satellites from multiple MSs is critical to the estimation process. This closure
of the time-transfer function provides the global time scale synchronization neces-
sary to achieve submeter estimation performance. Given such advantages of the
composite clock, the International GPS Service (IGS) transitioned its products to
IGS system time along the lines of the composite clock [55].

The MCS Kalman filter has several unique features. First, the MCS Kalman
filter is decomposed into smaller minifilters, known as partitions. The MCS parti-
tioned Kalman filter was required due to computational limitations in the 1980s,
but now provides flexibility to remove lesser-performing satellites from the primary
partition. In a single partition, the Kalman filter estimates up to 32 satellites and
all MS states, with logic across partitions to coordinate the alignment of the redun-
dant ground estimates. Second, the MCS Kalman filter has constant state estimates,
that is, filter states with zero covariance. (This feature is used in the cesium and
rubidium AFS models, which are linear and quadratic polynomials, respectively.)
Classically, Kalman theory requires the state covariance to be positive-definite.
However, given the U-D time update in (3.8) and its associated Gram-Schmidt fac-
torization [48], the a posteriori covariance factors, U(-), D(), are constructed to be
positive semidefinite with selected states having zero covariance. Third, the MCS
Kalman filter supports Kalman backups. The MCS Kalman backup consists of re-
trieving prior filter states and covariances (up to the past 54 hours) and reprocess-
ing the smoothed measurements under different filter configurations. This backup
capability is critical to 2 SOPS for managing satellite, GA, or operator-induced
abnormalities. The MCS Kalman filter has various controls available to 2 SOPS to
manage special events including AFS runoffs, autonomous satellite jet firings, AFS
reinitializations and switchovers of AFSs, reference trajectories, and Earth orienta-
tion parameter changes. The MCS Kalman filter has been continuously running



since the early 1980s with no filter restarts, including the transition from legacy to
the AEP system in 2007.

MCS Upload Message Formulation

The MCS upload navigation messages are generated by a sequence of steps. First,
the MCS generates predicted ECEF satellite antenna phase center positions, de-
noted as [ 7 (]2, )] .» using the most recent Kalman filter estimate at time, #,. Next,
for the legacy GPS signals, the MCS performs a least-squares fit of these predicted
positions using the NAV Data message ephemeris parameters. The least-squares fits
are over either 4-hour or 6-hour time intervals, also known as a subframe. (Note
that the subframe fitting intervals are longer for the extended operation uploads.)
The 15 orbital elements [29] can be expressed in vector form as

X(t,)=[Va, e, My, , Q. iy, @4, An, C,.., C,,, C,., C,,, C c] (3.9)

uc? usd icd ~isd rcd

with an associated ephemeris reference time, #,,, and are generated using a nonlin-
ear weighted least-squares fit.
For a given subframe, the orbital elements, X(z,,), are chosen to minimize the

performance objective:

([ t|4)], —geph(t[,X(toe)))TW(tg)
70 12)], = (10 X (1)

(3.10)

where g,,,( ) is a nonlinear function mapping the orbital elements, X(z,,), to an
ECEEF satellite antenna phase center position and W(-) is a weighting matrix [29].

As defined in (3.10), all position vectors and associated weighting matrices are
in ECEF coordinates. Since the MCS error budget is defined relative to the URE,
the weighting matrix is resolved into radial, along-track and cross-track (RAC) co-
ordinates, with the radial given the largest weight. The weighting matrix of (3.10)
has the form:

W(té) = MFA—RAC (tz) : WRAC(té‘) : ME(—RAC (t[ )T (3-11)

where M;_;,(*) is a coordinate transformation from RAC-to-ECEF coordinates
and Wy, ¢ is a diagonal RAC weighting matrix.

For the orbital elements in (3.9), the performance objective in (3.10) can be-
come ill-conditioned for small eccentricity, e. An alternative orbital set is intro-
duced to remove such ill-conditioning; specifically, three auxiliary elements defined
as follows:

a=ecosw, f=esinw, y=M+w (3.12)

Thus, the objective function in (3.10) is minimized relative to the alternative
orbital elements, X( ¢ ) having the form:



X(t,)=[Va, & B, 7, Qi @i, An, C,., C,., C,., C,, C,.. C, || (3.13)

ucd “us?d icd ~is)d rcd

The three orbital elements (e, M, ) are related to the auxiliary elements («, £,
y) by the inverse mapping

=\Ja'+B, w=tan”'(B/a), M, =y-w (3.14)

The advantage of minimizing (3.10) with respect to X(+) in (3.13) versus X(-)
n (3.9) is that the auxiliary orbital elements are well defined for small eccentricity.

The minimization problem in (3.10) and (3.14) is simplified by linearizing
gep»( ) about a nominal orbital element set, denoted by X ,) such that

nom( oe

gt R(0,) = gt Ko (1, )+ LS00 Y o (3.15)
S VR B SMUMEIDCRES SO
and then (3.10) becomes equivalently
_ T
(87 (5 18)], = P(: Ko (1)) 8,
~ (3.16)
Tlew(n) o ([47, (4 18], ~P(1:X,0, (8.)) * 4K (1,
where
[A t |tk :| [ (t |tk ):| geph( a4 )_(nom(tue)) (3.17)
_ 08t 4)
Pt X () =57 2% ) (3.18)
AX(t,,)=X(t,) - X,,.(t,) (3.19)

Following classical least square techniques (see description in Appendix A) ap-
plied to the performance objective in (3.16) yields

> (P Ko (1) W () P8 Ko (1)K (1)

= 3Pl Ko ) W) [2 01 15,1,

(3.20)



where the solution, AX (2,.), is referred to as the differential correction. Since Zepnl)
is nonlinear, the optimal orbital elements in (3.16) are obtained by successive itera-
tions: first, a nominal orbital vector, X,,,,,(z,.) followed by a series of the differential
corrections, AX(t,,) using (3.20), until the differential correction converges to zero.

Following a similar approach, the almanac navigation parameters are also
generated [29]. These resulting orbital elements, X ( +), are then scaled and truncated
in compliance with the NAV Data message format. Note, these orbital elements,
X (), are quasi-Keplerian and represent a local fit of the satellite ECEF trajectory
and are not acceptable for overall orbit characterization.

Navigation Upload Curve Fit Errors

The generation of the navigation upload results in some errors from the least-squares
fit and the LSB representation of the broadcast message. These error sources exist
for both the legacy LNAV and the modernized CNAV navigation messages. Actual
measured satellite clock offset and ephemeris fit errors per each SV for a single day,
associated with the legacy NAV data message generation as described above, are
shown in Figure 3.21 [56]. For 2-hour broadcast intervals, 4-hour utilization (fit)
intervals, from August 17, 2016, eight performance metrics are depicted:

. For the orbit fit:
. Average upper bound error (AVG UBE) per SV;
. Maximum UBE error (MAX UBE) per SV;
. Average error (AVG UBE) across all SVs;
. Maximum error (MAX UBE) across all SVs.
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Figure 3.21 Legacy NAV message clock and orbit fit errors [56].




« For the satellite clock offset fit:
. RMS (RMS CLK) per SV;
. Maximum (MAX CLK) per SV;
. RMS (RMS CLK) across all SVs;
. Maximum (MAX CLK) across all SVs.

In Figure 3.21, the orbit fit RMS AVG and the RMS maximum error were
12.07 and 24.09 cm, respectively. For the SV clock offset fit, the RMS CLK and
MAX CLK were 6.06 and 10.65 cm, respectively. Since this measured fit error data
is for a single day, no daily/seasonal variations are included.

Regarding the modernized signals, an CNAV data message representation has
been implemented with additional parameters and reduced quantization errors.
Actual measured SV clock offset and ephemeris fit errors associated with the mod-
ernized NAV data message are shown in Figure 3.22 [56]. For 2-hour broadcast
intervals, 3-hour utilization (fit) intervals, from June 7, 2016, the same eight per-
formance metrics as in Figure 3.21 are depicted. In Figure 3.22, the orbit fit RMS
AVG and the RMS maximum error were 0.47 and 0.82 cm, respectively. For the
SV clock offset fit, the RMS CLK and MAX CLK were 0.28 and 0.42 cm, respec-
tively. Similarly, with respect to the legacy NAV data, the modernized measured
fit error data is for a single day; thus, no daily/seasonal variations are included. A
comparison with the results of Figure 3.21 shows that the modernized fit errors are
significantly reduced.
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X R
1 svAVG UBE
18 E s MAX UBE
e [ SsVRMS CLK|[”
B sV MAX CLK
T ALL AVG UBE|.
ALL MAX UBE
ALL RMS CLK
T L e [ttt ALL MAX CLK |
L
R o D
w
R 1) S T E T
(9]
< 0.82
(U] .
08— X ——F A+
& _
E 0.6 I
@) O F--f------ T ek A -k
M T i il [ ||r 0.47
04__| _____ AT | T - __0.42
LT o g R TN oty L
0.0 L

" 48 50 52 53 55 57 58 62 63 64 65 66 67 68 69 70 71 72 73
SVN
Figure 3.22 Modernized NAV message clock and orbit fit errors [56].



MCS Upload Message Dissemination

Nominally, each satellite’s NAV Data message is uploaded at least once per day. The
Legacy LNAV and CNAV Data messages (Sections 3.8.1 and 3.8.2) are generated
in accordance with IS-GPS-200 [29]. Additionally, the MCS-GA-satellite uploads
are checked after the navigation data is loaded into the satellite’s memory. Error-
checking processes exist along the entire path of navigation service for integrity. The
satellite upload communication protocol maximizes the probability of successful
transmission of data content to the satellite onboard memory.

The NAV Data is based on predictions of the MCS Kalman filter estimates,
which degrade with the age of data. The 2 SOPS monitors the navigation accuracy
and performs contingency uploads when the accuracy exceeds specific thresholds.
Unfortunately, the dissemination of the NAV Data message is a trade-off of upload
frequency to navigation accuracy. Various upload strategies have been evaluated to
minimize upload frequency while maintaining an acceptable navigation service [15,
72]. GPS navigation accuracy depends on many factors, including performance
of the satellite AFSs, the number and placement of the MSs, measurement errors,
ephemeris modeling, and filter tuning. A significant improvement in the zero-age-
of-data (ZAOD) accuracy results from the addition of the NGA MSs with L-AIl
and then AEP (as will be shown in the next section), along with more stable AFSs
in the IIR and IIF satellites.

3.3.2 OCS Transition

The MCS operational software had been hosted on an IBM mainframe since the
early 1980s. In September 2007, the MCS operation on the legacy mainframe was
transferred to the AEP OCS, hosted on a distributed architecture of POSIX clients
and servers [57-60]. The AEP update is an object-oriented software design using
TCP/IP communication protocols across workstations connected by a 1-GB Ether-
net local area network (LAN). The AEP distributed architecture maintains the MCS
operational data in an Oracle database (with a failover strategy).

Major upgrades formed the basis of this transition. The L-AIl was added to the
legacy MCS in 2005 [38]. The L-AlIl upgrade provided additional capabilities to
the legacy system and then aided the transition to AEP which encompassed the full
Al capability [61, 62]. With L-AIl and then AEP, the number of MSs could be in-
creased to a total of 6 Air Force OCS MSs plus as many as 14 NGA MSs processed
by the OCS. These additional NGA MSs provide the OCS with continuous L-band
tracking coverage of the constellation. Prior to L-All, there had been a satellite
L-band coverage outage of up to 2 hours. This South Pacific gap no longer exists.

The L-AIl upgrade modified the existing MCS mainframe implementation
to support additional MSs and satellites in a partitioned Kalman filter. Since the
1980s, the MCS has used a partitioned Kalman filter consisting of up to six satel-
lites and up to six MSs per partition. This partition filter design was due to com-
putational limitations and hindered MCS navigation accuracy. The L-All upgrade
enabled the MCS to support up to 20 MSs and up to 32 satellites in a partition.
(Note that the L-AIl MCS Kalman filter maintained the partitioning and back-
up capabilities to support satellite abnormalities.) NGA provided additional MSs
for the MCS with 15-minute smoothed and 1.5-second raw pseudorange and



carrier phase measurements from Harris (formerly ITT) MS SAASM-based receiv-
ers. These smoothed and raw measurements are used in the MCS Kalman filter and
LBMON [40] processing, respectively. With these improvements operational, the
MCS Kalman filter zero-age-of-data URE reduced approximately by one-half [15,
64] and the L-band monitor visibility coverage increased from 1.5 MSs/satellite
to 3 to 4 MSs/satellite. The combined OCS and NGA MS network was shown in
Figure 3.18.

The L-AlIl upgrade (and AEP) included several model improvements to the
MCS processing. The legacy and AEP models are summarized in Table 3.10. Vari-
ous U.S. government agencies, research laboratories, and the international GPS
community have developed improved GPS models over the past 30 years. These
L-AII/AEP model updates of geopotential, station-tide displacement, and Earth ori-
entation parameter enable the MCS processing to be compliant with the conven-
tions of the IERS [65]. The JPL-developed solar pressure model improves the satel-
lite ephemeris dynamic modeling with the inclusion of Y-axis, f-dependent force,
where 3 is the angle between the Sun-Earth line and the satellite orbital plane. The
Neill/Saastamoinen model improves tropospheric modeling at low elevations [67].

Zero Age of Data

A primary method for analyzing the performance of the MCS modeling, estima-
tion, and upload generation is through the computation of the ZAOD [37, 70]. The
ZAOD measurement represents the best estimate of the performance floor prior to
the propagation to a future epoch (i.e., prediction for a navigation message). The
ZAOD analysis compares the MCS Kalman filter states at a particular time to an
independent truth standard. This metric is computed in terms of the URE. The
ZAOD URE performance metric is valuable since it represents the base accuracy
of the MCS Kalman filter. It is the highest-quality ephemeris and timing the GPS
NAYV Data message can provide to the GPS User. ZAOD URE aids in differentiating
between problems with the MCS Kalman filter states and problems in the broadcast
NAYV Data message and how they will contribute to the GPS user’s overall error.

Table 3.10 Legacy and AEP Model Upgrades

Model Legacy MCS Capability [44, 49] AEP MCS Upgrade

Geopotential model WGS84 (8 x 8) gravitational EGM 96 (12 x 12) gravitational
harmonics harmonics [65]

Station tide Solid tide displacement account- IERS 2003, including vertical and

displacement ing for lunar and solar vertical horizontal components [65]
component only

Earth orientation No zonal or diurnal/semidiurnal ~Restoration of zonal tides and ap-

parameters tidal compensation plication of diurnal/semidiurnal tidal

corrections [65]
Solar radiation pres- Rockwell Rock42 model for JPL empirically derived solar pres-
sure model Block II/ITA and Lockheed Martin sure model [67]

Lookup model for IIR [66]
Troposphere model ~ Hopfield/Black model [68, 69] Neill/Saastamoinen model [52, 53]
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Figure 3.23 shows the ZAOD URE improvement due to the installation of the
L-All software and hardware changes in 2005 [37, 71]. The total, ephemeris, and
clock RMS URE values are shown along with a 7-day moving average of the total
URE. Several L-AIl milestones are labeled to provide an indication of where these
milestones are located with respect to the data. Prior to L-All, the average URE was
around 0.45m. Following L-All install, it improved to 0.25m.

Once the NAV Data message is generated, even prior to upload to the SV, the
ZAOD state is left behind and the age of the data (and its NAV Data errors) grows.
In general, GPS uploads occur on a daily basis. Several analyses and studies have
shown that users benefit from reduced navigation errors with more frequent up-
loads, thus reducing the upload age of data and accompanying broadcast naviga-
tion message errors [72, 73].

Recent OCS Improvements

AEP provides an integrated suite of commercial off-the-shelf (COTS) products and
improved graphical user interface displays. AEP was designed with hardware and
software extensibility in mind. This enabled the addition of support for the IIF sat-
ellites and the modernized signals. In recent years, OCS extensibility has enabled
the following additional upgrades:

« The SAASM implementation provided the next generation of security to the
GPS system.

. The AEP MODNAV modification incorporated the capability for modern-
ized navigation signals as a series of government off-the-shelf (GOTS) prod-
uct implementations.
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Figure 3.23 ZAOD improvement due to L-All installation [37].



« The GPS Intrusion Protection Reinforcement (GIPR) modification provided
a multitiered communications security capability for the protection of data
and infrastructure and the enhancement of the sustainability of the system
and to meet future GPS operational requirements [74].

« The COTS UPgrade (CUP) modification accomplished the initial phase of
an ongoing OCS sustainment to update or replace obsolete COTS computer
hardware and software products.

- AEP was modified to add the capability to ingest the Earth Orientation pre-
diction data consistent to IERS Technical Note No. 36 (TN36) [75]. In the
future, AEP will accommodate TN36 coordinate conversions for the purpose
of building GPS III SV uploads. Full incorporation of TN36 conversion will
be included in a future update of the MCS.

« The CUP Phase 2 (CUP 2) full modification of software and hardware im-
proves the OCS’s information assurance posture and extensibility. It affects
the server hardware, as well as the operating system, database, network
management, and command and control software.

« MODNAV Phase 2 removed the GOTS and integrated the capability into
the OCS.

As AEP continues to evolve, the OCS will add additional features and
functionality.

3.3.3 OCS Planned Upgrades

Over the next several years, the OCS will field several major upgrades:

« The CUP Phase 3 (CUP 3) modification will complete the modernization of
AEP servers and will provide integration into the OCS to improve the OCS’s
extensibility.

« The GPS Ground Antenna/AFSCN Interface Technology Refresh (GAITR)
modification will replace obsolete hardware for GA computing equipment.

« The Monitor Station Technology Improvement and Capability (MSTIC) will
provide a software-based receiver to replace the existing OCS MS receivers.

« The Next Generation Operational Control Segment (OCX) will be a com-
plete update and replacement of the current OCS, providing command, con-
trol, and navigation data uploads to the GPS Block IIR/IIR-M and Block IIF
satellites, as well as full functional support to the new GPS III satellites.

« The initial phase of OCX will support GPS III launch, early on-orbit test, and
anomaly resolution. This phase is called the Launch and Checkout Capabil-
ity/Launch and Checkout System (LCC/LCS).

« The GPS III Contingency Operations (COps) update will provide telemetry,
commanding, and navigation data upload capability to AEP to support the
first several GPS III satellites [76].



3.4 User Segment

While this chapter focuses on GPS, the trend in user receiving equipment is for a
receiver to utilize signals from one or more: constellations, SBAS services and/or
regional SATNAV systems [77]. Therefore, we now refer to the receiver as a GNSS
receiver. Technology trends in component miniaturization and large-scale manu-
facturing have led to a proliferation of low-cost GNSS receiver components. GNSS
receivers are embedded in many of the items we use in our daily lives. These items
include cellular telephones, cameras, and automobiles. This is in contrast to the
initial receiving sets manufactured in the mid-1970s as part of the system concept
validation phase. These first receivers were primarily analog devices for military ap-
plications and were large, bulky, and heavy. Depending on the application, a GNSS
receiver is realized in many forms including single chip devices, chipsets, OEM
(original equipment manufacturer) boards and standalone units. As mentioned
above, a GNSS receiver processes signals from multiple global constellations, SBASs
and regional SATNAV systems. An example is the Hemisphere Vector VS330 GNSS
COMPASS that provides precision heading information using GPS, GLONASS and
SBAS signals. Another example is the Qualcomm single chip SiRF AtlasVI which
utilizes signals from GPS, SBAS, GLONASS, Galileo, BeiDou, and QZSS. At the
time of this writing, the majority of GNSS receivers were chipsets or single chip
devices integrated into the billions of cellphones in use worldwide (3.08 billion in
2014 [77]). Many of these single-chip GNSS receivers leverage low voltage bipolar
complementary metal oxide semiconductor (BiICMOS) silicon germanium (SiGe)
processes. The BICMOS SiGe processes enable RF, analog and digital devices to be
integrated on a single chip that incorporate onboard power management techniques
to meet the need for small size and low battery drain of handheld devices [78].
Selection of a GNSS receiver depends on the user’s application (e.g., civilian versus
military, platform dynamics, shock and vibration environment, required accuracy,
use in assisted GPS application). Following an overview of a typical receiver’s com-
ponents, selection criteria are addressed. Chapter 8 provides an in-depth technical
description of GNSS receiver architectures and signal processing. GNSS receiver
architectures/integrations for cellular telephone and automotive applications are
contained in Chapter 13.

3.4.1 GNSS Receiver Characteristics

A block diagram of a GNSS receiver is shown in Figure 3.24. The GNSS receiver
consists of five principal components: antenna, receiver front end, processor, input/
output (I/O) device such as a control display unit (CDU), and a power supply.

Antenna

Satellite signals are received via the antenna, which is right-hand circularly polar-
ized (RHCP) and provides near hemispherical coverage. As shown in Figure 3.25,
typical coverage is 160° with gain variations from about 2.5 dBic at zenith to near
unity at an elevation angle of 15°. (The RHCP antenna unity gain also can be ex-
pressed as 0 dBic = 0 dB with respect to an isotropic circularly polarized antenna.)
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Below 15°, the gain is usually negative. Section 8.2 provides a detailed description
of the various types of GNSS antennas and their respective applications.

Receiver
A detailed description of receiver signal acquisition and tracking operation is pro-
vided in Chapter 8; however, some high-level aspects are described herein to aid



our discussion. As stated above, most GNSS receivers will process signals from one
or more: GNSS constellations, SBAS services and regional SATNAV systems. It is
envisioned that a number of receiver types will be available. Most likely, these will
be dual or tri-band to achieve ionospheric compensation and increased interference
immunity. For safety-of-life applications, Aeronautical Radionavigation Service
(ARNS) band users will require dual band (L1/E1 and L5/ES) receivers and anten-
nas. High-accuracy applications using carrier phase measurements utilize signals
from two or three frequency bands. Utilizing the carrier phase as a measurement
observable enables centimeter-level (or even millimeter-level) measurement accu-
racy. (Carrier-phase measurements are described extensively in Section 12.3.1.2.)
Most receivers have multiple channels whereby each channel tracks the trans-
mission from a single satellite on a single frequency. A simplified block diagram
of a multichannel generic GNSS receiver is shown in Figure 3.26. The received RF
CDMA satellite signals are usually filtered by a passive bandpass prefilter to reduce
out-of-band RF interference. (Note that multiple prefilters may be required to re-
ceive signals from two or more frequency bands; that is one per frequency band.)
The prefilter is normally followed by a preamplifier. The RF signals are then
downconverted to an intermediate frequency (IF). The IF signals are sampled and
digitized by an analog-to-digital (A/D) converter. The A/D sampling rate is typically
2 to 20 times the PRN code chipping rate. The minimum sampling rate is twice the
stopband bandwidth of the codes to satisfy the Nyquist criterion. Oversampling re-
duces the receiver sensitivity to A/D quantization noise, thereby reducing the num-
ber of bits required in the A/D converter. The samples are forwarded to the digital
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Figure 3.26 Generic GNSS receiver.



signal processor (DSP). The DSP contains N parallel channels to simultaneously
track the carriers and codes from up to N satellites and corresponding frequencies.
(N generally ranges from 12 to more than 100 in today’s receivers.) Some receivers
have a configurable number of channels depending on the particular user applica-
tion [79]. Each channel contains code and carrier tracking loops to perform code
and carrier-phase measurements as well as navigation message data demodulation.
The channel may compute three different satellite-to-user measurement types: pseu-
doranges, carrier phase delta ranges (sometimes referred to as delta pseudorange),
and integrated Doppler, depending on the implementation. The desired measure-
ments and demodulated navigation message data are forwarded to the processor.

Note that GNSS receivers designed for use in handheld devices need to be pow-
er efficient. These receivers trade off susceptibility to high-power, in-band interfer-
ers to achieve minimum power supply (e.g., battery) drain. High dynamic range
receiver front ends are needed in interference-resistant receivers and the necessary
components (e.g., amplifiers and mixers with high intermodulation product levels)
require high bias voltage levels. Also, the number of RF front ends and digital chan-
nels also are part of the performance versus power efficiency trade.

Navigation/Receiver Processor

A processor is generally required to control and command the receiver through
its operational sequence, starting with channel signal acquisition and followed by
signal tracking and NAV data collection. (Some GNSS receivers have an integral
processing capability within the channel circuitry to perform these signal processing
functions.) In addition, the processor may also form the PVT solution from the re-
ceiver measurements. In some applications, a separate processor may be dedicated
to the computation of both PVT and associated navigation functions. Most pro-
cessors provide an independent PVT solution on a 1-Hz basis. However, receivers
designated for autoland aircraft precision approach and other high-dynamic ap-
plications normally require computation of independent PVT solutions at a mini-
mum of 5§ Hz. The formulated PVT solution and other navigation-related data are
forwarded to the I/O device.

Input/Output Device

The input/output (I/O) device is the interface between the GNSS set and the user.
I/O devices are of two basic types: integral or external. For many applications, the
I/O device is a CDU. The CDU permits operator data entry, displays status and
navigation solution parameters, and usually accesses numerous navigation func-
tions such as waypoint entry and time-to-go. Most handheld units have an integral
CDU. Other installations, such as those onboard an aircraft or ship, may have the
I/O device integrated with existing instruments or control panels. In addition to
the user and operator interface, applications such as integration with other sen-
sors (e.g., INS) require a digital data interface to input and output data. Common
interfaces include Bluetooth, USB, UART, Ethernet, ARINC 429, MIL-STD-1553B,
RS-232, and RS-422.



Power Supply

The power supply can be integral, external, or a combination of the two. Typically,
alkaline or lithium batteries are used for integral or self-contained implementations,
such as handheld portable units; whereas an existing power supply is normally
used in integrated applications, such as a board-mounted receiver installed within
a server to provide accurate time. Airborne, automotive, and shipboard GNSS set
installations normally use platform power but typically have built-in power con-
verters (ac to dc or dc to dc) and regulators. There usually is an internal battery to
maintain data stored in volatile random access memory (RAM) integrated circuits
(ICs) and to operate a built-in timepiece (date/time clock) in the event platform
power is disconnected.

3.4.1.1 GNSS Receiver Selection

At the time of this writing, there were over 45 GNSS receiver providers in the world
[79]. While some like Qualcomm offer a few different chip set receivers for integra-
tion with other electronic functions, other companies like GARMIN and Trimble
Navigation have many different end products ranging from handhelds to automo-
bile and aircraft navigators to complex survey receivers. GNSS receiver selection
is dependent on user application. The intended application strongly influences re-
ceiver design, construction, and capability. For each application, numerous environ-
mental, operational, and performance parameters must be examined. A sampling of
these parameters is provided here:

« Shock and vibration requirements, temperature and humidity extremes, as
well as atmospheric salt content.

« The necessary independent PVT update rate must be determined. As an ex-
ample, this rate is different for aircraft precision approach than for marine
oil tanker guidance.

« Will the receiver be used in a network-assisted GNSS application (e.g., cell-
phone)? If so, is this in a mobile station assisted or mobile station based
configuration? If mobile station assisted, the position solution is computed in
the network. Here a network-based processor handles some of the functions
of a traditional GNSS receiver. For a mobile station based configuration, the
position solution is computed within the handset. (Elaboration on network
assisted GNSS is provided in Chapter 13.)

« Will the receiver have to operate in a high multipath environment (i.e., near
buildings or on an aircraft where satellite signals are reflected by various fu-
selage surfaces)? If so, multipath mitigation signal processing techniques and
a choke ring antenna may be required. (Detailed descriptions of multipath
and multipath mitigation techniques are contained in Chapter 9.)

« Under what type of dynamic conditions (e.g., acceleration, velocity) will the
receiver have to operate? GNSS receivers for fighter aircraft applications are
designed to maintain full performance even while experiencing multiple “g’s”
of acceleration, whereas sets designated for surveying are not normally de-



As

signed for severe dynamic environments. (Chapter 8 provides GNSS receiver
design guidelines to accommodate anticipated dynamics.)

Is a differential GNSS (DGNSS) capability required? (DGNSS is an accuracy
enhancement technique covered in Chapter 12.) DGNSS provides greater
accuracy than standalone GNSS operation. Most receivers are manufactured
with a DGNSS capability.

Does the application require reception of a geostationary satellite-based
overlay service referred to as SBAS broadcasting satellite integrity, ranging,
and/or DGNSS information? (SBAS is discussed in Chapter 12.) There are
also commercial geostationary satellite services such as the NavCom Starfire
system that provide corrections worldwide that can be received and pro-
cessed in the same receiver. This provides centimeter-level precision in what
appears to be a stand-alone receiver system, but a large, ground-based moni-
toring network and upload system are involved.

Waypoint storage capability and the number of routes and legs need to be
assessed.

Does the GNSS receiver have to operate in an environment that requires en-
hanced interference rejection capabilities? Chapter 9 describes several tech-
niques to achieve this.

If the receiver has to be interfaced with an external system, does the proper
I/O hardware and software exist? An example would be if the user requires a
blended solution consisting of GNSS and other sensors such as an IMU and/
or vision system.

In terms of data input and display features, does the receiver require an ex-
ternal or integral CDU capability. Some aircraft and ships use repeater units
such that data can be entered or extracted from various physical locations.
Display requirements such as sunlight-readable or night-vision-goggle-com-
patible must be considered.

Are local datum conversions required, or is WGS-84 sufficient? If so, does
the receiver contain the proper transformations?

Is portability for field use required?

Economics, physical size, and power consumption must also be considered.

stated above, these are only a sampling of GNSS set selection parameters.

One must carefully review the requirements of the user application prior to select-
ing a receiver. In most cases, the selection will be a trade-off that requires awareness

of the

impact of any GNSS set deficiencies for the intended application.

3.5 GPS Geodesy and Time Scale

3.5.1
3.5.1.1

Geodesy
The GPS ECEF Reference Frame: WGS 84

As discussed in Section 2.2.7, SATNAV system operators may run their own track-
ing networks and may establish their own ECEF reference frame. This is the case for



GPS. The ECEF reference frame inherent in the GPS broadcast orbits and clocks is
the DoD’s World Geodetic System 1984 (WGS 84) [80].

It is useful to understand that there have been six realizations of WGS 84 as of
this edition. The original WGS 84 was used for the broadcast GPS orbit beginning
January 23, 1987. WGS 84 (G730), where the G730 denotes GPS week, was used
beginning on June 29, 1994. WGS 84 (G873) started on January 29, 1997. WGS
84 (G1150) began on January 20, 2002. WGS 84 (G1674) started on February 8,
2012, and the current frame, WGS 84 (G1762), was introduced on October 16,
2013. These reference frame realizations have brought the WGS 84 into extremely
close coincidence with the International Terrestrial Reference Frame (ITRF) de-
scribed in Section 2.2.7. The RMS accuracy between WGS 84 (G1762) and the
ITRF2008 frame is 1-cm overall [80].

The fact that there have been six realizations of WGS 84 has led to some con-
fusion regarding the relationship between WGS 84 and other reference frames. In
particular, care must be used when interpreting older references. For example, the
original WGS 84 and the North American Datum 1983 (NAD 83) were made coin-
cident [81], leading to an assertion that the WGS 84 and NAD 83 frames were iden-
tical. However, as stated above, WGS 84 (G1762) is coincident with ITRF2008. It
is known that NAD 83 is offset from ITRF2008 by about 2.2m. Hence, the NAD
83 reference frame and the current realization of WGS 84 can no longer be con-
sidered identical. The National Geodetic Survey, NOAA is working towards a new
reference frame to replace NAD 83. It has been anticipated that this new frame will
be available in 2022 and will be aligned with the latest ITRE.

WGS 84 also defines its own ellipsoid. Quantities suitable for use with coordi-
nate conversion by Table 2.1 are provided in Table 3.11.

It should be noted that this ellipsoid is extremely close, but not identical, to
the Geodetic Reference System 1980 (GRS 80) ellipsoid described in Section 2.2.7.
These GRS 80 and the WGS 84 ellipsoids only differ by 0.1 mm in the semiminor
axis, b.

The GPS CNAV message, Type 32, transmits the Earth orientation components
described in Section 2.2.2.2 [29]. This supports transformations between ECI and
ECEF frames. For most terrestrial applications one may solve the GPS navigation
problem in ECEF as discussed in Section 2.2.2.

3.5.2 Time Systems
3.5.2.1 GPS System Time

Each SATNAYV system maintains its own internal reference time scale. For GPS, this
is referred to as GPS system time (see Section 2.1). GPS system time is a “paper”
time scale based on statistically processed readings from the atomic clocks in the

Table 3.11 Quantities for the WGS 84 Ellipsoid

Semimajor axis a=6,378.137 km
Semiminor axis b=6,356.7523142 km
Square eccentricity e2=0.00669437999014

Square second eccentricity ¢’2=0.00673949674228



GPS satellites and at various GPS ground control segment components. GPS system
time is a continuous time scale that is not adjusted for leap seconds.

3.5.2.2 UTC(USNO)

As mentioned in Section 2.7.2, each SATNAV system disseminates a realization of
UTC. The U.S. Naval Observatory (USNO) supports GPS by providing its underly-
ing UTC timing reference. This form of UTC is denoted as UTC(USNO). GPS sys-
tem time and UTC(USNO) were coincident at 0 hours, January 6, 1980. At the time
of this writing, GPS system time led UTC(USNO) by 18 seconds. The GPS control
segment is required to steer GPS system time within 40 ns (95%) of UTC(USNO)
(modulo 1 s), but real performance has been better than 2 ns (modulo 1 second)
for the past 15 years (<750 ps since November 2010 [82]. An epoch in GPS system
time is distinguished by the number of seconds that have elapsed since Saturday/
Sunday midnight and the GPS week number. GPS weeks are numbered sequentially
and originate with week 0, which began at 0 hours, January 6, 1980 [29].

Receiver Computation of UTC(USNO)
Static Users
It can be observed from (2.44) that if the user’s position (x,, y,, z,) and satellite
ephemerides (x4, y;, z1) are known, then a static receiver can solve for #, by making
a single pseudorange measurement, p,. Once #, is determined, it can be subtracted
from the receiver clock time, ,,,, to obtain GPS system time, #z. (Note that in the
development of the user position solution in Section 2.5, GPS system time was de-
noted as T, which represented the instant in system time when the satellite signal
reached the user receiver. However, we need to represent GPS system time at any
particular time and will use the parameter ¢ to do so.)

Expressing receiver clock time at any particular time:

trcu = tE + tu

So that:

From IS-GPS-200 [29], UTC(USNO), t;r¢, is computed as follows:

tyre =tp — Alyrc

where Atyrc represents the number of integer leap seconds At; g and a fractional
estimate of the difference between GPS system time and UTC(USNO) modulo 1 s
denoted herein as 0¢,. [The control segment provides polynomial coefficients (ay,
ay, and a,) in the navigation data message that are used to compute the fractional
difference between GPS system time and UTC(USNO) [29].]

Therefore, UTC(USNO), t;1¢, can be computed by the receiver as follows:



tyrc = tp — Atyrc
= trct/ - tu - AtUTC
= t'rcu - tu - AtLS - 6tA

Mobile Users

Mobile users compute UTC(USNO) using the exact methodology described above
except that they need to solve the system of (2.44) through (2.47) to determine the
receiver clock offset, #,.

3.6 Services

GPS is a dual-use system. That is, it provides separate services for civil and military
users. These are called the Standard Positioning Service (SPS) and the Precise Po-
sitioning Service (PPS), respectively. The SPS is designated for the civil community
and, at the time of this writing, was the predominant satellite navigation service in
use by millions throughout the world. The PPS is available primarily to the military
of the United States and its allies for users properly equipped with PPS receivers [5].
Access to the GPS PPS is controlled through cryptography.

The U.S. government guarantees specific levels of performance for both the
SPS and PPS. These performance levels are formally documented in the SPS Perfor-
mance Specification [3] and PPS Performance Specification [5].

As we will see in later parts of this book, in particular Chapter 11, GNSS posi-
tion and time accuracy is a function of error contributions from all three system
segments: space, control and user. In most cases, only the space and control seg-
ment error contributions are under the GNSS provider control. The reason being
is that user equipment (i.e., the GNSS receiver) can range from inexpensive single
chip devices for cellphone use to high precision receivers for survey applications.
In light of this, the U.S. government only guarantees the accuracy and integrity of
the GPS signal-in-space (SIS). Key attributes of both the SPS and PPS performance
standards (PSs) are provided next.

3.6.1 SPS Performance Standard
3.6.1.1 Assumptions

This SPS PS [3] is conditioned upon certain assumptions regarding use of the SPS
SIS. The following assumptions have been extracted from [3]:

« SPS user: This SPS PS assumes a SPS user with a SPS receiver. This SPS PS
assumes the GPS receiver complies with the technical requirements related
to the interface between the Space Segment and SPS receivers as established
by IS-GPS-200 [29].

« C/A code: This SPS PS assumes the GPS receiver is tracking, processing, and
using the C/A code signals transmitted by the GPS satellites. Pseudorange



measurements are assumed to be made by C/A code tracking with an early-
minus-late correlator at 1-chip spacing using an exact replica of the wave-
form within an ideal sharp-cutoff filter bandwidth at 24 MHz with linear
phase centered at the L1 frequency. Carrier phase measurement processing
is not assumed.

. Single-frequency operation: This SPS PS assumes a GPS receiver which only
has the hardware capability to track and use the C/A code signals transmit-
ted by the satellites on L1. The performance standards in Section 3 of [3]
are independent of whether the GPS receiver uses the satellite-transmitted
ionospheric parameters for single-frequency model-based ionospheric delay
compensation purposes or not. This SPS PS assumes that a GPS receiver will
apply the single-frequency group delay time correction (Tgp) term in accor-
dance with IS-GPS-200 [29].

3.6.1.2 SPS SIS URE Accuracy

Table 3.4-1 from [3] contains the SPS SIS URE accuracy standards. The following
are those excerpts from this table that are a function of Age of Data. (AOD is the
time between fresh uploads of SV clock offset and ephemeris data from the Control
Segment to the SV.)

« Overall AODs: <=7.8m 95% global average URE during normal operations;
« At Zero AOD: <= 6.0m 95% global average URE during normal operations;
« At Any AOD: <=12.8m 95% global average URE during normal operations.

Note: The reader is referred to [3] to obtain additional performance standards
(e.g., availability and integrity) for other conditions and constraints.

3.6.1.3 GPS Constellation Geometry

The conditions and constraints are:

« Defined for a position/time solution meeting the representative user condi-
tions and operating within the service volume over any 24-hour interval;

. PDOP availability standards: > 98% global PDOP of 6 or less and >
88% worst site PDOP of 6 or less.

3.6.1.4 SPS Position/Time Accuracy Standards

The conditions and constraints are:

« Defined for a position/time solution meeting the representative user condi-
tions and operating within the service volume over any 24-hour interval;



« Standards based on a measurement interval of 24 hours averaged over all
points in the service volume;

. Global average position domain accuracy: <= 9m 95% horizontal error
and <= 15m 95% vertical error;

. Worst site position domain accuracy: <= 17m 95% horizontal error and
<= 37m 95% vertical error;

. Time transfer domain accuracy: <= 40 ns time transfer error 95% of time
(SIS only).

Measured SPS Data

SPS measured data is contained in the GPS SPS Performance Analysis Reports [83],
which are published quarterly by the U.S. Federal Aviation Authority (FAA). This
report contains measured data of the following performance categories stated in
[3]: PDOP Availability Standard, Service Availability Standard, Service Reliability
Standard, and Positioning, Ranging and Timing Accuracy Standard.

Measured data is collected at 28 Wide Area Augmentation System (WAAS)
reference station locations: Bethel, Alaska; Billings, Montana; Fairbanks, Alaska;
Cold Bay, Alaska; Kotzebue, Alaska; Juneau, Alaska; Albuquerque, New Mexico;
Anchorage, Alaska; Boston, Massachusetts; Washington, D.C.; Honolulu, Hawaii;
Houston, Texas; Kansas City, Kansas; Los Angeles, California; Salt Lake City,
Utah; Miami, Florida; Minneapolis, Minnesota; Oakland, California; Cleveland,
Ohio; Seattle, Washington; San Juan, Puerto Rico; Atlanta, Georgia; Barrow, Alas-
ka; Merida, Mexico; Gander, Canada; Tapachula, Mexico; San Jose Del Cabo,
Mexico; and Igaluit, Canada.

Measured SPS URE Data

For the period from April 1, 2010, through March 31, 2016, and the constraints
and conditions cited in [3], it can be observed from Figure 3.27 that the maximum
measured URE varied from 3.13m to 5.96m. This data was obtained from quar-
terly FAA GPS Performance Analysis (PAN) Reports #70 through #93 [83]. These
reports can be found at http://www.nstb.tc.faa.gov.

Measured SPS Position and Time Data

During the same time period that the URE was measured, the following position
and data were measured and provided in the PAN reports for the conditions and
constraints cited in [3]:

+ Global average position domain accuracy, horizontal error;
« Global average position domain accuracy, vertical error;

« Worst site position domain accuracy, horizontal error;

- Worst site position domain accuracy, vertical error;

« Time transfer domain accuracy (SIS only).

These data sets are shown in Figure 3.28.
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Figure 3.27 Measured maximum SPS URE [83].
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Figure 3.28 Measured SPS maximum position and time error [83].

3.6.2 PPS Performance Standard

The PPS PS defines the levels of SIS performance to be provided by the DoD to the
authorized PPS user community. It is established to provide a basis for certification
of PPS receivers for use in aviation Instrument Flight Rules (IFR) and to establish a
minimum performance level that the GPS constellation must sustain [5].



3.6.2.1 Assumptions

There are numerous assumptions made for PPS user operation. These are contained
in Section 2.4 of [5]. A few key assumptions are:

« An authorized user with a keyed GPS receiver. Specifically, the GPS receiver
is assumed to contain current valid PPS keys and have the requisite hard-
ware/software capabilities to be able to properly use those PPS keys.

« The GPS receiver is tracking and using the Y-code signals transmitted by the
satellites for best PVT solution purposes.

« A keyed GPS receiver, which has the hardware capability to track and use the
P(Y)-code signals transmitted by the satellites on L1 and on L2, will track
and use both signals for dual-frequency, measurement-based ionospheric de-
lay compensation purposes.

« A GPS receiver that only has the hardware capability to track and use the
P(Y)-code signals transmitted by the satellites on L1 will track and use that
signal for PVT solution purposes and the receiver will use the satellite-trans-
mitted ionospheric parameters for single-frequency model-based ionospheric
delay compensation purposes.

« The GPS receiver will track healthy SVs as defined in [5].

« This PPS PS does not take into consideration any error source that is not un-
der direct control of the space segment or control segment. These excluded
errors are listed in Section 2.4.5 of [5] and include receiver noise, multipath
as well as receiver tropospheric delay compensation.

3.6.2.2 PPS Accuracy Standards
PPS SIS URE accuracy standards in Table 3.4-1 of [5]. A subset of these are:

« Dual-frequency operation conditions and constraints for any satellite marked
as healthy in the NAV message: SIS Accuracy Standard, < 5.9m 95% global
average URE during normal operations over all AODs, < 2.6m 95% global
average URE during normal operations at zero AOD, and <11.8m 95%
global average URE during normal operations at any AOD;

« Single frequency operation conditions and constraints for any satellite
marked as healthy in the NAV message: neglecting single-frequency iono-
spheric delay model errors and including group delay time correction (Tgp)
errors at L1;

. SIS Accuracy Standard: < 6.3m 95% global average URE during nor-
mal operations over all AODs, < 5.4m 95% global average URE during
normal operations at zero AOD, and < 12.6m 95% global average URE
during normal operations at any AOD;

. Time transfer domain accuracy (dual- or single-frequency P(Y)-code).
Note this is also defined as the UTC Offset Error (UTCOE) Accuracy. As
stated in [5]: “The PPS SIS UTC(USNO) time accuracy is defined to be
the statistical difference, at the 95th percentile, between the parameters



contained in the PPS SIS which relate GPS time to UTC as maintained
by the USNO and the true value of the difference between GPS time and
UTC(USNO). Also known as the UTC Offset Error (UTCOE).”

. Conditions and constraints for any satellite marked as healthy in the
NAYV message, PPS SIS UTCOE Accuracy Standard: <= 40 ns time trans-
fer error 95% of time.

PPS Position and Time Accuracy Standards

There is no change to the PDOP definition as provided in the SPS PS mentioned
above (i.e., the definition of PDOP is the same for both SPS and PPS users). How-
ever, the U.S. government does not commit to providing specific PPS position and
time accuracies. It is up to the user to compute DOP based on his or her location
and time of day and the appropriate User Equivalent Range Error (UERE) value
that represents the UE configuration such that the user’s predicated accuracy can
be determined. Chapter 10 provides examples of UERE while user position and
UTC(USNO) determination is given in Chapter 11.

Measured PPS URE Data

Figure 3.29 shows four PPS measured URE data sets for July 2016 [84]. It can
be observed that all of these data sets are within the PPS PS accuracy standard of
< 5.9m 95% global average URE during normal operations over all AODs. It is
important to note that the AF and NGA monitoring station measured PPS URE
is subtracted from NGA precise ephemeris and SV clock offset data. As stated in
Section 3.3.1.1, this NGA data serves as the reference or truth. From these curves,
a decrease in URE can be observed, and is in part attributed to the L-AIl and AEP
upgrades and modeling improvements cited in Section 3.3.2, but also to launch re-
plenishment of older, less stable satellites with newer, more stable clock technology.
Of these four curves, two show the contributions from the worst SV in the constel-
lation (i.e., greatest URE contributor) in terms of the 95% error as well as the RMS
error. The other two curves depict the same error representations but for the entire
constellation. Nonetheless, the steady decrease in URE is realized in greater user
position and timing accuracy.

Figure 3.30 shows the URE contribution from each SV for July 2016 [84]. It
can be observed that SVN 44 contributes the maximum URE while SVN 55 the
least. The primary reason for the variable URE is that some SVs have better per-
forming clocks. These variations can also be seasonal as current models tend to
break down a bit during eclipse. Here the 95th percentile SIS URE across the entire
constellation is 0.971m, with the RMS URE being 0.491m.

3.7 GPS Signals

This section describes the navigation signals transmitted by the GPS satellites includ-
ing the legacy signals, which are the set of signals broadcast by every operational
GPS satellite since the first satellite was launched in 1978. As described earlier in
this chapter, the GPS constellation is being modernized. This section additionally
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Figure 3.30 Measured PPS URE data as of July 2016: satellite ranking [84].



describes the modernized navigation signals that are being introduced into the con-
stellation. The navigation data structures and contents for both the legacy and
modernized signals are also addressed.

3.7.1 Legacy Signals

The legacy GPS SVs transmit navigation signals on two carrier frequencies called
Link 1 (L1), the primary frequency, and Link 2 (L2), the secondary frequency. L1
is at 1,575.42 MHz and L2 is at 1,227.6 MHz. The two carrier frequencies were
selected to be several hundred megahertz apart so that user equipment can estimate
the delays experienced by the signals as they pass through the ionosphere. The car-
rier frequencies and modulation waveforms are all coherently generated onboard
each GPS SV using a common frequency source that is driven by a rubidium or
cesium AFS. The nominal reference frequency f as it would appear to an observer
on or near the ground is 10.23 MHz, but is set to run at a slightly lower frequency
as would be seen by an observer moving with the SV to compensate for relativistic
effects. The output of the SV’s frequency standard (as it appears to an observer
moving with the SV) is 10.23 MHz offset by a Af/f of 4.467x10-10, This results in
a Af of 4.57 x 10-3 Hz and f, = 10.22999999543 MHz [29]. In the remainder of
this section, all frequency values that are presented are with reference to how they
would appear to the user on or near the ground. (Section 10.2.3 provides a detailed
treatment of GNSS relativistic effects and associated compensation techniques.)

The carrier frequencies are modulated by spreading waveforms with a unique
PRN sequence associated with each SV and also by navigation data. All GPS SVs
transmit at the same carrier frequencies, but their signals do not interfere signifi-
cantly with each other because of the PRN code modulation properties. Since each
SV is assigned a unique PRN code and all PRN code sequences are nearly uncor-
related with respect to each other, the SV signals can be separated and detected. As
discussed in Section 2.4.2.2, this technique of sharing a common carrier frequency
amongst multiple transmitters (SVs) is referred to as code division multiple access
(CDMA).

As shown in Figure 3.31, within the legacy GPS SVs the L1 frequency (154 /)
is modulated by two PRN ranging codes: the coarse/acquisition code (C/A code)
and the precision code (P code). The P code is encrypted when the GPS SV is in
the antispoof (A-S) mode of operation, which is encountered almost always at the
present time. The encrypted P code is referred to as the Y code, but it is common to
refer to the P code in either mode of operation (A-S on or A-S off) as the P(Y) code.
The C/A code has a chipping rate of 1.023 Mchips/s (= f,/10) and the P code has a
chipping rate of 10.23 Mchips/s (= f;). Both the C/A code and P(Y) code on L1 are
additionally modulated by 50 bps navigation data.

As shown in Figure 3.31, on legacy (e.g., Block II/ITA/IIR) SVs, the L2 fre-
quency (120 f,)) can be modulated at any given time by: (1) P(Y) code with naviga-
tion data, (2) P(Y) code without navigation data, or (3) C/A code with navigation
data. Of these choices, the P(Y) code with navigation data setting is most common.
On the Block IIR-M and later GPS SVs, both legacy codes (C/A and P(Y)) can be
broadcast with or without navigation data on L2 [29], but the most frequently
encountered mode has only one legacy code, P(Y), with 50-bps navigation data, on
L2 (as well as modernized signals to be described later in this section).
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Figure 3.31 Legacy GPS (Block II/IIA/IIR) satellite signal synthesis.

The P(Y) code is ostensibly only available to PPS users when it is encrypted in
the A-S mode of the SV. However, some civilian user equipment has been designed
with the capability of tracking the encrypted P(Y) code. The techniques used in
such equipment are referred to as either codeless or semi-codeless processing, and
are discussed in Section 8.7.4.

In the past, both the C/A code and the P(Y) code as well as the L1 and L2 car-
rier frequencies were subjected to an encrypted, time-varying frequency offset (re-
ferred to as dither) plus an encrypted ephemeris and almanac offset error (referred
to as epsilon) called selective availability (SA). SA denied the full accuracy of GPS
to the standalone SPS users. However, SA has been deactivated on all GPS satel-
lites since May 1, 2000. The United States has no intent to use SA again [1], so this
subject will not be discussed further.

Note, as shown in Figure 3.31, that the same 50-bps navigation message data
is modulo-2 summed to both the C/A code and the P(Y) code prior to modulation
with the L1 carrier. An exclusive-or logic gate is used for this modulation process,
denoted by @. Since the C/A code @ data and P(Y) code ® data are both synchro-
nous operations, the bit transition rate cannot exceed the chipping rate of the PRN
ranging codes. Also note that BPSK (see Section 2.4.2.1) is used to modulate the
carrier signals with the PRN ranging codes and navigation data. The P(Y) code @
data is modulated in phase quadrature with the C/A code ® data on L1. As shown
in Figure 3.31, the L1 carrier is phase-shifted 90° before being BPSK modulated by
the C/A code @ data. Then this result is combined with the attenuated output of the
BPSK modulation of L1 by the P(Y) code @ data. The vector phase diagram in Fig-
ure 3.32 illustrates the 3-dB amplitude difference and phase relationship between
P code and C/A code on L1. Figure 3.33 illustrates the result of P code @ data and
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C/A @ data. As observed in Figure 3.33, the exclusive-or process is equivalent to
binary multiplication of two 1-bit values yielding a one-bit product using the con-
vention that logical 0 is plus and logical 1 is minus. There are 204,600 P(Y) code
epochs between data epochs and 20,460 C/A code epochs between data epochs, so
the number of times that the phase could change in the PRN code sequences due
to data modulation is relatively infrequent, but the spectrum changes due to data
modulation in the legacy GPS signals are very significant.

Figure 3.34 illustrates how the signal waveforms would appear before and
after the BPSK modulation of one P(Y) code @ data transition and one C/A code
@ data transition. There are 154 carrier cycles per P(Y) code chip and 1,540 car-
rier cycles per C/A code chip on L1, so the phase shifts on the L1 carrier are rela-
tively infrequent. Although there are other SV modes (see [29]), the L2 frequency
(1,227.60 MHz) is most commonly modulated only by one legacy signal, the P(Y)
code @ data. There are 120 carrier cycles per P(Y) code chip on L2, so the phase
transitions on the L2 carrier are relatively infrequent. Table 3.12 summarizes the
GPS signal structure on L1 and L2.

As mentioned in Section 3.2.3.2, there is more than one AFS in each SV for
purposes of redundancy to improve reliability. For example, there are one cesium
and two rubidium atomic standards on the Block IIF SVs. The CS selects only one
atomic standard at a time to drive the reference frequency generator in the SV. Im-
portantly, the reference frequency of 10.23 MHz has no relationship to the natural
frequency of either a rubidium or cesium clock. Rather, this frequency was selected
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Figure 3.34 GPS L1 carrier modulation: (a) L1 carrier (0° phase), (b) L1 carrier (90° phase), (c)
P(Y) code @ data, (d) C/A code @ data, (e) P(Y) code @ data BPSK modulated on L1 carrier (0°
phase) with 3-dB attenuation, (f) C/A code @ data BPSK modulated on L1 carrier (90° phase), and
(g) composite modulated L1 carrier signal.



Table 3.12 Legacy GPS Signal Structure

Signal designation L1 L2
Carrier frequency (MHz) 1,575.42 1,227.60
PRN ranging codes (Mchips/s) P(Y)=10.23 and P(Y)=10.23
C/A=1.023 and/or C/A =
1.023*
Navigation message data nodulation 50 50**
(bps)

*On the legacy SVs (Block II/IIA/IIR), only one legacy code, C/A or P(Y), can be modulated on
L2. On newer SVs (Block IIR-M/IIF, GPS III), one or both of the legacy codes can be modulated
on L2. However, for all GPS SVs, the most frequently encountered legacy signal configuration
on L2 is P(Y) code. **The 50-Hz navigation data message is usually modulated on the legacy

signal(s) on L2, but can be turned off in some available modes (see [29]).

so that the C/A ranging code of length 1,023 would repeat in a convenient interval
of time (1 ms) when clocked at £,/10.

3.7.1.1  PRN Ranging Code Generation

Figure 3.35 depicts a high-level block diagram of the direct sequence PRN ranging
code generation used for GPS C/A code and P(Y) code generation to implement
the CDMA technique. Each synthesized PRN code is derived from two other code
generators. An exclusive-or circuit combines their outputs after the second code
generator output is delayed with respect to the first. The amount of delay is vari-
able. Associated with the amount of delay is the SV PRN number. In the case of
P code, there were originally only 37 PRN codes with the integer delay in P-chips
identical to the PRN number. In recent years, an expanded set of 26 P codes (PRNs
38-63) were added that may be generated by circularly shifting 26 of the original
37 sequences (over 1 week) by an amount corresponding to 1 day. For C/A code,
the delay is unique to each SV, so there is only a table look-up relationship to the
PRN number. These delays are summarized in Table 3.12 for PRNs 1 to 37. See [29]
for the expanded sets of PRNs for P code and C/A code. The C/A code delay can
be implemented by a simple but equivalent technique that eliminates the need for a
delay register. This technique is explained in the following paragraphs.

The GPS C/A code is a Gold code [85] with a sequence length of 1,023 bits
(chips). Since the chipping rate of the C/A code is 1.023 MHz, then the repetition
period of the pseudorandom sequence is 1,023/(1.023 x 10°) or 1 ms. Figure 3.36
illustrates the design architecture of the GPS C/A code generator. Not included in
this diagram are the controls necessary to set or read the phase states of the regis-
ters or the counters. There are two 10-bit shift registers, G1 and G2, which gener-
ate maximum length PRN codes with a length of 210 — 1 = 1,023 bits. (The one
state that the shift register must not get into is the all-zero state.) It is common to
describe the design of linear code generators by means of polynomials of the form
1+ ZX!, where X’ means that the output of the ith cell of the shift register is used as
the input to the modulo-2 adder (exclusive or) and the 1 means that the output of
the adder is fed to the first cell [86]. The design specification for C/A code calls for
the feedback taps of the G1 shift register to be connected to stages 3 and 10. These
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register states are combined with each other by an exclusive-or circuit and fed back
to stage 1. The polynomial that describes this shift register architecture is: G1 =1+
X3 + X19, The polynomials and initial states for both the C/A code and P code gen-
erator shift registers are summarized in Table 3.13. The G1 direct output sequence
and the delayed version of the G2 direct output sequence are fed to an exclusive-or
circuit that produces a unique C/A code for each SV. The equivalent delay effect
in the G2 PRN code is obtained by the exclusive-or of the selected positions of the
two taps whose output is called G21. This is because a maximum length PRN code
sequence has the property that, added to a phase-shifted version of itself, it does
not change but simply obtains another phase. The function of the two taps on the
G2 shift register in Figure 3.36 is to shift the code phase in G2 with respect to the
code phase in G1 without the need for an additional shift register to perform this
delay. Each C/A code PRN number is associated with the two tap positions on
G2. Table 3.13 describes these tap combinations for all defined GPS PRN num-
bers and also specifies the equivalent direct sequence delay in C/A code chips. The
first 32 of these PRN numbers are reserved for the space segment. Five additional
PRN numbers, PRN 33 to PRN 37, were originally reserved for other uses such
as ground transmitters (also referred to as pseudo-satellites or pseudolites). At the
time of this writing, only PRN 33 was reserved for such use. Pseudolites were used
during Phase I (concept demonstration phase) of GPS to validate the operation and
accuracy of the system before satellites were launched and in combination with the
earliest satellites. C/A codes 34 and 37 are identical. The legacy C/A PRN codes
have been expanded for GPS SV use and for numerous augmentation systems. See
[29] for its modernized design details.

The GPS P code is a PRN sequence generated using four 12-bit shift registers
designated X1A, X1B, X2A, and X2B. A detailed block diagram of this shift regis-
ter architecture is shown in Figure 3.37 [29]. Not included in this diagram are the
controls necessary to set or read the phase states of the registers and counters. Note
that the X1A register output is combined by an exclusive-or circuit with the X1B
register output to form the X1 code generator and that the X2A register output is
combined by an exclusive-or circuit with the X2B register output to form the X2
code generator. The composite X2 result is fed to a shift register delay of the SV
PRN number in chips and then combined by an exclusive-or circuit with the X1
composite result to generate the P code. With this shift register architecture, the P
code sequence length would be more than 38 weeks in length, but is partitioned
into 37 unique sequences that are truncated at the end of 1 week. Therefore, the
sequence length of each PRN code is 6.1871 x 1012 chips and the repetition period
is 7 days.

The design specification for the P code calls for each of the four shift registers
to have a set of feedback taps that are combined by an exclusive-or circuit with
each other and fed back to their respective input stages. The polynomials that de-
scribe the architecture of these feedback shift registers are shown in Table 3.14 and
the logic diagram is shown in detail in Figure 3.37.

Referring to Figure 3.37, note that the natural cycles of all four feedback shift
registers are truncated. For example, X1A and X2A are both reset after 4,092
chips, eliminating the last three chips of their natural 4,095 chip sequences. The
registers X1B and X2B are both reset after 4,093 chips, eliminating the last two
chips of their natural 4,095 chip sequences. This results in the phase of the X1B



Table 3.13 Code Phase Assignments and Initial Code Sequences for
C/A Code and P Code

C/A Code P Code First 10  First 10
SVPRN C/A Code Tap Delay Delay  C/A Chips P Chips

Number Selection (Chips) (Chips) (Octal)l  (Octal)!
1 Yy 5 1 1440 4444
2 Y 6 2 1,620 4,000
3 4Ds 7 3 1,710 4,222
4 Y 8 4 1,744 4333
5 1®9 17 5 1133 4377
6 2@ 10 18 6 1,455 4,355
7 1@3 139 7 1131 4344
8 L ®o 140 8 1,454 4,340
9 1@ 10 141 9 1,626 4342
10 2@®3 251 10 1,504 4,343
11 3@ 4 252 11 1,642 4,343
12 S®e 254 12 1,750 4,343
13 D7 255 13 1,764 4,343
14 Y 256 14 1,772 4,343
15 $@ 9 257 15 1,775 4,343
16 9@ 10 258 16 1,776 4,343
17 1@ 4 469 17 1,156 4,343
18 Y@ s 470 18 1467 4,343
19 3De 471 19 1,633 4,343
20 4@ 7 472 20 1,715 4,343
21 Y 473 21 1,746 4,343
22 6®D9 474 22 1,763 4,343
23 1@ 3 509 23 1,063 4,343
24 4B 512 24 1,706 4,343
25 s@®7 513 25 1,743 4,343
26 6D s 514 26 1,761 4,343
27 @9 515 27 1,770 4,343
28 $ @ 10 516 28 1,774 4,343
29 1®s6 859 29 1,127 4,343
30 2@ 7 860 30 1,453 4,343
31 1@ 3 861 31 1,625 4,343
32 4@ 0 862 32 1,712 4,343
33 5@ 10 863 33 1,745 4,343
342 4@ 103 9503 34 1,7135 4,343
352 1®7 947 35 1,134 4,343
362 Y@ 8 948 36 1456 4,343
372 4@ 103 950° 37 1,713 4,343

1. In the octal notation for the first 10 chips of the C/A code as shown in this column, the first
digit (1) represents a 1 for the first chip and the last three digits are the conventional octal
representation of the remaining 9 chips. For example, the first 10 chips of the SV PRN number
1 C/A code are 1100100000.

2. PRN codes 33 through 37 are reserved for other uses (e.g., pseudolites).

3. C/A codes 34 and 37 are identical.
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sequence lagging by one chip with respect to the X1A sequence for each X1A reg-
ister cycle. As a result, there is a relative phase precession between the X1A and
X1B registers. A similar phase precession takes place between X2A and X2B. At
the beginning of the GPS week, all of the shift registers are set to their initial states



Table 3.14 GPS Code Generator Polynomials and Initial States

Register Polynomial Initial State
C/A code G1 1+ X3 +X10 1111111111
C/A code G2 1+ X2+ X3+ X6+ X8+ X9 + X10 1111111111
Pcode X1A 1+ X6+ X8+ X1 +X12 001001001000
Pcode X1B 1+ X!+ X2+ X5+ X8+ X%+ X104 X114 X12 010101010100
Pcode X2A 1+X1+X3+X*+ X5+ X7+ X8 + X%+ X104+ X1 +X12 100100100101
Pcode X2B 1+ X2+ X3+ X4+ X8 + X%+ X12 010101010100

simultaneously, as shown in Table 3.14. Also, at the end of each X1A epoch, the
X1A shift register is reset to its initial state. At the end of each X1B epoch, the X1B
shift register is reset to its initial state. At the end of each X2A epoch, the X2A shift
register is reset to its initial state. At the end of each X2B epoch, the X2B shift reg-
ister is reset to its initial state. The outputs (stage 12) of the A and B registers are
combined by an exclusive-or circuit to form an X1 sequence derived from X1A &
X1B, and an X2 sequence derived from X2A @ X2B. The X2 sequence is delayed
by i chips (corresponding to SVi) to form X2i. The P code for SVi is Pi = X1 @ X2i.

There is also a phase precession between the X2A/X2B shift registers with re-
spect to the X1A/X1B shift registers. This is manifested as a phase precession of 37
chips per X1 period between the X2 epochs and the X1 epochs. The divide-by-37
counter shown in Figure 3.37 causes the X2 period to be 37 chips longer than the
X1 period. The details of this phase precession are as follows. The X1 epoch is
defined as 3,750 X1A cycles. When X1A has cycled through 3,750 of these cycles
or 3,750 x 4,092 = 15,345,000 chips, a 1.5-second X1 epoch occurs. When X1B
has cycled through 3,749 cycles of 4,093 chips per cycle or 15,344,657 chips, it is
kept stationary for an additional 343 chips to align it to X1A by halting its clock
control until the 1.5-second X1 epoch resumes it. Therefore, the X1 registers have
a combined period of 15,345,000 chips. X2A and X2B are controlled in the same
way as X1A and X1B, respectively, but with one difference: when 15,345,000 chips
have completed in exactly 1.5 seconds, both X2A and X2B are kept stationary for
an additional 37 chips by halting their clock controls until the X2 epoch (the out-
put of the divide by 37 counter) or the start of the week resumes it. Therefore, the
X2 registers have a combined period of 15,345,037 chips, which is 37 chips longer
than the X1 registers.

Note that if the P code were generated by X1 @ X2, and if it were not reset
at the end of the week, it would have the potential sequence length of 15,345,000
x 15,345,037 = 2.3547 x 10'# chips. With a chipping rate of 10.23 x 109, this se-
quence has a period of 266.41 days or 38.058 weeks. However, since the sequence
is truncated at the end of the week, each SV uses only 1 week of the sequence and
38 unique one-week PRN sequences are available. As in the case of C/A code, the
first 32 PRN sequences were originally reserved for the GPS space segment and
PRN 33 to 37 were reserved for other uses (e.g., pseudolites). The PRN 38 P code
was sometimes used as a test code in P(Y)-code GPS receivers as well as to gener-
ate a reference noise level (since, by the original interface specification, it could not
correlate with any used SV PRN signals). In recent years, however, as noted earlier,
an expanded set of P codes have been selected (PRNs 38-63) using a 1-day delay of



the original PRN 1-26 ranging codes, and now only PRN 33 is reserved for other
uses.

The unique P code for each SV is the result of the different delay in the X2
output sequence. Table 3.12 shows this delay in P code chips for each SV PRN
number. The P code delays (in P code chips) are identical to their respective PRN
numbers for the SVs, but the C/A code delays (in C/A code chips) are different
from their PRN numbers. The C/A code delays are typically much longer than their
PRN numbers. The replica C/A codes for a conventional GPS receiver are usually
synthesized by programming the tap selections on the G2 shift register.

Table 3.12 also shows the first 10 C/A code chips and the first 12 P code chips
in octal format starting from the beginning of the week. For example, the binary
sequence for the first 10 chips of PRN 5 C/A code is 1001011011, and for the first
12 chips of PRN 5 P code is 100011111111. Note that the first 12 P code chips
of PRN 10 to PRN 37 are identical. This number of chips is insignificant for P
code, so the differences in the sequence do not become apparent until later in the
sequence.

3.7.1.2 Power Levels

Table 3.15 summarizes the minimum received power levels for the three legacy
GPS signals, not including rarely used GPS satellite modes that broadcast C/A code
on L2. The levels are specified in terms of decibels with respect to 1W (dBW). The
specified received GPS signal power [29] is based on the signal received by a user
antenna that is linearly polarized with a 3-dB gain, normally rotated to achieve the
greatest polarization mismatch loss. This corresponds to an ideal RHCP antenna
with unity gain that is expressed as 0 dBic (meaning 0-dB gain with respect to an
isotropic circularly polarized antenna). A linear polarized antenna is used in the
specification because: (1) it is impossible to build a perfect RHCP antenna; (2) it
is possible to build and calibrate a linear polarized antenna with gain calibration
traceable to the International Bureau of Weights and Measures through National
Metrology Institutions; and (3) with such a reference user antenna, any imperfec-
tions in the satellite antenna polarization characteristics will not result in power loss
for the user as it would have if the user antenna was defined to be 0-dBic RHCP.
Figure 3.38 illustrates that the minimum received power is met when the SV is
at two elevation angles: 5° from the user’s horizon and at the user’s zenith. In be-
tween these two elevation angles, the minimum received signal power levels gradu-
ally increase up to 2-dB maximum for the L1 signals and up to 1-dB maximum for
the L2 signal and then decrease back to the specified minimums. This characteristic
occurs because the shaped beam pattern on the SV transmitting antenna arrays can
only match the required minimum gain at the angles corresponding to the center of
the Earth and to near the edge of the Earth, resulting in slightly increasing trans-
mitting antenna array gain in between these nadir angles. The user’s antenna gain

Table 3.15 Minimum Received Legacy GPS Signal Power Levels
Satellite Block L1 C/A Code L1 P(Y) Code L2 P(Y) Code
ITA/IIR -158.5 -161.5 -164.5
INR-M/IIFIIL - -158.5 -161.5 -161.5
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Figure 3.38 User received minimum signal power levels.

pattern is typically maximum at the zenith and minimum at 5° above the horizon
and for lower elevation angles.

The received signal levels are not expected to exceed =153 dBW and —150.0
dBW, respectively, for the C/A code and P(Y) code components on the L1 channel
and not expected to exceed —155.5 dBW for either signal on the L2 channel. In gen-
eral, the signal powers for the SVs are at their maximum levels when the satellites
are new and remain nearly constant until their end of life. The signal power varia-
tions above the guaranteed minimum power over the SV lifetime are therefore ex-
pected to be less than 5.5 dB, 11.5 dB, and 6 dB, respectively, for the L1 C/A code,
L1 P(Y) code, and L2 P(Y) code (or L2 C/A code). Note that these are the Legacy
maximum power limits. There are modernized flex power modes of operation that
intentionally increase the P(Y) and M code powers in the newer SVs.

Table 3.16 tabulates the navigation satellite signal power budget for the Block
IT GPS satellites from [87] using the minimum user received power levels as the
starting point. It shows the output power levels at the worst-case off-axis angle
of 14.3° and for the assumed worst-case atmospheric loss of 0.5 dB. Referring to
Table 3.16, the link budget for the L1 C/A code to provide the signal power with
a unity gain transmitting antenna is: —158.5 — 3.0 +184.4 + 0.5 + 3.4 = 26.8 dBW.
Since the satellite L1 antenna array has a minimum gain of 13.4 dB for C/A code at
the worst case off-axis angle of 14.3°, the minimum L1 antenna transmitter power



Table 3.16 Block Il SV L1 and L2 Signal Power Budget [87]

L1 C/A Code L1 P Code L2
User minimum received | -158.5 dBW  -161.5 dBW -164.5 dBW
power
User linear antenna gain | 3.0 dB 3.0dB 3.0dB
Free space propagation loss | 184.4 dB 184.4 dB 182.3 dB
Total atmospheric loss | 1.5 dB 1.5 dB 1.5 dB
SV polarization mismatch loss | 3.4 dB 3.4dB 4.4 dB
Required satellite EIRP | +26.8 dBW +23.8 dBW +19.7 dBW
SV antenna gain @ 14.3°(13.4 dB 13.5dB 11.5dB
worst-case off-axis angle
Required minimum satellite | +13.4 dBW, +10.3 dBW, +8.2 dBW,
antenna input power | 21.88W 10.72W 6.61W

for C/A code is log™ [(26.8 — 13.4)/10] = 21.9W. Note that a minimum of 32.6W
of L1 power and 6.6W of L2 power (for a total of 39.2W) must be delivered to the
satellite antenna arrays to maintain the specification. The efficiency of the high-
power amplifier (HPA) subassembly determines how much actual power must be
provided in the satellite.

3.7.1.3 Legacy Navigation Data

As described earlier, both the C/A code and P(Y) code signals are modulated with
the same 50-bps navigation data on both L1 and L2. This data provides the user
with the information necessary to compute the precise locations of each visible
satellite and time-of-transmission for each navigation signal. The data also includes
a significant set of auxiliary information that may be used, for example, to assist
the receiver in acquiring new satellites, to translate from GPS system time to UTC
(see Section 3.5.2.2), and to correct for a number of errors that affect the range
measurements. This section outlines the main features of the legacy GPS navigation
(LNAV) message. For a more complete description, the interested reader is referred
to [29].

The GPS LNAV navigation message is transmitted in five 300-bit subframes,
as shown in Figure 3.39. Each subframe is itself composed of 10 30-bit words. The
last 6 bits in each word of the navigation message are used for parity checking to
provide the user equipment with a capability to detect bit errors during demodula-
tion. A Hamming code [32, 26] is employed for error detection. The five subframes
are transmitted in order beginning with subframe 1. Subframes 4 and 5 consist of
25 pages each, so that the first time through the five subframes, page 1 (of sub-
frames 4 and 5) is broadcast. In the next cycle through the five subframes, page
2 is broadcast, and the cycling continues until page 25 is broadcast, and then the
paging sequence of subframes 4 and 5 begins again. It requires 30 seconds to read
all 5 pages and (25 x 30 = 750 seconds) 12.5 minutes for the receiver to read all 25
pages, assuming no data dropouts.

Although there are provisions for a loss of ground contact, normally the CS
uploads critical navigation data elements once or twice per day per satellite. In this
nominal mode of operation, the same critical navigation data elements (e.g., satel-
lite ephemeris and clock correction data) are broadcast repeatedly over 2-hour time



bit 1 60 300

Subframe 1 ™ | How GPS wgek number, SV accuracy and health, clock
correction terms

Subframe 2 TLM | HOW Ephemeris parameters

Subframe 3 TLM | HOW Ephemeris parameters

Subframe 4 ™ | How Almanac and health data for SVs 25-32, special messages,

(pages 1-25) satellite configuration flags, ionospheric and UTC data

Subframe 5 ™ | How Almanac and health data for SVs 1-24, almanac reference

(pages 1-25) time and week number

!: 300 bits (6 s at 50 bps) ~|

Figure 3.39 Legacy navigation message format.

spans (except if an upload occurs during this interval). On 2-hour boundaries, each
satellite switches to broadcasting a different set of these critical elements, which
are stored in tables in the satellite’s random access memory. The CS generates these
message elements based upon its current estimates of each satellite’s position and
clock error and prediction algorithms on how these parameters will change over
time.

The first two words of each subframe (bits 1-60) contain telemetry (TLM) data
and a handover word (HOW). The TLM word is the first of the 10 words in each
subframe and includes a fixed preamble, a fixed 8-bit pattern 10001011 that never
changes. This fixed-pattern preamble is included to assist the user equipment in
locating the beginning of each subframe (called frame sync), but it must be tested
for consistency in its location just in case the same bit pattern occurs elsewhere in
the message. Each TLM word also includes 14 bits of data that are only meaningful
to authorized users. The HOW, named because it allows the PPS user equipment to
hand over from C/A code tracking to P(Y)-code tracking, provides the GPS time-
of-week (TOW) modulo 6 s corresponding to the leading edge of the following sub-
frame. The TOW provision in the HOW is also essential to the SPS user to remove
the time ambiguity of the 1-ms C/A code period. The receiver must first determine
where the data transition (20-ms) boundaries are located (called bit sync) to an ac-
curacy much better than 1 ms before the HOW can be used reliably to establish the
time to an ambiguity of 6 seconds. The HOW also provides two flag bits, one that
indicates whether anti-spoofing is activated (see Section 3.7.1), and one that serves
as an alert indicator. If the alert flag is set, it indicates that the signal accuracy may
be poor and should be processed at the user’s own risk. Lastly, the HOW provides
the subframe number (1 to 5).



Subframe 1 provides the GPS transmission week number, which is the number
of weeks modulo 1,024 that have elapsed since January 5, 1980. The first rollover
of the GPS week number occurred on August 22, 1999. The next rollover will oc-
cur in April 2019. It is prudent that the GPS receiver designer keep track of these
rare but inevitable rollover epochs in nonvolatile memory (see Section 3.5.2.1).
Subframe 1 also provides the following satellite clock correction terms: agy, ag,
ap, and time-of-clock, t,.. These terms are extremely important for precise ranging
since they account for the lack of perfect synchronization between the timing of the
SV broadcast signals and GPS system time (see Section 10.2.1). A 10-bit number
referred to as Issue of Data, Clock (IODC) is included in subframe 1 to uniquely
identify the current set of navigation data. User equipment can monitor the IODC
field to detect changes to the navigation data. The current IODC is different from
IODCs used over the past 7 days. Subframe 1 also includes a group delay correc-
tion, Ty, a user range accuracy (URA) indicator, a SV health indicator, an L.2 code
indicator, and an L2 P data flag. T, is needed by single-frequency (L1- or L2-only)
users since the clock correction parameters refer to the timing of the P(Y) code
on L1 and L2 as apparent to a user that is using a linear combination of dual-fre-
quency L1/L2 P(Y) code measurements to mitigate ionospheric errors (see Sections
10.2.4.1 and 10.2.7.1). The URA indicator provides the user with an estimate of
the 1-sigma range errors to the satellite due to satellite and CS errors (and is fully
applicable only for L1/L2 P code users). The SV health indicator is a 6-bit field that
indicates whether the satellite is operating normally or whether components of the
signal or navigation data are suspected to be erroneous. The L2 code indicator field
indicates whether the P(Y) code or C/A code is active on L2. Finally, the L2 P data
flag indicates whether navigation data is being modulated onto the L2 P(Y) code.

Subframes 2 and 3 include the osculating Keplerian orbital elements-that allow
the user equipment to precisely determine the location of the satellite.

Subframe 2 also includes a fit interval flag and an age of data offset (AODO)
term. The fit interval flag indicates whether the orbital elements are based upon a
nominal 4-hour curve fit (that corresponds to the 2-hour nominal data transmis-
sion interval described above) or a longer interval. The AODO term provides an
indication of the age of the elements of a Navigation Message Correction Table
(NMCT) that has been included in the GPS navigation data since 1995 [88]. Both
subframes 2 and 3 also include an issue of data ephemeris (IODE) field. IODE
consists of the 8 least significant bits (LSBs) of IODC and may be used by the user
equipment to detect changes in the broadcast orbital elements.

Pages 2, 3,4, 5,7, 8,9, and 10 of subframe 4 and pages 1 to 24 of subframe
5 contain almanac data (coarse orbital elements that allow the user equipment to
determine approximate positions of other satellites to assist acquisition) for SVs 1
to 32 (see Table 20-VI of [29].). Page 13 of subframe 4 includes the NMCT range
corrections. Page 18 of subframe 4 includes ionospheric correction parameters for
single-frequency users (see Section 10.2.4.1) and parameters so that user equipment
can relate UTC to GPS system time (see Section 3.5.2.2). Page 25 of subframes 4
and 5 provide configuration and health flags for SVs 1 to 32. The data payloads of
the remaining pages of subframes 4 and 5 are currently reserved for military use.
Historically, the data in these reserved subframes are all zeros when not activated,



but are encrypted and nonzero when activated for important military use. The
public availability of the entire legacy navigation message on the L1 C/A signal
has historically caused costly CS disruptions when these reserved subframes were
activated for intended and important military purposes. This is because of some
SPS receivers whose designers have disregarded the reserved warning by creating a
receiver dependence on the dataless intervals in these subframes.

3.7.2 Modernized Signals

As illustrated in Figure 3.40, the modernized signals include three new civil signals,
an L2 civil (L2C) signal [29, 89], a signal at 1,176.45 MHz (115 f,) referred to as
L5 [90, 91], and an additional signal at L1 called L1C [92]. The modernized mili-
tary signal, called M code, is also added on L1 and L2 [93]. The L2C and M code
signals were first implemented along with legacy GPS signals on the Block IIR-M
satellites, so L5 is not included. The first Block IIR-M satellite was launched in
200S. Block IIR-M satellites were the first modernized versions of the Block IIR
satellites that continued to support legacy GPS signals. The LS modernized civil sig-
nal, often designated as the safety-of-life signal, was first included on the Block ITF
satellites. The first Block IIF satellite was launched in 2010. The Block IIF satellites
are the last of the Block II series and were intended to provide modernized signals
until the advent of GPS III satellites (currently scheduled to be available for launch
in 2018). The modernized L1 civil signal (L1C) will be available from GPS III and
subsequent satellites.

Full monitoring, control, and navigation data for the modernized signals is not
provided by the legacy CS. It must be either updated or replaced by the modernized
CS OCX Block 2 becoming operational (not yet operational as of this edition). The
L1C signal, like all modernized GPS signals, provides a pilot (dataless) component
that improves carrier tracking. The L1C signal provides enhanced robustness and
accuracy relative to the C/A signal, and enables improved interoperability with sig-
nals transmitted at the same carrier frequency by other satellite navigation systems.

C/A-code
P(Y)-code W P(Y)-code
C/A code
L2C ~L1c
P(Y)-code P( ode
L5
‘ ‘ ‘ m e
- - Frequency
L1
(1176.45 MHz) (1227.6 MHz) (1575.42 MHz)

Figure 3.40 Legacy only (top) and legacy plus modernized (bottom) GPS signals.



3.7.2.1 L2C Signal

As shown in Figure 3.40, the L2 civil (L2C) signal uses the same BPSK-R(1) spread-
ing modulation as the C/A signal. However, the L2C signal is very different from
the C/A signal in many other ways. First, L2C uses two different PRN codes per
signal. The first PRN code is referred to as the Civil Moderate (CM) code because
it employs a PRN code that repeats every 10,230 chips, which is considered to be
of moderate length. The second spreading code, the Civil Long (CL) code, is an
extremely long code with a length of 767,250 chips. As shown in Figure 3.41, these
two spreading codes are generated, each with a 511.5 kchip/s rate, and are used in
the following manner to generate the overall L2C signal. First, a 25-bps navigation
data stream modulates the CM code after the navigation data has been encoded
into a 50-baud stream with a rate ¥ forward error correction (FEC) code. The 25-
bps data rate is one-half the rate of the navigation data on the C/A code and P(Y)
code signals and was chosen so that the data on the L2C signal can be demodulated
in challenged environments (e.g., indoors or under heavy foliage) where 50-bps
data could not be. Next, the chip-by-chip multiplexing of the CM (with data) and
CL codes forms the baseband L2C signal. The L2C signal has an overall chip rate
of 2 x 511.5 kchip/s = 1.023 Mchip/s, needed for the BPSK-R(1) spreading modula-
tion. There are important differences between the L2C and C/A code signal power
spectra; however, since both CM and CL are much longer than the length-1,023
C/A code, the lines in the L2C power spectrum are spaced much more closely in
frequency, and far lower in power, than the lines in the C/A code power spectrum.
As will be discussed in Chapter 9, the lower lines in the L2C power spectrum lead
to greatly increased robustness in the presence of narrowband interference.

The CM and CL codes are generated using the same 27-stage linear feedback
shift register shown in Figure 3.42. A shorthand notation is used in the diagram.
The number that appears in each block in the figure represents the number of
stages (each holding 1 bit) between feedback taps. CM and CL codes for different

Navigation
message p| Rate 1/2 FEC

(25 bps)

10,230 chip-code ‘__D—P Chip-by-chip -
generator n ; ’
CM code »| multiplexer L2C signal
511.5 kHz clock
767,250 chip-code
generator CL code

1/2

T1 .023-MHz clock

Figure 3.41 Baseband L2C signal generator.
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Figure 3.42 CM and CL PRN code generation.

satellites are generated by different initial loads of the register. The register is reset
every 10,230 chips for CM and every 767,250 chips for CL. The CM code repeats
75 times for each repetition of the CL code. At the 511.5 kchip/s, the period of the
CM code is 20 ms [one P(Y) code data bit period] and the period of the CL code is
1.5 seconds (one X1 epoch or Z-count).

The rate % constraint length 7 FEC scheme used to encode the 25-bps L.2C
navigation data into a 50-baud bit stream is shown in Figure 3.43.

The minimum specified received L2C signal power levels for signals broadcast
from Block IIR-M and IIF satellites is =160 dBW and —158.5 dBW from GPS III
satellites [29].

3.7.2.2 L5 Signal

The GPS LS signal is generated as shown in Figure 3.44. Quadra-phase shift keying
(QPSK) is used to combine an in-phase signal component (I5) and a quadra-phase
signal component (Q35). Different PRN codes, each having length of 10,230 bits,
are used for I5 and Q5. I5 is modulated by 50-bps navigation data that, after the
addition of FEC using the same convolutional encoding as L2C, results in an overall
symbol rate of 100 baud. A 10.23-MHz chipping rate is employed for both the 15
and QS PRN codes resulting in a 1-ms code repetition period.

Neuman-Hofman (NH) synchronization codes [94] are modulated upon 15 and
QS ata 1-kHz rate. For 15, the 10-bit NH code 0000110101 is generated over a 10-
ms interval and repeated. For Q5, the 20-bit NH code 00000100110101001110
is used. Every 1 ms, the current NH code bit is modulo-2 added to the PRN code
chip. For example, on 15, the PRN code repeats 10 times over each 10-ms interval.

G2 (133 octal)

OO @
Lt 1

L@

Data input o [ ) : Output symbols
(25 bps) ./".. > (50sps)

l l l l : (Alternating G1/G2)
G1 (171 octal) Symlbol
clock

Figure 3.43 L2C data convolution encoder.
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Figure 3.44 L5 signal generation.

During this interval, the PRN code is generated normally (upright) for repetitions
1to 4, 7, and 9 (the zero bits in the IS NH code 0000110101) and is inverted over
repetitions 5, 6, 8, and 10 (corresponding to the set bits in the IS NH code). The
start of the IS NH code is aligned with the start of each 10-ms data symbol that
results from the FEC encoding. The Q5 NH code is synchronized with the 20-ms
data bits.

The I5 and Q5 PRN codes are generated using the logic circuit shown in Figure
3.45, which is built around three 13-bit linear feedback shift registers. Every 1 ms,
the XA coder is initialized to all 1s. Simultaneously, the XBI and XBQ coders are
initialized to different values, specified in [91], to yield the I5 and Q5 PRN codes.
The LS minimum received power levels are shown in Table 3.17.

3.7.2.3 M Code Signal

The modernized military signal (M code) is designed exclusively for military use
and is intended to become the primary signal for military use. During the transition
period of replacing the GPS constellation with modernized SVs, the military user
equipment has combined P(Y) code, M code and C/A code operation in the YMCA
receiver. The primary military benefits that M code provides are improved secu-
rity plus spectral isolation from the civil signals to reduce interference from higher
power M code modes that enhance jamming resistance. Other benefits include en-
hanced tracking and data demodulation performance, robust acquisition, and com-

Table 3.17 L5 Minimum Received
Signal Power Levels [91]

Signal
SV IS Qs
Block IIF (dBW) —157.9 [-157.9
GPSIII (dBW) -157.0 [-157.0
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Figure 3.45 15 and Q5 PRN code generation.

patibility with the C/A code and P(Y) code. It accomplishes these objectives within
the existing GPS L1 (1,575.42 MHz) and L2 (1,227.60 MHz) frequency bands.

To accomplish the spectral separation shown in Figure 3.40, M code employs
binary offset carrier (BOC) modulation. Specifically, M code uses a BOC(10,5)
spreading modulation. The first parameter denotes the fundamental frequency of
an underlying square wave subcarrier, which is 10 x 1.023 MHz, and the second
parameter denotes the underlying M code generator code chipping rate, which is
5 x 1.023 mega chips per second (Mcps). Figure 3.46 depicts a high level block
diagram of the M code generator. It illustrates the 10.23-MHz BOC square wave
modulation of the underlying 5.115 Mcps M code generator that results in the split
spectrum signals of Figure 3.40.

M code BOC, (10,5) M-code

I—» BPSK-R(5) S
generator Square wave
feo=

5.115 MH
z 2fo=10.23 MHz

Figure 3.46 M code signal generation.



3.7.2.4 L1C Signal

The L1C signal, described in [32, 92, 95], has very different characteristics from
those of other GPS signals. While it comprises pilot and data components like other
modernized GPS signals, 75% of the signal power is allocated to the pilot compo-
nent and only 25% to the data component, rather than the 50%/50% power al-
location in other modernized GPS signals. Further, the two components are added
in-phase using CDMA, rather than the time-division or phase quadrature division
used by the other modernized GPS signals. Also, the pilot component and data
component use different spreading modulations, with the spreading modulation for
the pilot component selected to enhance tracking performance. Finally, the forward
error encoding of the data messages uses a modern powerful encoding approach,
low-density parity check (LDPC) encoding along with block interleaving, rather
than the weaker convolutional encoding used on other modernized GPS signals.

Both components of the L1C signal are modulated onto the same L1 carrier as
the C/A signal and L1P(Y) signal, in the same phase with each other and L1 P(Y),
and in-phase quadrature with the C/A signal. There is no specified phase relation-
ship between L1C and the L1M signal.

A BOC(1,1) spreading modulation is used for the data component. A time-
multiplexed BOC (TMBOC) spreading modulation is used for the pilot component,
with each of the 10,230 spreading symbols consisting of 310 repetitions of a spe-
cific pattern of 33 spreading symbols. Each of these 33 spreading symbols has four
BOC(6,1) symbols in the first, fifth, seventh, and thirtieth locations, and BOC(1,1)
symbols in the other 29 locations. Figure 3.47 [95] illustrates this configuration of
spreading symbols in both components, including the relative amplitudes needed to
provide the uneven division of power between the components.

The power spectral densities and autocorrelation functions of each L1C com-
ponent, assuming ideal long spreading codes that contribute no additional struc-
ture, are shown in Figures 3.48 and 3.49. The normalized (unit-power) power
spectral density of the data component, for ideal long spreading codes, is given by

1 af nf
o = 2 t 2( )
ue, (1) =053 %1075 (1.oz3x106)a“ 2x1.023x10°

while for the pilot component the corresponding power spectral density is

Data Spreading Symbol Waveform

Pilot Spreading Symbol Waveform

Figure 3.47 Segments of spreading waveforms for L1C components [95].
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Figure 3.48 Normalized (unit-power) power spectral density and autocorrelation of L1C data component

[95].
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The normalized power spectral density of the L1C signal, assuming ideal long
spreading codes, is then
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Figure 3.49 Normalized (unit-power) power spectral density and autocorrelation of L1C pilot component

[95].

Spreading codes for the L1C components are generated using modified Weil
sequences, as described in [95]. As described in [92], these Weil-based codes are
generated from a 10,223-length Legendre sequence that can be generated using
a simple algorithm, or stored permanently, as shown in Figure 3.50 [92, 95]. The
10,223-bit Weil sequences are constructed from the exclusive OR-ing of the Leg-
endre sequence and a circularly shifted Legendre sequence. A 7-bit expansion se-
quence is then inserted to produce a 10,230-bit spreading code. Choosing the num-
ber of circular shifts in constructing the Weil sequence, along with the insertion
point of the expansion, yields the different spreading codes.

The L1C data message, described in Section 3.7.3.3, is modulated onto the
signal at 100 symbols/second, meaning that each symbol has 10-ms duration. The
duration of each data message is 18 seconds, or 1,800 symbols. Since the spread-
ing code duration is the same as the duration of a data message symbol, there is no
need for an overlay code on the data component, unlike the LS signal. However, as
described in [92], an 1,800-bit-long overlay code is used on the pilot component at
a 100-bps rate, making the duration of the overlay code 18 seconds. Consequently,
when a receiver is aligned to the spreading code, it is also aligned to a data message
symbol. Also, when a receiver is aligned to the overlay code, it is aligned to a data
message.



Fixed Length-10223 Legendre Sequence (Indexed 0 Through 10222)
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Note: Weil Indices and Insertion Indices given in Table 3.2-2

Figure 3.50 Generation of L1C spreading codes [92, 95].

As described in [33], the L1C overlay codes are different for each signal. Fami-
lies of spreading codes and overlay codes sufficient for 210 signals are defined in
[92], enabling sharing from these families with other satnav systems if desired,
since GPS is not expected to need more than 63 of these. The first 63 L1C overlay
codes are segments of different m-sequences that are generated using an 11-stage
shift register. The remaining overlay codes are Gold codes generated using a com-
bination of two 11-stage shift registers. Figure 3.51 [95] shows these two registers.
The coefficients 1, differ for each PRN, yielding a different polynomial, and are
given in [92] along with the initial values for each register.

3.7.3 Civil Navigation (CNAV) and CNAV-2 Navigation Data

All of the modernized data messages for L2C, LS, and L1C differ from LNAV in
several important ways:

« They are modulated onto a data component of the signal that is distinct from
the pilot component primarily intended for tracking.

« They employ flexible data messages, where different message types con-
taining different information can be transmitted in a variety of different se-
quences, rather than the fixed message structure employed in LNAV.

« They use forward error control that enables not only detection, but also
correction, of some errors made in receiver processing to interpret the data
message.
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Figure 3.51 Shift registers used to generate L1C overlay codes [95].

« They use much more powerful techniques that allow receivers to detect, with
very high probability, random errors in reading data message bits.

« They use higher precision representation of satellite ephemeris.

3.7.3.1 L2C CNAV Navigation Data

Section 3.3.3 and Appendix III of [29] describe the CNAV navigation data for L2C.
The Block ITR-M/IIE, GPS 111, and future SVs provide continuous L2C with CNAV
navigation data on the L2 CM code, subject to control segment capability. Like
the LNAV data message used on C/A and P(Y) signals, each satellite’s L2C CNAV
message provides the information necessary to compute the precise locations of
that satellite, along with time of transmission for that L2C signal. The data also
includes a significant set of auxiliary information that may be used [e.g., to assist
the receiver in acquiring new satellites, to translate from GPS system time to UTC,
and to correct for a number of errors that affect the range measurements]. This
section outlines the main features of the L2C CNAV message. For a more complete
description, the interested reader is referred to [29].

Each L2C CNAV navigation message consists of 300 bits, having duration of 12
seconds at the data rate of 25 bps. As shown in Figure 3.52 [29, 95], each message
starts with an 8-bit preamble, followed by a 6-bit PRN number of the transmitting
satellite, a 6-bit message type, a 17-bit message time of week (TOW) count, and
a single-bit alert flag that indicating when the signal accuracy may be worse than
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Figure 3.52 L2C CNAV data message structure [29, 95].

indicated in other messages. Following these first 38 bits of the message are 238
bits of message payload, followed by a 24-bit CRC covering the message contents.
The entire message contents are encoded using half-rate constraint length-seven
convolutional coding, producing 50 symbols per second. Messages are continu-
ously encoded independent of message boundaries so that, at the beginning of each
new message, the encode registers contain the last 6 bits of the previous message.

Different message types have different structures and contents of their pay-
loads, as defined in [29]. Currently defined message types are listed in Table 3.18.
The CS can direct that different message types be transmitted in different sequenc-
es, under certain constraints. Messages containing clock corrections and ephemeris
are broadcast at least every 48 seconds. When the entire constellation is transmit-
ting L2C with a fully functional control segment, the reduced almanac will be
broadcast at least every 20 minutes, and the full almanac will be broadcast at least
every 2 hours. Time offsets to other SATNAV systems will be broadcast every 288
seconds, or more often.

3.7.3.2 L5 CNAV Navigation Data

Section 3.3.3 and Appendix II of [91] describe the CNAV navigation data for LS.
The Block IIF, GPS III and future SVs provide continuous L5 with CNAV naviga-
tion data on the IS component of the LS signal, with L5 QS a pilot component. The
Block IIF, GPS III, and future SVs provide continuous L5 with CNAV navigation
data, subject to control segment capability. The L5 data message is similar to that
for the L2C signal in many ways. This section outlines the main features of the L5
CNAV message. For a more complete description, the interested reader is referred
to [91].

Each L5 CNAV navigation message consists of 300 bits, having duration of
6 seconds at the data rate of 50 bps. The message structure is identical to that
for L2C CNAY, shown in Figure 3.52. The entire message contents are encoded
using half-rate constraint length-seven convolutional coding, producing 100 sym-
bols per second. Like L2C CNAV, L5 CNAV messages are continuously encoded



Table 3.18 Currently Defined L2C Message Types [29, 95]

Message

Type

Number Message Contents

0 Default

10 Ephemeris 1 and Health

11 Ephemeris 2 and Health

12 Reduced Almanac

13 Differential Correction Parameters

14 Differential Correction Parameters

15 Text Message

30 Clock Correction, Ionosphere Correction, Group Delay
31 Clock Correction, Reduced Almanac

32 Clock Correction, Earth Orientation Parameters
33 Coordinated Universal Time Parameters

34 Differential Correction Parameters

35 GPS-to-GNSS Time Offsets (GGTO)

36 Clock Corrections and Text Message

37 Almanac

independent of message boundaries so that, at the beginning of each new message,
the encode registers contain the last 6 bits of the previous message.

Different message types have different structures and contents of their pay-
loads, as defined in [91]. Currently defined message types are listed in Table 3.19.
The CS can direct that different message types be transmitted in different sequences,
under certain constraints. Messages containing clock corrections and ephemeris are
broadcast at least every 24 seconds. When the entire constellation is transmitting
LS with a fully functional control segment, the reduced almanac will be broadcast
at least every 10 minutes, and the full almanac will be broadcast at least every one
hour. Time offsets to other SATNAV systems will be broadcast every 144 seconds
or more often.

3.7.3.3 LT1C CNAV-2 Navigation Data

Section 3.2.3.1 of [92] describes the L1C Message Structure and Section 3.5 of that
same reference describes the CNAV-2 navigation data for L1C. The GPS III and
future SVs will provide continuous L1C with CNAV-2 navigation data, subject to
control segment capability. Like all of the previously described data messages, each
satellite’s L1C CNAV-2 message provides the information necessary to compute
the precise locations of that satellite, along with time of transmission for that L1C
signal. The data also includes a significant set of auxiliary information that may be
used, for example, to assist the receiver in acquiring new satellites, to translate from
GPS system time to UTC, and to correct for a number of errors that affect the range
measurements. This section outlines the main features of the L1C CNAV-2 message.
For a more complete description, the interested reader is referred to [92].

While it is a flexible data message like the other CNAV messages, the L1C
CNAV-2 message structure is entirely different from that of other GPS signals. Each
L1C CNAV navigation message consists of 900 bits, having duration of 18 seconds



Table 3.19 Currently Defined L5 Message Types

Message

Type

Number Message Contents

0 Default

10 Ephemeris 1

11 Ephemeris 2

12 Reduced Almanac

13 Clock Differential Correction

14 Ephemeris Differential Correction

15 Text

30 Clock Correction, Ionosphere Correction, Group Delay
31 Clock Correction, Reduced Almanac

32 Clock Correction, Earth Orientation Parameters
33 Clock and Coordinated Universal Time Parameters
34 Clock and Differential Correction Parameters

35 Clock and GPS-to-GNSS Time Offsets (GGTO)

36 Clock Corrections and Text Message

37 Clock and Midi Almanac

at the data rate of 50 bps. Since the data message is aligned with the overlay code
on the pilot component, no preamble is needed for the receiver to recognize the
start of a message.

As shown in Figure 3.53 [95], each CNAV-2 message comprises three sub-
frames, each separately encoded. Subframe 1 is the time of interval (TOI) denoting
system time at the start (leading edge) of the message. These 9 bits are encoded with
a Bose, Chaudhuri, and Hocquenghem (BCH) code into 54 symbols, TOI denotes
the number of 18-second messages that have occurred since the beginning of the
current interval. Subframe 2 contains the clock corrections and ephemeris, along
with 8 bits representing the interval time of the week (ITOW), all protected with
a CRC. ITOW denotes the number of 2-hour intervals since the beginning of the

Subframe 1 Subframe 2 Subframe 3
— — - !
TOl Clock & Ephemeris CRC Varioagen 1 CRC
(9 Bits) (576 Bits) (24 Bits) (250 Bits) 1 (24 Bits)

N Vv
LDPC Encode LDPC Encode
(1200 Symbols) (548 Symbols)
N _/

BCH Encode

/[

TOI NAV message
(52 Symbols) (1748 Symbols)

Figure 3.53 CNAV-2 data message structure [29, 95].
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GPS week. The 600 bits of subframe 2 are encoded with a half-rate, low-density
parity check (LDPC) code into 1,200 symbols. Subframe 3 in sequential messages
provides all of the other data message information in 250-bit pages, protected with
a CRC. The 274 bits of subframe 3 are encoded with a half-rate LDPC code into
574 symbols. The encoded symbols of subframes 2 and 3 are block interleaved
before being modulated onto the data component of L1C.

Since subframe 2 bits are separately encoded, the symbols change only when
the subframe 2 bits change, which is typically every two hours. When the bits have
not changed, the receiver can use data symbol combining as explained in detail in
[95]. Basically, if the receiver detects an uncorrected error after decoding subframe
2, it can coherently add the soft decisions from the next subframe 2, increasing the
signal-to-noise ratio and thus the likelihood that the resulting combined symbols
can be successfully decoded without uncorrected errors. However, subframe 3 data
typically changes with each message so data symbol combining cannot be used for
subframe 3 data.

Since TOI is the same from all SVs, it only needs to be read from one signal.
The receiver can select the signal having highest received power for this purpose, or
can use data symbol combining across messages for improved performance.

Different pages in subframe 3 have different structures and contents of their
payloads, as defined in [92]. Currently defined message types are listed in Table
3.20. The control segment can direct that different pages be transmitted in differ-
ent sequence.

3.8 GPS Ephemeris Parameters and Satellite Position Computation

We close the chapter with a discussion of the GPS ephemeris parameters and the
computation of an SV’ position in ECEF coordinates. GPS almanac data and
ephemeris data transmitted by the satellites include the Keplerian orbital elements,
described in Section 2.3.1, plus additional parameters. Also, note that in the GPS
ephemeris data, the time of perigee passage is converted to mean anomaly at epoch
by (2.11). The orbital elements include a reference time, known as the time of epoch
or time of ephemeris, at which the orbital elements were valid. Only at epoch are
the orbital elements exactly as described by the given values, known as osculat-

Table 3.20 Currently Defined L1C Pages [95]
Page
Number Message Contents

1 UTC and Ionospheric Corrections
2 GPS/GNSS Time Offset and Earth Orientation

Parameters

Reduced Almanac Parameters
Almanac Parameters

Differential Correction Parameters
Text Message

Signal Phase for Each SV

N AN g W



ing orbital elements. At all later times, the true orbital elements deviate from the
osculating values.

Because it is necessary for the GPS ephemeris message to contain very accurate
information about the satellite’s position and velocity, it is insufficient to use only
the osculating Keplerian orbital elements for computing the position of a GPS sat-
ellite, except very near the epoch of those elements. One solution to this problem
would be to update the GPS ephemeris messages very frequently. Another solution
would be for the GPS receiver to integrate the fully perturbed equation of mo-
tion, (2.7), which would include a detailed force model, from epoch to the desired
time. Because these solutions are complex and computationally intensive, they are
impractical for real-time operations. Therefore, the osculating Keplerian orbital
elements in the GPS ephemeris message are augmented by correction parameters
that allow the user to estimate the Keplerian elements fairly accurately during the
periods of time between updates of the satellite’s ephemeris message. (Particulars
on ephemeris message updating are provided in Section 3.3.1.4.) Any time after
the epoch of a particular ephemeris message, the GPS receiver uses the correction
parameters to estimate the true orbital elements at the desired time.

In this section, we present the ephemeris data transmitted by the GPS satellites,
and we show how the ephemeris data are used to compute the satellite position in
ECEF coordinates. We show this for the legacy GPS ephemeris message in Section
3.8.1, and for the civil navigation ephemeris message in Section 3.8.2.

3.8.1 Legacy Ephemeris Parameters

Table 3.21 summarizes the parameters contained in the GPS Legacy ephemeris mes-
sage. These parameters are found in Table 20-III of IS-GPS-200 [29]. As can be
seen, the first seven parameters of the GPS ephemeris message are time of epoch
and, essentially, the osculating Keplerian orbital elements at the time of epoch, with
the exceptions that the semimajor axis is reported as its square root and that mean

Table 3.21 Legacy GPS Ephemeris Data Definitions [29]

7 Reference time of ephemeris

Ja Square root of semimajor axis

e Eccentricity

iy Inclination angle (at time #,)

Q Longitude of the ascending node (at weekly epoch)
) Argument of perigee (at time #,,)

M, Mean anomaly (at time #,)

dildt Rate of change of inclination angle

Q Rate of change of longitude of the ascending node
A, Mean motion correction

C,. Amplitude of cosine correction to argument of latitude
Cys Amplitude of sine correction to argument of latitude
C, Amplitude of cosine correction to orbital radius

C,s Amplitude of sine correction to orbital radius

Ci. Amplitude of cosine correction to inclination angle
C; Amplitude of sine correction to inclination angle



anomaly is used instead of time of perigee passage. The next nine parameters allow
for corrections to the Keplerian elements as functions of time after epoch. (The os-
culating elements and associated particulars are described in detail in Section 2.3.1.

Table 3.22 provides the algorithm by which a GPS receiver computes the posi-
tion vector of a GPS satellite (x, y,, z,) in the ECEF coordinate system from the pa-
rameters in Table 3.21 using the ephemeris parameters from the legacy navigation
message. The computation produces the ECEF coordinates of the antenna phase
center of the satellite. For computation (3) in Table 3.22, ¢ represents the GPS sys-
tem time at which the GPS signal was transmitted. In the notation of Table 3.22,
the subscript k appearing in computation (3) and below means that the subscripted
variable is measured at time #;, the time (in seconds) from epoch to the GPS system
time of signal transmission.

There are a few subtleties worth noting in the computations described in Table
3.22. First, computation (5), which is Kepler’s equation, (2.9), is transcendental
in the desired parameter, E,. Therefore, the solution must be carried out numeri-
cally. Kepler’s equation is readily solved either by iteration or Newton’s method.

Table 3.22 Computation of a Satellite’s ECEF Position Vector Using Legacy GPS
Navigation Message Data [29]

(1) a= (\/;)2 Semimajor axis
u Corrected mean motion, u = 398,600.5 x
(2) n= —~+An 108 m3/s2
(3) t.=t—1, Time from ephemeris epoch
(4) M, =M, +n(t,) Mean anomaly
(5) M, =E, —esinE, Eccentric anomaly (must be solved itera-
tively for Ey)
. V1-¢’sinE,
S 1-ecosE
(6) * True anomaly
cosE, —e
cosy, = ————
1-ecosE,
(7) ¢p=v,+0 Argument of latitude

(8) d¢,=C,sin(2¢,)+C, cos(2¢,) Argument of latitude correction
(9) 6r,=C,sin(2¢,)+C, cos(2¢,) Radius correction

(10) 8i, =C,sin(2¢,)+C, cos(2¢,) Inclination correction

(11) u, = ¢, + 959, Corrected argument of latitude

(12) 5 =a(l-ecosE,)+or, Corrected radius

(13) i, =i, +(di/dt)t, + i, Corrected inclination

(14) Q,=Q,+ (Q - Qe)(th) -Qt, Corrected longitude of the ascending node
15) x,=r,cosu, In-plane x position
16) y, =rsinu, In-plane y position

(15)

(16)

(17) x,=x,c0sQ, —y,cosi,sinQ, ECEF x-coordinate
(18) 1y, =x,sinQ, +y,cosi, cosQ, ECEF y-coordinate
(19)

2, =Y,sini, ECEF z-coordinate

s



A second subtlety is that computation (6) must produce the true anomaly in the
correct quadrant. Therefore, it is necessary either to use both the sine and the co-
sine or to use a “smart” arcsine function. Also, to carry out computation (14), it
is necessary to know the rotation rate of the Earth. According to IS-GPS-200 [29],
this rotation rate is Q, = 7.2921151467x10-5 rad/s, which is consistent with the
WGS 84 value to be used for navigation, although WGS 84 also provides a slightly
different value in defining the ellipsoid. Finally, IS-GPS-200 [29] defines the value
of 1 to be used by GPS user equipment as exactly 3.1415926535898.

As can be seen from the computations in Table 3.22, the variations in time of
the orbital parameters are modeled differently for particular parameters. For ex-
ample, mean motion is given a constant correction in computation (2), which effec-
tively corrects the mean anomaly computed in (4). However, argument of latitude,
radius, and inclination are corrected by truncated harmonic series in computations
(8), (9), and (10), respectively. Eccentricity is given no correction. Finally, longitude
of the ascending node is corrected linearly in time in computation (14). It is a mis-
nomer of GPS system terminology, as in Table 3.21, that the longitude of the as-
cending node, Q,, is given at a weekly epoch. In reality, Q, is given at the reference
time of ephemeris, #,,, the same as the other GPS parameters. This can be verified
by inspection of computation (14) from Table 3.22. Reference [96] provides an
excellent description of the trade-offs that resulted in the use of ephemeris message
parameters and computations described in Tables 3.21 and 3.22.

3.8.2 CNAV and CNAV-2 Ephemeris Parameters

We conclude with a discussion on computation of an SV’s position in ECEF coordi-
nates from CNAV and CNAV-2 ephemeris message data contained in CNAV Mes-
sage Types 10 and 11 and CNAV-2 subframe 2. The CNAV and CNAV-2 ephemeris

Table 3.23 CNAV/CNAV-2 Ephemeris Parameters

AA Semimajor axis difference at reference time

A Change rate in semimajor axis

An Mean motion difference from computed value at reference time
An, Rate of mean motion difference from computed value

M, Mean anomaly at reference time

e, Eccentricity

0, Argument of perigee

toe Ephemeris data reference time of week

Q. Longitude of ascending node of orbit plane at weekly epoch
AQ Rate of right ascension difference

ion Inclination angle at reference time

ionpor Rate of inclination angle

Cisn Amplitude of sine correction to inclination angle
Cicn Amplitude of cosine correction to inclination angle
Cion Amplitude of sine correction to orbital radius

C Amplitude of cosine correction to orbital radius
Cun  Amplitude of sine correction to argument of latitude
C Amplitude of cosine correction to argument of latitude



Table 3.24 Computation of a Satellite’s ECEF Position Vector Using CNAV/CNAV-2 Navigation
Message Data

Element/Equation Description
(1) u=3.986005 x 1014 m3/s2 WGS 84 value of the Earth’s gravitational constant
(2) Q,=7.2921151467 x 1075 rad/s WGS 84 value of the Earth’s rotation rate
(3) A= Aggr + AA Semimajor axis at reference time, Apgy =
26,559,710m
4) ty=1t—ty, Time from ephemeris reference time
(5) A=A+ (A)tk Semimajor axis
(6) ny = é Computed mean motion (rad/s)
1. . .
(7) An, = An, + EAnotk Mean motion difference from computed value
(8) n,=ny+An, Corrected mean motion
9) M, =My+n,t, Mean anomaly
(10)  Mp=E,-e, E, Kepler’s equation for eccentric anomaly (E,), rad;
solve by iteration for Ej, same as for legacy
. J1-¢’sinE,
siny, =~————
L-e, cosE, True anomaly calculation; first compute sinv,
cosE, —e and cosvy, . Then compute v, with the smart, or
(11) cosy, = ———— . .
1-e cosE, 4-quadrant, arctan function (atan2 in many com-
. puter languages).
_, siny,
v, =tan —&
cosv,
(12) Pp=v,+o, Argument of latitude
(13)  Ouy = Cyy,sin(2®@y) + C,.,cos(2®@),) Argument of latitude correction
(14)  Or, = Coysin(2®,) + C,,cos(2®,)  Radial correction
(15)  9i, = Cpsin(2®,) + C;,cos(2®,)  Inclination correction
(16)  uyp=®), +Ou, Corrected argument of latitude
(17)  r,=A, (1 —e, cosE,) + 07, Corrected radius
(18) iy =igy + (gnpoT)ER + Ol Corrected inclination
(19)  x, =r,cosu, x-position in orbital plane
(20)  y; =mnsinuy, y-position in orbital plane
21)  Q=Qu +AQ Rate of right ascension; Q,, = -2.6 x 10~
semicircles/s
(22)  Q,=Q, + (Q - Qg)t:,z -Qt, Corrected longitude of the ascending node
X, = x, co0sQ, —y; cos, sinQ, ECEF di ¢ hicl h
(23)  y, =x.sinQ, +7, cosi, cosQ, coordinates of space vehicle antenna phase

2, =y sing,

center

parameters follow the same principles as the legacy GPS ephemeris parameters:
there are Keplerian elements augmented by correction parameters. However, there
are two main differences between the CNAV/CNAV-2 and legacy ephemeris param-
eters: (1) CNAV/CNAV-2 ephemeris messages have additional parameters, and (2)
some of the CNAV/CNAV-2 parameters are expressed as differences from specified
reference values, as opposed to absolute values. The additional parameters added to



CNAV/CNAV-2 are rate of change of the following: semimajor axis and mean mo-
tion. The parameters expressed as differences instead of absolute values in CNAV/
CNAV-2 are the following: semimajor axis and rate of longitude of the ascending
node. Finally, note that with CNAV/CNAV-2, semimajor axis is used, instead of
square root of semimajor axis as in the legacy ephemeris message.

Table 3.23 summarizes the ephemeris parameters contained in the CNAV/
CNAV-2 ephemeris messages. These parameters are found in Table 30-I of IS-GPS-
200H [29] for CNAV and Table 3.5-1 in IS-GPS-800D [92] for CNAV-2. Table
3.23 summarizes only the parameters required to compute the position of a GPS
SV. The CNAV and CNAV-2 ephemeris messages contain additional parameters
pertaining to signal health and user range error (URA) elevation-dependent ac-
curacy. For CNAV-2, there are additional parameters beyond those provided with
CNAV, specifically for clock corrections to improve PNT accuracy. In addition,
CNAV-2 has more parameters on URA elevation dependent accuracy and inter-
signal corrections. Nonetheless, the basic ephemeris parameters and method for
computing space vehicle position are the same for CNAV and CNAV-2.

Table 3.24 provides the algorithm by which a GPS receiver computes the posi-
tion vector of a satellite antenna phase center (x,, y., z;) in the ECEF coordinate
system from the parameters in Table 3.23. As with the legacy ephemeris computa-
tions, the value of 7 to be used is 3.1415926535898, and the WGS-84 rotation rate
of the earth is Q, = 7.2921151467 x 10~ rad/s. In computation (4) in Table 3.24,
t represents the GPS system time at which the GPS signal was transmitted. In the
notation of Table 3.24, the subscript k appearing in computation (4) and below
means that the subscripted variable is measured at time #,, the time (in seconds)
from epoch to the GPS system time of signal transmission.
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4.1 Introduction

The Global Navigation Satellite System (GLONASS) is the Russian Federation
counterpart to the U.S. GPS. [GLONASS as a program is capitalized, whereas,
when addressing the actual space vehicles, only the first letter of the satellite name
is capitalized (e.g., Glonass, Glonass-M, Glonass-K).] GLONASS provides military
and civil multifrequency L-band navigation services for positioning, navigation,
and timing solutions for maritime, air, land, and space applications both inside
Russia and internationally.

The history of the GLONASS program is similar to GPS. Like GPS, the (then)
Soviet military initiated the program in the mid-1970s to support military require-
ments. The first GLONASS satellite launched on October 12, 1982. An initial test
constellation of four SVs was deployed by January 1984. Originally, GLONASS
was funded to support naval demands for navigation and time dissemination. Early
system testing convincingly demonstrated that GLONASS could also support civil-
ian use while concurrently meeting Soviet defense needs. Thus, the mission was
broadened to include civilian users [1].

At a meeting of the Special Committee on Future Air Navigation Systems
(FANS) of the International Civil Aviation Organization (ICAO) in 1988, the USSR
offered the world community free use of GLONASS navigation signals for air safe-
ty. A similar offer was made at the 35th Session of the International Maritime
Organization (IMO) Subcommittee of Navigation Safety in the same year [1, 2].

After the collapse of the Soviet Union in 1991, the Russians established a test
constellation of 10 to 12 satellites. Extensive testing of the system followed. As a
result, in September 1993, Russian President Boris Yeltsin officially proclaimed
GLONASS to be an operational system, part of the Russian Armory, and the basis
for the Russian Radio-navigation Plan [3].

Between April 1994 and December 1995, Russia conducted seven more
launches, thus completing a 24-satellite constellation. In February 1996, these
satellites were declared operational and the constellation was fully populated for
the first time. However, a number of older satellites soon thereafter failed, and



the constellation quickly degraded. From 1996 through 2001, the Russians only
launched two sets of three satellites, which eventually left the constellation with
only 6 to 8 working spacecraft. It was not until 2011 that Russia was able to re-
store its constellation back to full global service.

During the buildup, the Government of Russia issued Decree 237 on March
7, 1995, that opened the GLONASS C/A-code signals for civil use and guaranteed
they would be available free of charge, affirming the Soviet 1988 statement. Russia
also published and made publicly available an Interface Control Document (ICD),
which detailed the structure of the open service GLONASS signals and navigation
message. The latest version of the ICD was published in 2008 [4, 5].

Later, on February 18, 1999, the Russian President issued decree 38-RP, which
declared GLONASS a dual-use system. This was followed by a decree on March
29,1999, opening GLONASS up for international cooperation [6, 7].

In August 2001, the Russians created the first federal targeted program for
GLONASS for the years 2001-2011, stabilizing the program, securing funding,
and developing the associated infrastructure. The program was further reinforced
on May 17, 2007, by the President of the Russian Federation, Vladimir Putin,
when issued Decree 638, declaring the GLONASS open service available to all
national and international users without any limitations [8]. Today maintenance
and modernization of GLONASS is financed through a federal targeted program,
“Maintenance, Development, and Use of GLONASS 2012-2020,” which covers
upgrades to the space, ground, and user segments, as well as transportation and
geodetic applications [9].

By 2016, there had been 49 successful launches (plus 4 launch vehicle failures)
in the program, placing in orbit a total of 86 Glonass satellites, 45 Glonass-M satel-
lites, 2 Glonass-K1 satellites, and 2 Etalon passive geodetic satellites. Details of the
present constellation and each of these spacecraft types are provided next.

4.2 Space Segment

4.2.1 Constellation

The GLONASS constellation nominally consists of 24 active satellites plus 6 on-or-
bit spares. (As of 2017, this number of on-orbit spares had not yet been achieved.)
They are positioned in a 19,100-km orbit with a 64.8° inclination, and a period
of revolution of 11 hours and 15 minutes. The 24 satellites are uniformly located
in three orbital planes, 120° apart in right ascension. Each plane contains eight
satellites, equally spaced with 45° displacement in argument of latitude, and a 15°
argument of latitude difference between satellites in the same slot in two different
planes. The ground track repeat cycle for GLONASS is 8 days (Figure 4.1) [5]. The
current orbital configuration and overall system design (including satellite nominal
L-band antenna beamwidths of 35° to 40°) provide navigation service to users up
to 2,000 km above the Earth’s surface [1].

Each GLONASS satellite is assigned an orbital slot number from 1 to 24, which
is relative to the satellite’s position within the constellation (see Figure 4.2). A
24-satellite constellation provides continuous 4-satellite visibility from more than
99% of the Earth’s surface. Under the 24-satellite concept, the performance of all
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Figure 4.2 GLONASS constellation orbital arrangement.

in-orbit satellites (nominally 30) will be determined by GLONASS controllers and
the best 24 will be activated. The remaining satellites (nominally six) will be held
for backup or in reserve. Periodically, the mix will be evaluated and, if necessary, a
new best set of 24 will be defined [1, 3, 10, 11].

The constellation also includes two Etalon passive geodetic satellites in a slight-
ly elliptical medium earth orbit. They were launched on January 10, 1989, and
May 31, 1989, each along with a pair of Glonass satellites. Each Etalon SV is a
1.294-m diameter, 1,415-kg sphere covered with a retro-reflector array. The mis-
sion of the satellites was to establish a highly accurate terrestrial reference frame.



Table 4.1

GLONASS Constellation as of August 2016

Orbital

Slot Plane Satellite Name Launch Date

1 1 Glonass-M/Kosmos-2456 December 14, 2009
2 1 Glonass-M/Kosmos-2485  April 26, 2013

3 1 Glonass-M/Kosmos-2476 November 4, 2011
4 1 Glonass-M/Kosmos-2474  October 2, 2011

5 1 Glonass-M/Kosmos-2458 December 14, 2009
6 1 Glonass-M/Kosmos-2457 December 14, 2009
7 1 Glonass-M/Kosmos-2477 November 4, 2011
8 1 Glonass-M/Kosmos-2475 November 4, 2011
9 2 Glonass-K1/Kosmos-2501 December 1, 2014
10 2 Glonass-M/Kosmos-2426 December 25, 2006
11 2 Glonass-M/Kosmos-2516 May 29, 2016

12 2 Glonass-M/Kosmos-2436 December 25, 2007
13 2 Glonass-M/Kosmos-2434 December 25, 2007
14 2 Glonass-M/Kosmos-2424 December 25, 2006
15 2 Glonass-M/Kosmos-2425 December 25, 2006
16 2 Glonass-M/Kosmos-2466 September 2, 2010
17 3 Glonass-M/Kosmos-2514  February 7, 2016
18 3 Glonass-M/Kosmos-2494 March 24, 2014

19 3 Glonass-M/Kosmos-2433 October 26, 2007
20 3 Glonass-M/Kosmos-2432  October 26, 2007
20 3 Glonass-K1/Kosmos-2471 February 26, 2011
21 3 Glonass-M/Kosmos-2500 June 14, 2014

22 3 Glonass-M/Kosmos-2459 March 2, 2010

23 3 Glonass-M/Kosmos-2466 March 2, 2010

24 3 Glonass-M/Kosmos-2461 March 2, 2010

Today, the Etalons are used by Russia, as well as the international space community

to calibrate ground laser ranging equipment.

4.2.2 Spacecraft

At the beginning of 2017, the GLONASS constellation was populated with two
types of spacecraft: Glonass-M, which is a modernized version of the original legacy
spacecraft launched from 1982 through 2005, and the newer Glonass-K spacecraft
design, first launched in 2011. Russia plans to introduce the next generation of
spacecraft, Glonass-K2, starting in 2018.

4.2.2.1 Glonass Spacecraft

From 1982 through 2005, Russia launched Glonass series satellites (see Figure 4.3).
These satellites were a traditional Russian design consisting of a pressurized, her-
metically sealed cylinder that is three-axis stabilized (i.e., oriented in all three axes
of motion, usually measured as in-track, cross-track, and radial from the satellite’s
point of view). Circulation of gas inside the pressurized vessel allows for cooling of
the satellite electronics. Attached on the bottom of the spacecraft was the payload



Figure 4.3 Glonass spacecraft.

assembly. This assembly consists of the horizon sensor, laser retro-reflectors, a
12-element navigation signal antenna, and various command and control anten-
nas. Attached to the sides of the pressurized cylinder are the solar panels, orbital
correction engines, a portion of the attitude control system, and the thermal control
louvers [1]. The original Glonass I satellite series carried two rubidium clocks with
stability of 5 x 10-12 (at 1 day), whereas Glonass II spacecraft switched to three
Cesium AFSs, thus bumping up the AFS stability to 5 x 10-13 (at 1 day) [12]. These
Glonass satellites transmitted an L1 FDMA signal. (For signal descriptions, see Sec-
tion 4.7.)

4.2.2.2 Glonass-M Spacecraft

Beginning in 2003, Russia began launching Glonass-M spacecraft (see Figure
4.4), where M stands for modified. The Glonass-M is a modernized version of the
Glonass spacecraft using upgraded electronics and supporting a number of new fea-
tures. The spacecraft carries three more-accurate cesium AFSs (1 x 10-13 at 1 day),
a better attitude control system, and intersatellite navigation links (incorporated
after the second Glonass-M satellite). These features reduced errors in measure-
ments of time and ephemeris calculation. Glonass-M also carries increased propel-
lant, improved the onboard batteries, and modernized spacecraft electronics, which
increased the satellite design lifetime to 7 years. An improved navigation message
transmits corrections between GPS and GLONASS time to facilitate joint use and
navigation data authentication information every 4 seconds and navigation age-of-
data information. Glonass-M adds a second civil modulation on L2 signal. Since
2014, newly launched Glonass-M spacecraft have transmitted an additional open
CDMA service signal in L3. (For signal descriptions, see Section 4.7.)



Figure 4.4 Glonass-M spacecraft.

Like the original Glonass SVs, the Glonass-M spacecraft consists of a pressur-
ized, hermetically sealed cylinder that is three-axis stabilized. In contrast, the solar
panels are attached to the top of the cylinder and the payload assembly (attached
on the bottom of the spacecraft), and are much larger in one dimension. The space-
craft mass is approximately 1,415 kg. This assembly consists of the horizon sensor,
laser retro-reflectors, a 12-element navigation signal antenna, a cross-link antenna,
and various command and control antennas. The longer assembly allows the navi-
gation payload and laser retro-reflector arrays to be mounted separately. Attached
to the sides of the pressurized cylinder are the orbital correction engines, a portion
of the attitude control system, and the thermal control louvers [1, 13-19].

As of the beginning of 2017, Russia had 7 Glonass-M satellites left for launch
before completely retiring the series [9].

4.2.2.3 Glonass-K1 Spacecraft

Beginning in 2011, Russia began testing a new generation spacecraft, which repre-
sents a departure from legacy Soviet systems. The Glonass-K1 satellite (see Figure
4.5) uses an Express-1000K unpressurized bus. The new bus offers several new fea-
tures: light honeycomb panel structure, heat pipe thermal control, radiation-hard-
ened electronics, and 17 m? GaAs solar panels. Glonass-K1 satellites weigh only
935 kg and currently launch on the Soyuz-2 space launch vehicle out of Plesetsk.

Just like its predecessors, Glonass-K1 carries a 12-element navigation signal
antenna, laser retroreflectors, and an RF satellite-to-satellite crosslink. The first
two Glonass-K1 satellites transmit the legacy FDMA signals for backwards com-
patibility, and the CDMA L3 open service signal already introduced on the latest
Glonass-M satellites. (For signal descriptions, see Section 4.7.)

The Glonass-K1 satellites carry two cesium and two rubidium AFSs, which
give the satellites AFS stability on the order of 0.5 to 5x10-13 (at 1 day), with that
number expected to increase to 1 x 10714 (at 1 day), starting with the third space-
craft in this series [13-20].

The Glonass-K satellites carry a search-and-rescue payload (SAR). The payload
relays the 406-MHz SAR beacon transmissions that are designed to work with



Figure 4.5 Glonass-K1 spacecraft.

the currently deployed COSPAS-SARSAT system. This payload is similar in design
and concept to the payload on the European Galileo satellite navigation system
[13-19]. Glonass-K also carries a payload for confirmation of nuclear detonation
(NUDET) and treaty verification [21].

Russia plans on launching nine more Glonass-K1 satellites before switching to
the next generation [22].

4.2.2.4 Glonass-K2 Spacecraft

Starting in 2018, Russia will begin launching Glonass-K2 satellites (see Figure 4.6).
The new spacecraft will be based on a modified Express-1000A bus, thus using
triple junction GaAs solar cells and a lithium-ion battery. The satellite has a 10-
year design life. Its estimated weight is around 1,645 kg. While a launch vehicle for
this satellite has not been specified yet, it is likely that a single Glonass-K2 launch
will utilize a Soyuz-2 SLV, whereas a Proton-M SLV with a Briz-M upper stage
will be able to deliver a pair of satellites to orbit. Glonass-K2 is expected to carry
additional payloads, such as COSPAS-SARSAT and NUDET support, which were
already introduced on the Glonass-K1 SV. The Glonass-K2 SVs are also expected
to carry two cesium and two rubidium AFSs, which give the satellites AFS stability
on the order of 0.5-1x10-14 (at 1 day).

Glonass-K2 will continue to carry the legacy FDMA signals for backwards
compatibility. In addition to the L3 CDMA signal introduced on the latest Glonass-
M and Glonass-K1 satellites, the Glonass-K2 will also transmit CDMA signals in
L1 and L2 [23] (see Section 4.7.7.9).

4.2.2.5 Glonass-KM Spacecraft

While the satellite design is unknown at this point, this satellite generation will
likely add the LS frequency as a standard part of its payload. It will still transmit the
legacy FDMA signals, in addition to the CDMA signals on L1, L2, and L3.



Figure 4.6 Glonass-K2 spacecraft.

4.3 Ground Segment

GLONASS is supported by a network of ground sites mainly located within the
borders of Russia and augmented by monitor sites located throughout the rest of
the world (see Figure 4.7). The ground-based control complex (GBCC) is respon-
sible for the following functions:

« Measurement and prediction of individual satellite ephemeris;

«+ Uploading of predicted ephemeris, clock corrections, and almanac informa-
tion into each GLONASS satellite for later incorporation into the navigation
message;

« Synchronization of the satellite clocks with GLONASS system time;
. Calculation of the offset between GLONASS system time and UTC(SU);

« Spacecraft command, control, housekeeping, and tracking [1].

4.3.1 System Control Center (SCC)

The SCC, formerly known as Golitsino-2, a military complex run by the Russian
Space Forces, is located in Krasnoznamensk, about 40-km southwest of Moscow.
The SCC schedules and coordinates all functions for GLONASS [1].
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Figure 4.7 GLONASS ground segment.

4.3.2 Central Synchronizer (CS)

The CS, or the system clock, is located near Schelkovo, about 20-km northeast of
Moscow, and forms the GLONASS system time. GLONASS system time is also syn-
chronized to the Universal Time Coordinated of Russia, UTC (SU), which is main-
tained by the National Metrology Institute of the Russian Federation (VNIIFTRI)
in Mendeleevo near Moscow. Signals from the central synchronizer are relayed to
the phase control system (PCS), which monitors satellite clock time/phase as trans-
mitted by the navigation signals. The PCS performs two types of measurements
in order to determine the satellite time/phase offsets. The PCS directly measures
the range to the satellites by use of radar techniques. The PCS also simultaneously
compares the satellite transmitted navigation signals to a reference time/phase gen-
erated by a highly stable frequency standard (relative error approximately 10-13)
at the ground site. These two measurements are then differenced to determine the
satellite clock time/phase offsets. Measurements from the PCS are used to predict
the satellite clock time/phase corrections, which are uploaded by the ground station
into the satellite. This comparison of each satellite’s time/phases errors is carried out
at least on a daily basis [1, 24].



4.3.3 Telemetry, Tracking, and Command (TT&C)

TT&C stations measure individual satellite trajectories and uplink required control
and payload information to the satellite’s onboard processor. Tracking involves be-
tween three and five measurement sessions, each lasting 10 to 15 minutes. Range to
the satellite is measured by radar techniques with a maximum error of between 2m
and 3m. These radio-frequency ranges are periodically calibrated using a laser rang-
ing device at the laser tracking stations. Each satellite carries laser retro-reflectors
specifically for this purpose. Ephemeris is predicted 24 hours in advance and up-
loaded once per day. The spacecraft clock correction parameters are renewed twice
a day. Any interruption in the normal operation of the ground segment interrupts
the accuracy of GLONASS signals. Tests have shown that a spacecraft clock can
maintain acceptable accuracy for no more than two to three days of autonomous
operations. Although the satellite’s central processor is capable of 30 days of au-
tonomous operations, this variability in the time standard is the limiting component
for autonomous GLONASS operations [1].

4.3.4 Laser Ranging Stations (SLR)

SLR stations calibrate radio-frequency tracking measurements and provide opti-
cal measurement for orbit determination for GLONASS [1, 3]. SLR stations are
generally colocated with monitoring stations. The laser ranging network is also
supported by an experimental multifunctional optical and laser complex located
near Kitab in southern Uzbekistan on Mt. Maidanak. Cameras located on Mt.
Maidanak are capable of measuring ranges to an object up to an altitude of 40,000
km and down to a visible stellar magnitude of 16. The maximum error of satellite
angular coordinate determination does not exceed 1 to 2 arc-seconds under normal
operating conditions and 0.5 arc-second under special experimental conditions.
The maximum ranging error is not more than 1.5 to 1.8 ¢cm, and the error of the fix
to the UTC (SU) scale is not more than £1 us. GLONASS measurements are relayed
via secure radio link to the system control center once per hour. Mt. Maidanak pro-
vides unique climatic characteristics with more than 220 clear days annually, thus
making it a reliable source of correction data to the system control center [1, 3].

4.4 GLONASS User Equipment

GLONASS is designed to support a wide variety of civil, commercial, and military
PNT applications in Russia, and throughout the rest of the world. Note that time
is user time scale to the National Reference of Coordinated Universal Time UTC
(SU) [5].

The first Russian automotive navigation receiver to utilize GLONASS along
with GPS was the Glospace-SGK70, released on December 27, 2007. At the time
of this writing, GLONASS had been incorporated into Russian and Western GPS-
GLONASS or GNSS chipsets and incorporated in many consumer items such as
phones since the 2011 timeframe. The first smart phone with GLONASS (and GPS)
was the ZTE MTS 945 powered by Qualcomm’s Snapdragon MSM7x30 chipset
[25]. The proposed civil applications include: terrestrial, air (aviation) and marine



navigation, disaster management, vehicle tracking and fleet management, integra-
tion with mobile phones, precise timing, collection of mapping and geodetic data,
and visual and voice navigation for drivers. At the time of this writing, no specific
information was available on planned military applications.

4.5 Geodesy and Time Systems

4.5.1 Geodetic Reference System

Since August 1993, geodetic support for GLONASS has been provided by the na-
tional coordinate system of the Russian Federation, Parametry Zemly, or the Earth
Parameter System 1990 (PZ-90) (see Figure 4.8). The PZ-90 system was established
by the Russian Ministry of Defense to replace the previously used Soviet Geodetic
System 1985 (SGS-85). PZ-90 is similar in quality to the Earth model employed in
WGS-84, which is used by GPS [26]. The basic characteristics of PZ-90 are pro-
vided in Table 4.2 [27-29].

Since its inception, the PZ-90 coordinate system has had two revisions in or-
der to improve consistency of broadcast orbits with WGS-84. The first revision
was completed in 2002 (PZ-90.02) with the help of extensive data collects from
geodetic satellites. PZ-90.02 was officially implemented with Decree 797, dated
June 20, 2007. The latest enhancement, PZ-90.11, was introduced by Decree 1463
on December 28, 2012, and was implemented on December 31, 2013, at epoch
2010.0. Official support for orbital missions began on January 15, 2014 [30]. At
one time, it was common practice to transform PZ-90 to or from other coordinate
systems such as WGS-84 and ITRF (see Table 4.3). The latest realizations of PZ-
90, ITRF, and WGS 84 are coincident at the 1-cm level, which obviates the need
for such transformations for most applications (see Table 4.3 and Section 3.5.1.1.)
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Table 4.2 PZ-90 Characteristics

Unit of

Name and Designation of the Constant Measurement Value for PZ-90.11

Fundamental Geodetic Constants

Angular rate of rotation of Earth (o) rad/s 7.292 115 x 1075

Geocentric gravitational constant, including atmosphere ~ m3/s2 398,600.44 x 10°

(GM)

Geocentric gravitational constant of atmosphere (GM,)  m3/s? 0.35 x 10°

Speed of light (c) m/s 299,792,458

Parameters of the Common Terrestrial Ellipsoid

Semimajor axis (a,) M 6,378,136

Denominator of compression (1/ @) unit of 298.25784
denominator

Acceleration of gravity at the equator (y¢) Mgal 978,032.8

Correction in the acceleration of gravity, g, due to the at- mgal -0.9

traction of atmosphere at sea level ( &y,)

Other Constants

Second harmonic coefficient (J9,) — 1,082,625.7 x 107°
-2,370.9 x 10-9

62,636,861

Fourth harmonic coefficient (J,) —

Normal potential on the surface of the common terrestrial m?/s
ellipsoid (U,)

Table 4.3 Transformation Parameters for PZ-90, PZ-90.02, PZ-90.11, WGS 84 (G1150), and ITRF2008

No. From To AX(m) AY (m) AZ (m) wX (mas) oY (mas) oZ (mas) M (10°) Epoch
1 PZ-90 PZ-90.02 -1.07 -0.03 +0.02 O 0 -130 -0.220  2002.0
+0.10 +0.10  £0.10 +10 +0.020
2 WGS 84 PZ-90.02 +0.36 -0.08 -0.18 0 0 0 0 2002.0
(G1150) +0.10 +0.10  £0.10
3  PZ-90.11 ITRF2008 -0.003 -0.001 +0.000 +0.019 -0.042 +0.002 -0.000 2010.0
+0.002 +0.002 £0.002 +0.072 £0.073 £0.090  +0.0003

AX, AY, AZ: linear elements of reference system transformation for transforming system 1 to system 2, m. X, oY, wZ: angular elements of

reference system transformation for transforming system 1 to system 2, rad. : scale element of reference system transformation for trans-

forming system 1 to system 2.

Currently, Russia uses two National Reference Frames for surveying and map-
ping: the National Geodetic Reference Frame 1942 (SK-42) or the Krasovsky el-
lipsoid, and the Geodetic Reference Frame 1995 (SK-95). In 2017, Russia will
transition all geodetic services from SK-42/SK-95 systems to a new national geo-
detic reference system called Geodetic Reference System 2011 (GRS-2011). The
reference frame for GRS-2011 is provided by a network of around 50 astronomical
geodetic stations (see Figure 4.9). Just like PZ-90.11, this system is aligned to ITRF
at epoch 2011.0 [30, 31].

4.5.2 GLONASS Time

All GLONASS satellites are synchronized to a GLONASS Central Synchronizer
(CS) time, which is kept in Moscow. The daily instability of the Central Synchro-
nizer hydrogen clocks is not worse than 2 x 10-15. GLONASS system time is also
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synchronized to the Universal Time Coordinated of Russia, UTC (SU), which
is maintained by the National Metrology Institute of the Russian Federation
(VNIIFTRI) in Mendeleevo near Moscow [3, 7].

Periodically, the time scales of GLONASS satellites are compared with the CS
time scale. Corrections are computed and uploaded by the ground control segment
to the satellites twice a day. The GLONASS time scale is also periodically corrected
to account for leap second adjustments. Typically, this correction is performed once
a year or 1.5 years at midnight (00:00:00 on January 1, April 1, July 1, or October
1) by all UTC users. Users are generally notified at least 3 months in advance [5].

Given that the GLONASS time scale is periodically corrected to account for
leap second adjustments, it is recommended that receivers simultaneously utilize
the old and the corrected UTC (SU) (prior to and after the correction) in order to
generate smooth and valid series of pseudorange measurements, and be able to
resynchronize the data string time mark without loss of signal tracking.

4.6 Navigation Services

GLONASS provides an authorized (military) navigation and a civil navigation ser-
vice similar to GPS. Both services are transmitted on both the L1 and L2 radio
frequency bands. A new civil service in L3 has been added to newer Glonass-M and
Glonass-K1 satellites. (The L3 signal is described in Section 4.7.9.

The high-accuracy (authorized) service is designated by VT (vysokaya toch-
nost, or high accuracy) by the Russians, and designed as the P-code in this chapter.
The P-code is retained exclusively for Russian military use while the less accurate
(open) service is for civil use [5]. The high-accuracy service is not encrypted; how-
ever, it has an anti-spoofing capability [32].



The open service is designated as ST by the Russians and designated as C/A
code in this chapter. The C/A code is for military, civil and commercial use. By
2016, open service user positioning accuracy was estimated around 1.4m (horizon-
tal), with that number eventually reaching 0.6m (horizontal) by 2020 [33].

Russia has developed several types of GLONASS differential services. (Differ-
ential services are described in Chapter 12.) They have deployed a coastal differen-
tial service for GLONASS and GPS using maritime radio beacons, similar to other
services operating around the world. The Russians actively participated in RTCM
Special Committee SC-104 that developed the series of standards that permit the
seamless use of DGPS, differential GLONASS, and differential GPS/GLONASS ser-
vices [1].

4.7 Navigation Signals

At the time of this writing, older Glonass-M satellites transmitted military and civil
FDMA navigation signals at the L1 and L2 bands. The new Glonass-K1 and newer
Glonass-M satellites transmit identical FDMA signals at L1 and L2 (see Section
4.7.1) and a new civil code division multiple access (CDMA) signal in the L3 band
(see Section 4.7.9). At the time of this writing, the most recent ICD was Version 5.1
dated 2008 and only provides details on the FDMA L1 and L2 signals [5].

4.7.1 FDMA Navigation Signals

Unlike GPS, where each satellite transmits a unique PRN for each signal [e.g., one
for the C/A modulation and one for the P(Y) modulation] on the same radio fre-
quency (i.e., CDMA), each visible GLONASS satellite transmits the same PRN on
a different radio frequency (i.e., FDMA) to distinguish between satellites in the
constellation. Historically, GLONASS is the only SATNAV system to use FDMA
modulation [5].

FDMA can result in larger, more expensive receivers because of the extra front-
end components required to process multiple frequencies in some designs. In con-
trast, a CDMA signal can more easily be processed with the same set of front-
end components. Section 8.3.10 provides details on design guidelines to adapt the
receiver front end to process all of the SV signals centered at the GLONASS L1
frequency.

FDMA does have some redeeming qualities in terms of interference rejection.
A narrowband interference source that disrupts only one FDMA signal would dis-
rupt all CDMA signals simultaneously. Furthermore, FDMA eliminates the need to
consider the interference effect between multiple signal codes (cross-correlation).
Thus, GLONASS offers more frequency-based interference rejection options than
GPS and also has a more simplified code selection criterion. GLONASS satellites
transmit signals centered on two discrete L-band carrier frequencies. Each carrier
frequency is modulated by the modulo-2 summation of either a 511-kHz or 5.11-
MHz PRN ranging code sequence and a 50-bps data signal. This 50-bps data signal
contains the navigation frames and is denoted as the navigation message. Figure
4.10 shows a simplified block diagram of the signal generator. Details of the fre-
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Figure 4.10 GLONASS signal generator. (Courtesy of Brian Terrill.)

quencies, modulation, PRN code properties, and navigation message are covered
next [1, 34, 35].

4.7.2 Frequencies

Each GLONASS satellite is allocated a distinct pair of carrier frequencies, referred
to as L1 and L2. Each of those distinct carrier frequencies is defined by the follow-
ing equations:

fi1 (k) =(1602.0 + k0.5625) MHz
fia (k) =(1246.0 +k0.4375) MHz

where K is an integer value between -7 and + 6 that defines each distinctly allocated
carrier frequency [5]. The spacing between adjacent frequencies on L1 is 0.5625
MHz and 0.4375 MHz for L2. Originally, K was a unique integer for each satellite
and varied from 0 to 24. However, it was discovered that L1 signal transmissions
interfered with radio astronomy measurements of the hydroxyl (OH) radical near
1,612 MHz. In accordance with recommendation by the International Telecom-
munications Union (ITU), in 1998, the initial frequency allocation was modified to
k=0, ..., 12, and in 2005, negative channels were introduced, thus changing the
channel range to k =-7, ...,+6. This channel limitation is addressed by assigning the
same K number to satellites on opposite sides of the Earth (antipodal). This center
frequency modification has little effect on terrestrial users who cannot see antipodal
satellites simultaneously [5].

The values of K listed above are the proposed values for satellites operating
under normal conditions. Other values of K may be assigned for certain com-



Table 4.4 GLONASS Nominal L1 and L2
FDMA Frequencies

Nominal Value
of Frequency Nominal Value of
No. of  in L1 Subband  Frequency in L2

Channel (MHz) Subband (MHz)
06 1,605.375 1,248.625
0S 1,604.8125 1,248.1875
04 1,604.2500 1,247.7500
03 1,603.6875 1,247.3125
02 1,603.125 1,246.4375
01 1,602.5625 1,246.000
00 1,602.0000 1,245.5625
-01 1,601.4375 1,245.5625
-02 1,600.8750 1,245.1250
-03 1,600.3125 1,244.6875
-04 1,599.7500 1,244.2500
-05 1,599.1875 1,243.8125

-06 1,598.6250 1,243.3750
-07 1,598.0625 1,242.9375

mand and control processing or under exceptional circumstances according to the
Russians [1].

4.7.3 Modulation

In a similar manner to the legacy GPS signals, each satellite modulates its L1 car-
rier frequency with two PRN ranging sequences. One sequence, called the P-code,
is reserved for military purposes. The other sequence, called the C/A-code, is for
civil use and aids acquisition of the P-code. Each satellite modulates its L2 carrier
frequency solely with the Modulo-2 summation of P-code and navigation data. The
P-code and C/A-code sequences are the same for all satellites [1, 34, 35].

4.7.4 Code Properties

Both GLONASS and GPS use pseudorandom codes that facilitate satellite-to-user
ranging and have inherent interference rejection. GLONASS C/A-code and P-code
sequences are described next [1, 34, 35].

GLONASS C/A-code has the following characteristics:

« Code type: Maximum length 9-bit shift register;
« Code rate: 0.511 Mchips/s;
. Code length: 511 chips;

« Repeat rate: 1 ms.

A maximum-length code-sequence exhibits predictable and desirable auto-
correlation properties (see Section 2.4). The 511-bit C/A-code is clocked at 0.511



Mchips/s, thus the code repeats every millisecond. This use of a relatively short
code clocked at a high rate produces undesirable frequency components at 1-kHz
intervals that can result in cross-correlation between interference sources, reducing
the interference rejection benefit of the spread frequency spectrum. On the plus
side, the FDMA nature of the GLONASS signal significantly reduces any cross-
correlation between satellite signals because of the frequency separation. The rea-
son for the short code is to allow quick acquisition, requiring a receiver to search
a maximum of 511 code phase shifts. The fast code rate is necessary for range dis-
crimination, with each code phase representing approximately 587m. Figure 4.11
shows the structure for shift registers used to generate the C/A-spreading code [5].

4.7.5 GLONASS P-Code

Because the P-code is strictly a military signal, there is very little Russian informa-
tion available on the GLONASS P-code. Most P-code information is derived from
analysis of the code performed by various independent individuals or organizations
such as Dr. Peter Daly and his graduate students at the University of Leeds, United
Kingdom. Based on such analysis, the P-code characteristics are [35-38]:

« Code type: Maximum length 25-bit shift register;
« Code rate: 5.11 Mchips/s;
. Code length: 33,554,432 chips;

« Repeat rate: 1 second (repeat rate is actually at 6.57-second intervals, but
chipped sequence is truncated such that it repeats every 1 second) [35-38].

As with the C/A code, the maximum length code has exceptional, predictable,

auto-correlation properties. The significant difference between the P-code and
the C/A code is that the P-code is much longer compared to its clock rate, thus
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Figure 4.11 GLONASS C/A-code shift register [5].



repeating only once every second. Although this produces undesirable frequency
components at 1-Hz intervals, the cross-correlation problem is not as severe as
with the C/A-code. As with the C/A-code, FDMA virtually eliminates any problems
involving cross-correlation between GLONASS satellite signals. While the P-code
gains in terms of correlation properties, it sacrifices in terms of acquisition. The P-
code contains 511 million code phase-shift possibilities. Thus, a receiver typically
acquires C/A code first, and then uses the C/A code to help narrow the number of
P-code phase shifts to search. Each P-code phase, clocked at 10 times the C/A code,
represents 58.7m in range. A handover word (HOW) like the one used in GPS to
facilitate handover to P(Y) code is not necessarily needed. The GLONASS P-code
repeats once every second, making it possible to use the timing of the C/A code
sequence to assist in the handover process. This is an example of one more design
trade-off between the desired security and correlation properties of a long sequence
and the desire for a faster acquisition scheme. GPS employs the former implemen-
tation while GLONASS employs the latter [35]. Figure 4.12 shows the structure for
shift registers used to generate the P-code [36].

4.7.6 Navigation Message

Unlike GPS, GLONASS has two types of navigation messages. The C/A code navi-
gation message is modulo-2 added to the C/A code at the satellite, whereas a P-code
unique navigation message is modulo-2 added to the P-code. Both navigation mes-
sages are 50-bps data streams. The primary purpose of these messages is to provide
information on satellite ephemeris and channel allocations. The ephemeris informa-
tion allows the GLONASS receiver to accurately compute where each GLONASS
satellite is located at any point in time. Although ephemeris is the predominant
navigation information, there is an assortment of other items provided such as:

« Epoch timing;

« Synchronization bits;
« Error correction bits;
. Satellite health;

. Age of data;

« Spare bits.
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In addition, the Russians plan on providing data that will facilitate the com-
bined use of GPS and GLONASS, particularly the difference between GLONASS
system time and GPS system time. An overview of the C/A-code and P-code naviga-
tion messages is provided next [34, 35].

4.7.7 C/A Navigation Message

Each GLONASS satellite broadcasts a C/A-code navigation message that contains
a superframe consisting of 5 frames. Each frame contains 15 lines with each line
containing 100 bits of information. Each frame takes 30 seconds to broadcast, so
the entire superframe is broadcast once every 2.5 minutes [5, 34].

The first 3 lines of each frame contain the detailed ephemeris for the satellite
being tracked. Since each frame repeats every 30 seconds, a receiver will receive a
satellite’s ephemeris within 30 seconds once data reception begins [34].

The other lines of each frame consist primarily of approximate ephemeris (i.e.,
almanac) information for all the other satellites in the constellation. Each frame
can hold the ephemeris for 5 satellites. Since the constellation will have 24 satel-
lites, all 5 frames must be read in order to get the approximate ephemeris for all the
satellites. This takes approximately 2.5 minutes [1, 34].

The approximate ephemeris information is not as accurate as the detailed
ephemeris and is not used for the actual ranging measurement. Nonetheless, the
approximate ephemeris is sufficient to allow the receiver to quickly align its code
phase and acquire the desired satellite. Once acquired, the satellite’s detailed ephem-
eris is used for the ranging measurement. As with GPS, the ephemeris information
is often valid for hours. Therefore, a receiver does not need to continually read the
data message in order to compute accurate position. Figure 4.13 shows the struc-
ture of C/A-code navigation message [5].

4.7.8 P-Code Navigation Message

The Russian military has not publicly published any specifics on their P-code. None-
theless, a number of independent organizations and individuals have investigated
the P-code waveform and published their results [34].

The following information is extracted from the published information. The
important thing to remember is that the Russians publicly provided the detailed
information on their C/A-code data message and have given certain guarantees
regarding its continuity. No such information or guarantees exist regarding the P-
code data. Thus, the P-code data structure described next may change at any time
without notice.

Each GLONASS satellite broadcasts a P-code navigation message consisting of
a superframe, consisting of 72 frames. Each frame contains 5 lines with each line
containing 100 bits of information. Each frame takes 10 seconds to broadcast, so
the entire superframe is broadcast once every 12 minutes [34].

The first 3 lines of each frame contain the detailed ephemeris for the satellite
being tracked. Since each frame repeats every 10 seconds, a receiver will receive a
satellite’s ephemeris within 10 seconds once data reception occurs. The other lines
of each frame consist primarily of approximate ephemeris information (i.e., alma-
nac) for the other satellites in the constellation. All 72 frames must be read to get all
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Figure 4.13 GLONASS C/A-code frame and message structure [5].

the ephemeris, taking 12 minutes [34]. Figure 4.14 shows the structure of P-code
navigation message [35].

4.7.9 CDMA Navigation Signals

In 2012, as part of the GLONASS modernization efforts, Russia signed a new fed-
eral targeted program, Maintenance, Development, and Use of GLONASS 2012-
2020, according to which the next-generation spacecraft would carry both legacy,
as well as new signals with code division [9]. The new signals provide better accu-
racy, improved multipath resistance, and greater interoperability with other GNSS
systems because of their CDMA modulation. The Glonass-K1 and new Glonass-M
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Figure 4.14 GLONASS P-code frame and message structure [38].

satellites transmit a test open service signal on L3 only, whereas future Glonass-K2
satellites will transmit signals in L1, L2, and L3, using a different design.

At the time of this writing, newly launched Glonass-K1 and Glonass-M sat-
ellites were transmitting a test civil CDMA signal in the L3 band designated as
L3OC. The first satellite carrying the L30C signal, Glonass-K1, was launched on
February 26, 2011. Since 2014, newly launched Glonass-M spacecraft also carry
the new L30OC signal. Although an updated GLONASS Interface Control Docu-
ment was still pending publication, limited data on the signals has been published
[39]:

« Frequency: The new GLONASS L3OC signal is centered at 1,202.025 MHz.

« Modulation: The L30OC signal is modulated onto the carrier using quadra-
ture phase-shift keying (QPSK), with an in-phase data channel and a quadra-
ture pilot channel (see Figure 4.15).

« Code properties: The L30C signal has the following code characteristics:
. Code type: Maximum length 9-bit shift register;



BC=Barker Code, CC=Convolution Code, NH=Neuman-Hofman Code,
NS=Navigation message symbol, IS=Initial State

Figure 4.15 Glonass-K1 L3 CDMA signal generator [39]. (Courtesy of Brian Terrill.)

. Code rate: 10.23 Mchips/s;
. Repeat rate: 1 ms [39].

. Navigation message: The L30C navigation message consists of 8 naviga-
tion frames to facilitate complete information for a 24-satellite constellation
broadcasting the L30C CDMA signals. Each frame will include 5 strings
and will last 15 seconds. The entire superframe will rebroadcast every 2
minutes. When the constellation reaches 30 satellites broadcasting CDMA
L30OC, the navigation frames will increase to 10, and the length of the su-
perframe to 2.5 minutes, respectively. Every navigation frame has a full set
of ephemerides for the current satellite and part of the system almanac for
three satellites. The full system almanac is broadcast in one superframe. A
time marker is located at the beginning of a string and given as a number of
a string within the current day in the satellite time scale [40].

« Future Glonass-K2 CDMA signals: At the time of this writing, only limited,
fragmented information was available on the modulation signal structure
and navigation message for the future civil and military CDMA signals on
Glonass-K2 spacecraft. Like planned signals for GPS, Galileo, and Beidou,
Glonass-K2 satellites will transmit signals using BPSK and BOC modulations.
The two-channel structure (information/data and dataless pilot channel) al-
ready introduced with the text L30C will be retained. Additionally, time
division multiplexing will be added, as well as encrypted military channels.

The ICD covering future CDMA signals is yet to be published; however,
some preliminary information is available in Russian academic literature



Table 4.5 Future CDMA Signals on Glonass-K2

Carrier

Frequency Code Rate
Signal ~ (MHz) Modulation ~ (Mchips/s)
L10Cd 1,600.995 BPSK 1 10.23

L10Cp 1,600.995 BOC(1,1)  10.23
L1SCd  1,600.995 BOC (5,2.5) 2.5x10.23
L1SCp 1,600.995 BOC (5,2.5) S5x10.23
L20Cd 1,248.06  BPSK 1 10.23
L20Cp 1,248.06 BOC(1,1)  10.23
L2SCd 1,248.06  BOC (5,2.5) 2.5x10.23
L2SCp 1,248.06  BOC (5,2.5) $x10.23
L30Cd 1,202.025 TBD 10.23
L30Cp 1,202.025 TBD 10.23

[41]. The main known attributes of the future CDMA K2 signals are in Table
4.5.

« Future Glonass-KM CDMA signals: At the time of this writing, no design
data was available on the signal structure on future Glonass-KM spacecraft.
It is expected that the satellites will continue to carry the legacy FDMA sig-
nals, the CDMA signals already introduced on Glonass-K2, and introduce a
new L5 signal centered at 1,176.45 MHz [42].
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Galileo

Daniel Blonski, Igor Stojkovic, and Sylvain Loddo

GNSS has become the standard means of navigation, positioning, and timing with
widespread applications in a large variety of fields. Recognizing the strategic im-
portance of these applications, Europe developed its own GNSS strategy in the
early 1990s. This strategy resulted first in a European SBAS, EGNOS (see Section
12.6.1.2), and then continued towards the implementation of a complete European
SATNAV system referred to as Galileo. The focus of this chapter is to provide a
detailed description of the technical aspects of Galileo.

5.1 Program Overview and Objectives

The Galileo program is Europe’s initiative for a state-of-the-art SATNAV system,
providing a highly accurate global positioning and timing service under civilian
control. Galileo will provide Europe with independence in satellite navigation but
it will also be interoperable with the other SATNAV systems.

In 1999, the European Commission (EC) and the European Space Agency
(ESA) established the fundamental need for the development of a European GNSS
component [1, 2]. Based on the experience with EGNOS and consultations with
global stakeholders, the following key objectives were identified:

. To increase control of satellite-based safety critical navigation systems;

« To ensure positioning and timing services for European users with the objec-
tive of reducing the risk in case of a policy change affecting access to GPS;

« To support the competitiveness of European industries in the global SAT-
NAV market and to grant access to the development of GNSS technologies.

These objectives were analyzed as part of the Galileo comparative system stud-
ies conducted by ESA in the period 1999 to 2000. The result of the studies was a
recommendation to develop a global SATNAV system with a similar design as the
existing GPS and GLONASS systems. The early design phases were cofunded by
both ESA and EC.



The European Union (EU) is the owner of the Galileo system and its 28 mem-
ber states are important stakeholders of the program. The EC, being the executive
body of the EU, is the Program Manager of the European GNSS program.

ESA is the technical design authority of the Galileo system. Since the 1990s,
ESA has led SATNAV activities in Europe. In the 2000s, ESA and its industrial
partners were driving the consolidation of the system design based on the Galileo
System Test-Bed (GSTB) activities targeting the validation of ground processing
techniques. The GIOVE A (Galileo In-Orbit Validation Phase Element) and GIOVE
B satellites, launched in 2005 and 2008, respectively, validated new space technolo-
gies in orbit (e.g., the clocks) [3]. Those early activities were the foundation of the
system development leading to a successful In Orbit Validation (IOV) campaign
based on the first complete version of the Galileo ground segments and four IOV
satellites in 2013 [4]. Accomplishing a successful service validation campaign, per-
formed throughout 2016, the European Commission declared the start of the Gali-
leo Initial Services on December 15, 2016 [5].

Today, ESA is leading the completion of the system through its FOC, expected
to be reached in 2020. ESA is responsible for the finalization of the development
and deployment of the Galileo system. As part of this role, ESA is in charge of the
operational validation and will hand over the infrastructure in incremental system
builds to the EC and the European GNSS Agency (GSA) for service provision and
exploitation. ESA is supported by industrial contractors providing system engineer-
ing technical assistance (SETA). The SETA prime contractor is Thales Alenia Space
Italia (TAS-I), which is supported by Thales Communications France (TCS) Airbus
Defence and Space Germany (ADS-G).

GSA is supporting the EC for the promotion, commercialization, operation,
and exploitation of the European GNSS infrastructure: EGNOS and Galileo. The
GSA, on behalf of the EC, is managing EU GNSS Framework Programme activities
and ensures the certification and accreditation of the system components of Galileo
and EGNOS.

5.2 Galileo Implementation

The development of the Galileo system has followed an incremental approach. Each
of the subsequent phases had its own set of objectives. The two major implementa-
tion phases are:

1. The IOV phase provides the end-to-end validation of the Galileo system
concepts based on an initial constellation of four operational Galileo space-
craft and a first ground segment, implementing all key functions of a global
SATNAV system.

2. The FOC phase will complete the deployment of the Galileo constellation
and ground infrastructure and achieve full operational validation and sys-
tem performance. During the deployment completion, the infrastructure
will be integrated and tested in system builds that contain gradually en-
hanced segment versions, increasing the number of remote elements and
satellites.



As part of the IOV phase, two experimental satellites, GIOVE A (launched in
December 2005) and GIOVE B (launched in April 2008), contributed to the char-
acterization of the radiation environment in MEO and the validation of ground
processing techniques that evolved from the early GSTB experimentation. The
broadcast of the experimental GIOVE signals secured the spectrum required for
Galileo in accordance with International Telecommunication Union (ITU) World
Radiocommunication Conference frequency allocations to the RNSS. Further-
more, both satellites enabled performance testing of critical payload technology
(e.g., AFSs, radiation hardened digital technology) in the Galileo MEO target orbit.
The satellites, together with a ground segment prototype, allowed end-to-end test-
ing of the fundamental system concepts before the development of elements of the
final system was completed [3].

The objectives of the IOV phase were accomplished with the completion of the
IOV Test Campaign, during which the core functions of the final Galileo system
have been successfully tested.

The ongoing FOC phase will lead to the fully deployed and validated Galileo
system. During this phase, the Galileo system will be handed over in stages to the
EC and the GSA for service provision and exploitation.

5.3 Galileo Services

The Galileo system is expected to meet a variety of user needs. The set of specified
services form the basis of the system design and operations and have been used
to consolidate the main features of the Galileo navigation system. However, the
capabilities of the system will serve a much larger range of applications, well be-
yond the scope of the defined services. This section focuses on a description of the
Galileo services identified to form the core mission. These services will be provided
worldwide and independently from other SATNAV systems, by using the signals
broadcast from the Galileo satellite constellation.

The reference services envisaged for the Galileo FOC phase are: the Open Ser-
vice (OS), the Commercial Service (CS), the Public Regulated Service (PRS), and the
support for the satellite-aided Search and Rescue (SAR) service. Beyond providing
the reference services, the signals emitted by Galileo satellites are interoperable
with other GNSS signals, and therefore enable a much wider range of applications
relying on utilization of multiple GNSS constellations in parallel. Key aspects of
interoperability are addressed in Section 5.6. The expected system performance of
the FOC system is presented in Section 5.8.

5.3.1 Galileo Open Service

The Galileo OS will provide publicly accessible PVT information to worldwide us-
ers through the ranging signals on three frequencies designated as E1, E5Sa, and ESb.
This service is suitable for mass-market applications, such as in-car navigation or
personal navigation by mobile phones. The targeted dual-frequency performance
of the OS, as defined in the High Level Definition document [6], is summarized in
Table 5.1.



Table 5.1 Galileo OS Performance Design Targets
Open Service—Dual Frequency E1/ESa or E1/ESb
Coverage area | Global

Position accuracy [95%] | 4m/8m
UTC timing accuracy [95%] | 30 ns
Awvailability of service over system lifetime | 99.5%

This performance will be achievable by users at any point in the global service
area with a very high availability provided that the users are equipped with receiv-
ers that track and process signals of all Galileo satellites with an elevation higher
than 5° above the local horizon. The minimum performance levels of the Galileo
Initial Open Service have been published in the Open Service Definition Document
[7], following the declaration of Initial Services by the EC (see Sections 5.8.2.2 and
10.2.4.1).

5.3.2 Public Regulated Service

The public regulated service (PRS) will provide PVT capabilities to government-
authorized users requiring a higher level of protection (e.g., increased robustness
against interference or jamming). The PRS signals will be encrypted, and access to
the service will be controlled through a government-approved secure key distribu-
tion mechanism. The PRS will only be accessible through receivers equipped with a
PRS security module loaded with a valid PRS decryption key. The PRS service will
be provided in the E1 and E6 bands.

5.3.3 Commercial Service

The CS will allow the development of professional applications by supporting the
dissemination of value-added data on a dedicated commercial service signal. The
CS features a global broadcast of such value-added data in real time in the E6 band.
The currently envisaged services that might be provided by means of the CS signal
are related to high accuracy and authentication [8].

5.3.4 Search and Rescue Service

SAR/Galileo, the Galileo search and rescue service, comprises the forward link alert
service (FLS) providing timely and accurate detection and localization of emergency
beacon alerts and the return link service (RLS) providing a means to deliver short
messages to emergency beacons equipped with Galileo receivers.

The Galileo constellation is equipped with repeaters that relay alarms from
406-MHz distress beacons to globally distributed MEO local user terminals (ME-
OLUTs). An interface with the Galileo infrastructure is implemented to enable re-
turn link messages to the SAR users providing information such as that the res-
cue operation is engaged. This return link capability will be provided through the
Galileo navigation signals themselves. The SAR/Galileo service is fully integrated
into the MEOSAR cooperative international effort by members of the COSPAS-
SARSAT organization. The minimum performance levels of the Galileo Initial SAR



Service have been published in the SAR Service Definition Document [9], following
the declaration of Initial Services by the EC.

5.3.5 Safety of Life

The initial Safety of Life (SOL) service was intended for safety-critical user applica-
tions. As part of the Galileo Mission Consolidation Review, carried out by the EC
with the involvement of the major program stakeholders, the provision of a Euro-
pean SOL service through Galileo has been revised. The SOL service is currently
under reprofiling and the implementation of dedicated SOL functions has been
postponed until later phases of the program. A future SOL service might rely on
existing regional solutions and might envisage also a collaborative approach with
other GNSS constellation providers [10, 11].

This re-profiling of the SOL service allowed to alleviate the driving SOL targets
imposed on the global infrastructure of Galileo. The resulting relaxation of the de-
manding performance targets allowed a significant reduction of system infrastruc-
ture. As part of this reprofiling, the Galileo system is required to support the SOL
application by means of the OS signals. In addition, a future version of the EGNOS
will be designed to provide the related corrections and integrity information to
safety critical user communities.

The focus of this Galileo chapter is on the public signals of the OS and on the
SAR/Galileo services.

5.4 System Overview

The core infrastructure of the Galileo system consists of three segments: the ground
segment, the space segment, and the user segment (see Figure 5.1). The objective
of this section is to provide additional information on the ground and space seg-
ments and a summary of the Galileo System elements is provided in Table 5.2. Each
segment has distinct functions to allow the overall system to perform its mission,
providing navigation services on a global scale.

The Galileo space segment will consist of a constellation of 24 operational
satellites distributed over three planes with additional in-orbit spare satellites. The
total number of satellites in orbit will be 30. Each satellite will broadcast the navi-
gation signals, the navigation data provided by the ground segment together with
its own time stamps, and will relay SAR alerts.

The Galileo ground segment is composed of two parts: the ground mission seg-
ment (GMS) and the ground control segment (GCS). The ground mission segment
contains all functions necessary to determine the navigation message data and to
disseminate those data to the satellites. For this purpose, it comprises a network of
16 globally distributed sensor stations monitoring the satellite signals, the relevant
processing facilities to determine the orbit and clock correction, message genera-
tion, service monitoring and contact planning through two Galileo control centers
(GCCs), and 5 globally distributed mission uplink stations (ULSs). A global com-
munication network interconnects the centers and the stations. In addition, the
GMS provides interfaces to external service providers and service facilities.
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Figure 5.1 Galileo high-level system architecture and system context.

The GCS contains all functions necessary to operate each individual satellite
and to maintain the overall constellation geometry. For this purpose, it contains
5 telemetry, tracking and control (TT&C) stations distributed globally and the
related ground processing facilities at both control centers to monitor, control, and
maintain each satellite platform and its payload to allow the dissemination of the
mission data with high availability. Each segment is described in more detail in the
following sections. The prime contractor for the GMS has been Thales Alenia Space
(TAS-F) and the prime contractor for the GCS Airbus Defence & Space (ADS-UK).

The Galileo system will provide its services to various types of end-user appli-
cations which rely on SATNAV receivers for the utilization of the Galileo signals.
A variety of such applications can be envisaged exploiting the different Galileo
signals and messages. For the purpose of end-to-end verification and testing, sev-
eral Galileo test user receivers have been manufactured and deployed in the field.
Furthermore, dedicated test campaigns for mass market and professional receivers
are carried out by ESA, GSA and the EC Joint Research Center. The user segment
is not further elaborated as part of this chapter, for which the focus is on the system
aspects.

In addition to the above mentioned core elements, the system is supported by a
number of external service facilities [7].



Table 5.2 Galileo FOC Architecture Elements Supporting the Navigation Services

Galileo Infrastructure | Final FOC configuration

Space segment

Constellation | 30 satellites in MEO Walker 24/3/1 constellation
Satellites | 4 IOV satellites, 24+ FOC satellites

Ground segment

Galileo Control Centres | Two complete control centers, GCC-I in Fucino, Italy and GCC-
D in Oberpfaffenhofen, Germany, each equipped with opera-
tional GMS for service provision operational GCS for satellite
control

TT& C stations | Up to 6 TT&C stations
Mission uplink stations (ULS) | 5 ULS sites
Galileo sensor stations (GSS) | 16 sites
Communications network | Diverse-routed links between each GCC and the remote sites
In-orbit test (I0T) center | Redu IOT connected to both GCCs
External support
Launch site (LS) | Soyuz and Ariane 5 Launch sites in Kourou connected to GCSs

External satellite control | LEOP Centre in CNES Toulouse, LEOP Centre in ESA/ESOC
centers | Darmstadt, connected to GCSs and external TT&C stations

Service facilities | Galileo Security Monitoring Centres (France and United
Kingdom)

Time service provider

Geodetic reference service provider

Galileo Reference Centre

Galileo Service Centre

Return link service provider

« The Galileo Time Service Provider (GTSP) delivers the relevant steering data
to allow a highly accurate realization of UTC at the user level based on Gali-
leo System time (GST).

« The Geodetic Reference Service Provider (GRSP) ensures the alignment of
the Galileo Terrestrial Reference Frame (GTRF) with the ITRF by regularly
computing the sensor station locations in this reference frame. The GRSP
will also carry out an independent verification and calibration of the orbital
products of Galileo using satellite laser ranging data from the International
Laser Ranging Service (ILRS).

« The European GNSS Service Centre (GSC) provides detailed information on
the status of the Galileo system to the public and acts as a point of contact
for users of the OS. Furthermore, the GSC provides the interface between the
core system and CS providers.

« The Galileo Security Monitoring Centre (GSMC) provides security monitor-
ing of the system as well as management functions for the PRS users. It acts
as the interface for governmental entities to the Galileo system.

« The Galileo Reference Centre (GRC) will independently monitor the quality
of the provided Galileo services during the Galileo Exploitation Phase.

« The SAR/Galileo Service Centre hosts the infrastructure for coordinating
and supporting the provision of the SAR FLSs and RLSs and will perform



SAR performance monitoring based on reference beacons. Three European
MEOLUTs, located on the far corners of the European SAR coverage area
(ECA), provide the Galileo/SAR/FLS by detecting and localizing emissions of
SAR distress beacons. The SAR/Galileo RLS will rely on the dissemination
capabilities of the Galileo core system to notify SAR/Galileo users with an
acknowledgement of their distress transmission.

« The Galileo system has interfaces to external satellite control centers for
the support of the Launch and Early Operations Phase (LEOP). The LEOP
support is provided by 2 LEOP control centres located at the ESA/European
Space Operation Centre and at the Toulouse Space Centre of the French Na-
tional Centre for Space Studies (CNES).

« The In-Orbit Test (IOT) activities are supported by a dedicated IOT station
located in the ESAs Redu Centre in Belgium. The IOT station is equipped
with a high-gain antenna and a measurement system for detailed charac-
terization of the Galileo L-band signal-in-space. Furthermore, ultrahigh
frequency (UHF) transmitters are available to support SAR transponder
commissioning. The IOT station also contains a C-band uplink to support
satellite commissioning and operations.

5.4.1 Ground Mission Segment

The Galileo GMS is performing the mission related tasks such as computation and
dissemination of the navigation data as well as generating GST. The GMS is com-
posed of centralized elements located at the 2 GCCs and remote elements distrib-
uted globally to allow good coverage of the Galileo satellite constellation. The key
processing functions of the ground segment and their interactions are shown in
Figure 5.2.

The remote elements are:

« A network of 16 Galileo GSSs used for L-band ranging measurements
from each Galileo satellite and for monitoring the Galileo signals in space.
The measurements are used for orbit determination, time synchronization
(ODTS) and the supervision of the products provided by the GMS.

« A network of 5 Galileo mission ULSs disseminates the mission-related data
(navigation, SAR, CS, other navigation-related products) from the GMS to
each Galileo satellite via C-band.

The remote elements are connected to the two GCCs through a high-perfor-
mance communication network denoted as the Galileo Data Dissemination Net-
work (GDDN). Both geographically redundant GCCs, one in Oberpfaffenhofen
(Germany) and one in Fucino (Italy), are fully redundant and contain all the facili-
ties for the navigation processing and monitoring and control of the system and its
elements.

The GMS is connected to external facilities which provide data to the system
such as the time and terrestrial reference products needed for the ODTS processing
and GST generation.
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In addition to the remote stations, the GMS contains several mission-essential
facilities that are centralized at the GCCs. In addition to the data-processing, time-
keeping, and message generation facilities that will be further described in this sec-
tion, the GMS also contains auxiliary functions such as monitoring and control of
the ground assets, data archiving, mission planning and ULS contact scheduling,
online mission monitoring, and offline data analysis and data exchange with exter-
nal entities. Furthermore, the GMS provides operations training, system security,
and communication network-related functions. These functions are rather generic
for systems of such complexity and importance as Galileo and are therefore not
further discussed in detail here.

The core functions supporting the navigation mission are implemented in the
orbit and synchronization processing facility (OSPF) that estimates the orbital lo-
cation of the satellite and the offset and drift of its clock and, based on this data,
predicts satellite ephemeris and clock bias to be used for the navigation message
broadcast.

The Precise Time Facility (PTF) is the time source of Galileo, generating GST
and synchronizing all system assets to GST.

The Message Generation Facility (MGF) builds the navigation messages to be
uplinked. The functions and interactions of the key elements of the GMS are best
described by elaborating the Navigation Message determination and dissemination
process.

5.4.1.1 Galileo System Time Generation

The Galileo GMS generates GST using the atomic clocks of the PTE. The GST
is linked to TAI and the required time synchronisation is performed with either
TWSTFT or Common View technique links with the TSP. There are two PTFs
deployed in the Galileo GMS, one in each GCC, one acting as the master PTF and
the other acting as the slave PTFE. The slave PTF is steered to the master PTF using
PTF-to-PTF links. The Galileo-to-GPS time offset (GGTO) is estimated by the PTE,
which relies on synchronization links with GPS system time via the USNO and a
coordination interface aligned to a PTF check algorithm. (Note that the Galileo-to-
GPS Time Offset is one version of the GGTO cited in Tables 3.17 and 3.18.

Each of the two PTFs contains two active hydrogen masers (AHM) in hot-
redundancy and four Caesium clocks. The output of the master AHM steered to
UTC modulo 1 second constitutes the physical realisation of the GST.

The Galileo system follows the recommendation 460-4 of the ITU and provides
information that allows users to derive UTC from GST. The steering correction
required to maintain the close alignment of the GST with UTC is provided by the
GTSP. The future GTSP will ensure that GST is maintained within 50 ns (95%) to
UTC modulo 1 second.

In the context of multiple GNSS constellations providing their services to us-
ers globally, there is a need to provide sufficient information to allow transpar-
ent utilization and seamless transition between the various systems. The Galileo
and GPS system time scales are established independently from each other, but
both time scales are steered to UTC. The difference between both timescales is the
GGTO. The GGTO is determined by the Galileo PTF and broadcast as GGTO off-
set and drift through the Galileo navigation message. In the Galileo system, there



are redundant techniques implemented to derive the GGTO. The baseline for the
IOV phase has been to derive the GGTO based on TWSTFT between the USNO
and the Galileo PTE For better accuracy and improved stability, the final Galileo
Ground Segment implements a calibrated combined Galileo/GPS receiver to derive
the GGTO based on signal measurements of both systems.

5.4.1.2 Navigation Data Generation

A worldwide-distributed network of GSSs continuously collects observables of the
Galileo signals-in-space. The GSS receivers make pseudorange measurements ref-
erenced to the time provided by the GSS local AFS-based clock. The products of
the ODTS algorithm depend on the quality and quantity of these observables. The
quality of the observation data is to a large extent also driven by the receiver design
and the local receiver environment (in particular for multipath and RF spectrum
interference). The GSS reference receiver is a high-accuracy receiver especially man-
ufactured for this function. It includes an atomic clock for time keeping and time
stamping of the observation data.

The GSS sites were carefully selected to be at locations with benign RF envi-
ronments. Before being selected as a reference site, the local RF environment had
been well characterized. The coverage of the GSS network is shown in Figure 5.3.
A regular monitoring of data quality parameters and network connectivity is per-
formed for each individual receiver to ensure the high quality and availability of the
observations used to compute the navigation messages.

The performance and sizing of this real-time network was initially driven by
the demanding SOL requirements. After the reprofiling of the SOL service, the GSS
network has been adapted to the needs of the OS and PRS, which still demand high
data quality and availability. The resulting network consists of 16 GSS sites with
redundant hardware and geographic diversity to provide tolerance to faults.

The GSS network provides the real-time observables and the received naviga-
tion messages to the GCCs for processing. The data transmission is performed via
the GDDN, which consists of dedicated leased communication lines that include a
very small aperture terminal (VSAT) infrastructure and landlines depending on the
location of the remote sites.

The collected observations are routinely processed by the ODTS function,
which generates a new navigation data set once every 10 minutes based on the
predicted evolution of the satellite orbit and clock. This ODTS estimation process
is based on a least squares algorithm that is estimating the orbit and clock of all
satellites for each service individually. These estimates are based on signals of the
respective service (see mapping in Table 5.5).

The near-future behavior of the clock and orbit are predicted based on these
estimates. In order to generate the full navigation data set, the evolution of the or-
bit and clock for each satellite are predicted over the next 24 hours. The tuning of
the algorithm is such as to ensure a minimum ranging error for lower ages of data.

The full navigation dataset is divided into 8 batches of 3 hours each, identified
by a different Issue of Data (IOD) parameter. The predicted orbit and clock infor-
mation is then parameterized for dissemination in the navigation message. The
message encoding details can be found in [12].
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This split of the navigation information in batches is done to reduce errors of
the message, when parameterized and encoded for dissemination. The preparation
of the navigation data and the incorporation of auxiliary data (partly stemming
from external sources, for example, the SAR RLM) are done by the MGFE.

The first four batches of each new set are disseminated to the satellites by the
ULS network, while the complete set is uplinked through the TTC. The targeted
ODTS error has been a design driver for the mission uplink network. The ULS net-
work sites, identified in Figure 5.4, have been selected such that consecutive ULS
contacts to a specific satellite occur within 100 minutes for a fault-free state of the
system. This duration is linked to the ODTS accuracy over time, while the design
target was to ensure the user ranging error (URE) is better than 0.65m (10). Based
on early clock experimentation results, the message refresh rate was derived to be
100 minutes for RAFS type clocks [13]. The much higher stability of the satellite-
based passive hydrogen maser clock (PHM) and its better predictability by the
ODTS process allows for longer prediction times in case of ground segment uplink
failures (see also Section 5.4.3.2).

To achieve a regular uplink of the navigation data and ensure the dissemination
of other data, such as the SAR RLS message or the CS data, a dedicated facility
computes the most efficient uplink schedule to satisfy the needs of each service
based on the available system resources (satellites and ULSs). The corresponding
algorithm aims at maintaining the broadcast of up-to-date navigation data and
health information by each Galileo satellite. The uplink scheduling function en-
sures the high quality of the ranging signals during nominal operations by control-
ling the aging of the broadcast messages.

During a scheduled ULS contact, the most recent navigation message batches
are uplinked. The first batch is immediately broadcast by the satellite after com-
plete reception. This process ensures that the most up-to-date navigation informa-
tion is available to the users of the corresponding service.

Until another ULS contact is made, the stored navigation messages are broad-
cast sequentially. Each single valid message is continually broadcast until it reaches
an age of 3 hours. At that point, the satellite will start broadcasting the next batch
stored onboard. The aforementioned dissemination scheme and the imposed con-
straints have been important criteria for the design of the global ULS network with
its § uplink stations.

The end-to-end process, starting from data collection at the GSS and completed
by the application of the navigation data by the user, takes some time. The differ-
ence between the reference time and the time of utilization of the predictions by
the user is called the Age of Data, which is determined by the refresh rate of the
navigation message stored onboard that is driven by the uplink scheduling process
and the availability and latency of the dissemination infrastructure. The lower the
refresh rate, the higher the potential error of the orbit and satellite clock param-
eters in the message.

In early 2015, a significant improvement of the ranging performance of the
Galileo system was achieved through a major upgrade of the GMS [14]. An up-
grade of the elements for the determination and dissemination of the navigation
data was rolled out to the operational infrastructure. As part of this upgrade,
the GSS network and the mission uplink network have been expanded with ad-
ditional locations improving the coverage of the constellation for both observables
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collection and navigation message uplink. As a result of this upgrade, the ranging
performance has significantly improved and is already consistent with the targets
defined for the final Galileo system.

5.4.2 Ground Control Segment

The GCS performs all functions related to the command and control of the satellite
constellation. It supports operations and maintenance activities of the individual
Galileo satellites. The key functions of the GCS are the following:

« Monitoring and control of the operational satellites via periodic contacts
between the satellites and the TTC stations;

« Shared operations and data synchronisation between the two GCCs, acting
in a master-backup configuration to ensure redundancy;

« Short-term planning of satellite operations;
« Flight dynamics;
- Support to operations preparation, training, and validation activities;

« Ground assets monitoring and control.

The platform and payload operations and maintenance activities such as up-
grades of the onboard software, telemetry analysis, and planning and execution
orbit-keeping maneuvers are core tasks of the GCS. The maintenance of the con-
stellation geometry includes also recovery operations in order to address contin-
gency situations and satellite failures with the objective of minimizing the time a
satellite is not contributing to the service provision.

The GCS consists of centralized redundant elements inside each GCC and a
network of 6 remote Galileo TT&C stations with 13-m antennas working in S-
band for command and control of the Galileo satellites. The real-time GCS func-
tions comprise the transmission of satellite tele-commands, that is, the reception
and processing of satellite telemetry and the monitoring and control of ground as-
sets. The nonreal-time GCS functions provide support for the real-time operations
through satellite contact planning, flight dynamics, operations preparation, and
secure key management.

Routine GCS operations are automated and performed in accordance with a
short-term plan, the execution is supervised by operators. In contrast, critical opera-
tions are performed manually, with the support of machine executable procedures.

5.4.3 Space Segment
5.4.3.1 Constellation Geometry and Orbit Design

The reference geometry of the Galileo constellation is the result of detailed studies
optimizing the number of satellites for the provision of the end user services. The
system design initially resulted in a satellite constellation with 27 operational satel-
lites in a Walker 27/3/1 constellation. Each of the three orbital planes was intended
to have one inactive spare satellite to recover faster from satellite ultimate failures
[15, 16]. This configuration was found to be the optimum for the provision of the



SOL and OS services. The SOL was driving the constellation geometry with its de-
mands on satellite failure tolerance, low UERE, and the resulting minimum satellite
elevation angle of 10°. As a result of the SOL reprofiling [10], the minimum user
elevation angle has been reduced to 5° resulting in an optimization of the reference
constellation geometry and a reduction of the number of operational satellites. The
Galileo space segment after the completion of the deployment will comprise 24
operational satellites in a Walker 24/3/1 constellation. The three orbital planes are
equally spaced and inclined 56° with respect to the equator. Each plane in the nomi-
nal constellation contains eight orbital reference slots separated by 45°.

Another major objective for the orbit selection was high service availability
and, derived from this, the need to reduce the number of orbit-keeping maneuvers
[17]. The selected orbit has a semimajor axis of 29,600.318 km (or 23,222-km
altitude); this leads to a repeat cycle of the satellite-Earth geometry of 17 orbits in
10 sidereal days.

This cycle is short enough to allow repeatability of measured characteristics
while being long enough to minimize gravitational resonances. After the initial
orbit fine positioning, only one station-keeping maneuver is needed during the life-
time of a satellite.

To maintain the quality of the provided services over the system lifetime, two
spare satellites will be deployed in each orbital plane. These spare satellites will
reduce the time needed to recover from failures in the constellation. In case one
operational satellite is terminally failed, a spare satellite will be manoeuvred to
replace it within a few days, rather than to prepare and launch on-ground spare
satellites which can easily take up to several months. Table 5.3 provides the Keple-
rian parameters of the Galileo reference slots.

Table 5.3 Galileo Constellation Orbital Parameters

Parameter Value/Derivation
Semimajor axis a 29,600.318 km
Inclination i 56°
Galileo constellation reference T, 21 March 20 1000 : 00 : 00.0 UTC
epoch
Right ascension of ascending node Q,, Q. =Q,+120° (npla/w - l) +Q-(T-T,)
RAAN of Plane A at Galileo refer- Q 25°
ence epoch
Mean RAAN drift Q —-0.02764398
ay

Plane identifier Mplane 1, for Plane A

2, for Plane B

3, for Plane C
Argument of latitude u uy +45°(n,, —1)+15°- (nplmzc - 1) +D,,. (T-T,)
Argument of latitude Slot A01 at  #, 338.333°
Galileo reference epoch
Mean rotation D, 613.722535665

Slot identifier Mgjor 1to8



Q has been computed considering the nonspherical nature of the Earth’s field of
gravitation as well as the effects of the Sun and the Moon. D,,,, is derived from the
ground track repeat cycle of 17 orbit revolutions over 10 sidereal days.

In order to maintain the good geometric properties of the Walker constellation
and the resulting DOP, the actual position of each satellite is allowed to deviate
from the ideal slot position with a tolerance of £2° in both the along-track and
across-track directions. This along-track tolerance is important for maintaining the
relative distance to neighbouring satellites. This requires precise adjustment of the
satellite’s velocity.

During the fine positioning of the satellite at the end of the LEOP phase, the in-
clination and RAAN are optimized within the tolerances of the station keeping box
(pre-biased) to ensure that the satellite’s across-track position over several years is
nominal. The biases are selected considering the satellite drift due to gravitational
forces, solar radiation pressure and other satellite external and internal disturbanc-
es. The objective is to maintain the orbital position within the slot tolerance limits
without the need for fuel-intense out-of-plane orbit keeping maneuvers.

The first Galileo satellites (GSATs) 0101/0102 were launched into the assigned
slots of the initially planned Walker 27/3/1. In order to not jeopardize the objec-
tives of the IOV campaign, it was agreed to launch the second pair of IOV satellites
into slots of the same constellation geometry (Walker 27/3/1). The IOV SV slot po-
sitions were taken into account in the design of the new reference geometry (Walker
24/3/1), while launching into slots of the originally planned 27/3/1 constellation
allowed for an execution of the IOV test campaign according to the initial plans.
Furthermore, the inclusion of the IOV slots within the reference 24/3/1 geometry
avoided fuel-consuming orbit correction maneuvers and related major operational
efforts. Figure 5.5 depicts the current state of deployment and indicates the refer-
ence geometry.

Satellites at the end of their operational life or after a nonrecoverable payload
failure will be decommissioned and placed into a graveyard orbit that is at least
300 km above the nominal operational constellation taking into account the need
for reducing collision avoidance maneuvers and the resulting service degradation.

5.4.3.2 Satellites

The Galileo constellation currently under deployment is composed of two families
of satellites. The satellites of both families are 3-axis attitude controlled and have
an approximate mass of 700 kg and a design lifetime of 12 years.

The first four satellites, GSAT0101 up to 0104, were procured and launched to
form the space component of the Galileo IOV phase. These satellites, manufactured
by EADS Astrium GmbH (now Airbus D&S) as the satellite prime contractor, have
a size of 2.7m x 14.5m X 1.6m (x, y, z in satellite reference frame) and a mass of
approximately 700 kg and are generating 1,420-W power. The first two IOV satel-
lites were launched into the constellation B plane on October 21, 2011.The second
pair of IOV satellites were launched into the C plane on October 12, 2012. Both
launches employed a Soyuz-ST launch vehicle with a Fregat upper stage.

The satellites of the second family, GSAT02xx, are under production by OHB
System AG as prime contractor. The contracted 22 satellites will form the core of
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Figure 5.5 Galileo constellation geometry.

the Galileo FOC constellation. Eight FOC satellites have already been launched
by Soyuz/Fregat from Kourou. The first FOC launch, in August 2014, injected
GSAT0201/0202 into eccentric orbits (see more details in Section 5.4.3.3). The
subsequent four Soyuz launches (March, August, and December 2015 and May
2016) successfully deployed 8 satellites into the Galileo constellation. On Novem-
ber 17, 2016, the first quadruple launch of Galileo satellites was performed suc-
cessfully by an Ariane 5 launch vehicle [18]. The GSAT02xx type satellites have a
slightly higher mass and are able to generate more power than the IOV satellites
(approximately 730 kg and 1.9 kW). The dimensions of the FOC satellite with
deployed solar arrays are 2.5m x 14.7m x 1.1m (x, y, and z).

The satellites of both families, although different by design, have similar com-
ponents and a similar architecture that is described in more detail in the next sec-
tions [19, 20].

Galileo Satellite Platform Architecture

The Galileo satellite platform houses all subsystems required to operate the satel-
lite: the TT&C subsystem, the attitude and orbit control, the propulsion and the
data handling subsystems, as well as the thermal control and power subsystems (see
Figure 5.6). Because the deployment of Galileo satellites is based on direct orbit
injection, the propulsion subsystem is designed only for orbit correction manoeu-
vres requiring limited delta-v capability. The basis of the propulsion system is a set
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Figure 5.6 Galileo satellite platform simplified architecture diagram.

of eight monopropellant thrusters. Each thruster provides a nominal thrust of 1N
using monopropellant grade hydrazine.

The attitude and orbit control subsystem (AOCS) performs the 3-axis attitude
control during all phases of flight and during orbit manoeuvres. To achieve the full
pointing performance during nominal operations of the satellite, the AOCS relies
on Earth and Sun sensors to determine the orientation of the satellite. The Earth
sensor operates with infrared light to detect the edge of the Earth-based on the
temperature difference between the cold background of deep space and its warm
atmosphere. The Sun sensor determines the angle to the Sun based on its emissions
in visible-light wavelengths. Gyroscopes are used to monitor the angular rates of
the satellite.

The active parts of the AOCS are the reaction wheels that generate the an-
gular momentum to steer the satellite attitude in the 3 axes. When the reaction
wheels reach their operational limits, magneto-torquers are used to discharge the
accumulated momentum. The magneto-torquers are electromagnetic coils fixed to
the structure of the satellite, that when powered, generate a magnetic field that
interacts with the Earth’s magnetic field to produce a mechanical momentum. In



non-nominal operational modes, during the LEOP as well as during contingency
operations, safe modes (Earth acquisition, Sun acquisition), and end-of- life opera-
tions, the AOCS can also use the thrusters for orbit and attitude control. The AOCS
controls the attitude of the satellite such that it rotates twice per orbit around its
yaw axis. This change in attitude is performed to ensure an optimum orientation
of the solar arrays towards the Sun to maximize the efficiency of solar cells and
harvest the maximum amount of solar power for the satellite.

The power subsystem generates, stores, distributes, and regulates the power
needed by the satellite to perform its mission. The Galileo satellite power subsys-
tem is based on a 50-V bus architecture (for both satellite families). The main ele-
ments are the two solar arrays collecting the electrical power during Sun exposure
times, a Li-Ion battery to provide the needed power during eclipses and a distribu-
tion and conditioning unit that ensures that each payload and platform element has
sufficient power to operate. Redundant elements of the satellite are powered off to
reduce power consumption.

The thermal control subsystem ensures that the temperatures inside the sat-
ellite stay within tight operational limits to ensure a stable environment for the
sensitive navigation payload, especially the atomic clocks and the RF subsystem.
Temperatures inside the satellite are controlled by thermistors radiating heat inside
the satellite during the eclipse periods and by radiators on the sides of the satellite
to dissipate excess heat when the satellite is exposed to sunlight.

The onboard computer, the central element of the data handling subsystem,
steers all subsystems of the satellite. It collects and stores key information of the
platform and payload elements that are embedded in the downlinked telemetry to
assess the operational health of the satellite. The onboard computer receives its
instructions through the TT&C subsystem from the GCS.

The TT&C subsystem provides redundant two-way communications in S-band
in both ESA standard TT&C mode and spread spectrum mode. This subsystem
supports accurate ranging and range-rate (Doppler) measurements as input to the
flight dynamics facility of the GCS. The TT&C system relies on two orthogo-
nal circularly polarized hemispherical helix antennas situated on opposite sides of
the satellite for communication with the ground. Both antennas together ensure
omni-directional coverage for reception and transmission of telemetry and tele-
commands during any operational mode and any orientation of the satellite.

As a passive component of the platform, the Galileo satellites carry a laser retro
reflector that allows ranging between the ILRS stations and the satellites with an
accuracy of a few centimeters.

Galileo Satellite Payload

Figure 5.7 shows the main elements of the Galileo payload: the C-band antenna,
the mission receiver, the timing subsystem, the navigation signal generation unit
(NSGU) and the L-band antenna.

The C-band antenna receives the mission data as a dedicated CDMA C-band
uplink from the mission ULS. The uplink data stream is processed by the mission
receiver and the contained navigation data are stored onboard. These data, to-
gether with satellite-generated data such as the clock information provided by the
timing subsystem, are compiled into the navigation messages by the NSGU. Other
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Figure 5.7 Galileo satellite payload main elements.

time-critical data such as the CS data stream are not stored but directly injected in
the downlinked navigation data.

The timing subsystem, as the essential element of a navigation satellite, pro-
vides the onboard frequency reference. The stability of the onboard timing subsys-
tem and its clocks is essential for the overall performance of a navigation system.
The most important part of the timing subsystem is the four atomic clocks: two
PHMs and two RAFSs.

The frequency stability of clocks is typically presented using Allan deviation
(ADEV) plots that indicate the frequency instability as a function of the sampling
period. Figure 5.8 provides ADEV measurement results for the operational master
clocks onboard the operational Galileo satellites for the period of October 2015 to
January 2016. The different clock technologies can be clearly distinguished with
the PHMs, providing better long-term stability.

In order to save power and ease the thermal control of the satellite, only 2 of
the 4 clocks onboard are operated at any point in time: one master, typically a
PHM, and one RAFS as a backup.

The time provided by the master clock is distributed by the clock monitoring
and control unit (CMCU) to elements that need a time or frequency reference.
The CMCU provides the link between the timing subsystem and the NSGU. It al-
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Figure 5.8 Measured clock Allan deviation for selected operational satellites.

lows one to synchronize the master and backup clock to ensure a quasi-seamless
transition between the two clocks whenever needed.

The NSGU generates the coherent navigation signals, combining the time in-
formation received from the CMCU and the uplinked navigation data mission re-
ceiver. The navigation data messages are modulated onto the corresponding navi-
gation signals (E1, E5, and E6) and then broadcast. The Galileo signal and message
structure are described in Section 5.5.

In addition to the Navigation payload, there is also a SAR payload onboard the
Galileo satellites (except for GSAT0101 and 0102). Details of the SAR mission are
discussed in Section 5.7.

5.4.3.3 L3 Satellites

On August 22, 2014, an anomaly in a Soyuz-Fregat upper stage during the launch
coasting phase caused Galileo satellites GSAT0201/0202 to be injected into an ec-
centric orbit preventing the nominal progress of in-orbit operations (Figure 5.9).
The cause of the anomalous injection was identified as a freeze of a propel-
lant line. Appropriate recovery actions were put in place for the manufacturing
process of the Fregat upper stage used by Galileo. Immediately after identifica-
tion of the anomalous injection, analyses had been carried out by ESA in order to
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Figure 5.9 GSAT0201/0202 final orbits.

recover GSAT0201/0202. Orbit recovery maneuvers were conducted that led to a
nominal mode of operations. The IOT campaign was then carried out. The IOT
characterization of these first FOC satellites did confirm the anticipated in-orbit
performance of the FOC satellite family [19].

The final orbits of both satellites have an orbit period of 12:56 hours and a
ground track repeatability of 37 orbits in 20 sidereal days. The orbit parameters
are provided in Table 5.4

After adaptation of the ground segment, these satellites can have a significant
contribution to user performance especially during the Galileo deployment phase.
Even after completion of the reference constellation deployment, both satellites
can provide additional signals that might be useful in an environment with limited
visibility. Successful position fixes have been carried out with both satellites dem-
onstrating their usability in user receivers [19].

Table 5.4 Orbit Parameters of GSAT0201 and GSAT0202

GSAT0201 GSAT0202
Semimajor axis 27,979.7079 km 27,978.0244 km
Eccentricity 0.1582 0.1581
Inclination 50.1° 50.1°
RAAN 66.455° 65.432°
Argument of perigee  44.5° 45.6°
True anomaly 331.917° 164.292°

Argument of latitude  16.4° 209.9°



5.4.4 Launchers

The Galileo constellation deployment plan foresees launches with different launch
vehicles, Soyuz and Ariane 5. The Galileo satellites were designed with this require-
ment and are compatible with different launchers. This capability reduces the time
needed for the deployment of the whole constellation.

In 2005, ESA and the Russian Federal Space Agency agreed to operate Soyuz/
ST launchers from the Guiana Space Centre. Construction of the Soyuz launch pad
in Kourou started in 2005 and was completed in April 2011. The first operational
launch occurred on October 21, 2011, carrying the first two Galileo IOV satellites
to circular MEO. This new launch facility has been used to launch all Galileo IOV
and FOC satellites deployed by Soyuz. The Soyuz with its Fregat upper stage is able
to directly inject two Galileo satellites into the circular MEO orbit.

After the successful completion of the IOV phase, followed by the deploy-
ment and in-orbit testing of the first FOC satellites, the constellation deployment
has been accelerated by the Ariane 5 ES launch vehicle which was upgraded and
qualified for Galileo. The upgraded A5 ES launches 4 Galileo satellites simultane-
ously. The modifications encompass a reignitable upper stage that allows for longer
coasting phases between the release of the two pairs of satellites.

The Ariane 5 launches began in 2016 and are planned to continue through
2017. Plans call for a total of three Ariane 5 missions to complete the deployment
of the 24 satellites into the reference constellation (Walker 24/3/1) slots. Further
launches will be necessary to deploy the in-orbit spare satellites [19].

5.5 Galileo Signal Characteristics

This section provides an overview of the Galileo signal characteristics. The Galileo
signal design considered a set of high-level rules and guidelines for the selection of
carrier frequencies and modulation characteristics. The most important rules and
guidelines were the following:

. Provide at least two, preferably three carrier frequencies to support iono-
spheric delay compensation and multicarrier measurements, and to provide
alternative frequencies in case of local interference.

. Overlay with existing SATNAV systems where possible (i.e., use the same
carrier frequencies) to allow combined use with minimum technical effort
for receivers. Therefore, Galileo signals need to be compatible (i.e., have a
low, controlled and coordinated interference into all other ranging signals in
the same band).

« The support of combined use (i.e., interoperability with the other SATNAV
systems) was desired. This implies, for example, using equivalent or similar
modulation principles, to allow reception with the same receiver digital front
end. Because of the same center frequency and similar bandwidth, a user
receiver can acquire and track the Galileo E1 and GPS L1 signals with one
single front end. Although similarities exist in the navigation data message



concepts, separate processes are needed to retrieve each data message from
the SIS. Other aspects of interoperability are discussed in Section 5.6.

« Determine the bandwidth of the ranging signals by trading off support of
precise and robust tracking and multipath mitigation capabilities against re-
ceiver complexity and power consumption. The former necessitates wider
bandwidth and flat power spectra while the latter calls for smaller minimum
required bandwidth and more easily implementable modulation sequences
(e.g., two-level rectangular codes).

« Considering the rapid development of receiver technology, in particular for
mass market and power efficient receivers, E1 was chosen with a slightly
larger minimum bandwidth than the legacy GPS C/A signals.

. Services with special protection needs are to be separated from public ser-
vices. This led to the difference in modulation parameters between the CS,
OS, and PRS.

« ITU regulations for frequency ranges available for RNSS use and for the
protection of other users of the foreseen Galileo bands were also to be
considered.

Compatibility and interoperability of Galileo and GPS were ensured through
cooperation between Europe and the United States on the definition of the Galileo
E1 OS and the GPS L1C modulation parameters as well as power levels. The result
was the EU-US agreement in 2004 on Galileo E1 and ES and GPS L1C and LS sig-
nals, respectively. Since then, similar spectrum coordination agreements have taken
place with other SATNAV systems.

The Galileo satellites broadcast coherent navigation signals on three frequen-
cies in L-band: E1, ES, and E6. Galileo provides, in the E1 frequency band centered
at 1,575.42 MHz, three signal components, referred to as E1-A, E1-B, and E1-C.
The E1-A signal component carries the Galileo PRS. The E1-B and E1-C compo-
nents form the data and the pilot components, respectively, of the Galileo E1 OS.
The signal plan is provided in Figure 5.10.

At a carrier frequency of 1,278.75 MHz, Galileo is emitting its E6 signals that
include the signal components E6-A, E6-B, and E6-C. Similar to the E1 frequency
band, in E6 the E6-A component refers to the Galileo PRS service. The components
E6-B and E6-C are the data and the pilot components, respectively, of the Galileo
CS.

The Galileo ES signal centered at 1,191.795 MHz consists of 2 individual sig-
nals, the Galileo E5a and the Galileo ESb signal. The ESa data and pilot compo-
nents are centred at 15.345 MHz below the ES carrier frequency (1,176.45 MHz)
and the E5b data and pilot component are centered at 15.345 MHz above the ES
carrier (1,207.14 MHz). Both E5a and ES5b can be tracked individually as if they
were modulated on separate carrier frequencies in the E5 band. The E5 signal (E5a
and ESb) can also be tracked as one signal with a very large receiver bandwidth of
at least 51.15 MHz allowing for better multipath rejection and Gabor bandwidth.
This processing is possible because the ES carrier is generated coherently using the
AltBOC modulation scheme. In Galileo, the power split between the data and the
pilot component of any signal is 50/50% [12].
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The conventional BPSK-R modulation on the Galileo E6 CS signal and the sine-
and cosine-phased BOC modulations of the other Galileo signals are described in
Section 2.4.

All Galileo signals are coherently derived from the same onboard master clock.
The characteristics of the publicly accessible Galileo signals are summarized in
Table 5.5, including their assignment to Galileo services.

The composite binary offset carrier (CBOC) modulation used for the Galileo
E1 OS signal is based on a 1.023-Mcps spreading sequence with a two-component
spreading symbol. The spreading symbol consists of the additive combination of
one BOC(1,1) and one BOC(6,1) subcarrier. The BOC(6,1) subcarrier has 1/11th
of the total CBOC power.

The E1 data channel (E1-B) uses the in-phase combination of the two com-
ponents and the pilot channel (E1-C) uses the anti-phase combination. The re-
sulting signal has four levels and features an alternation between the BOC(1,1)
and BOC(6,1) in the time domain, due to the inversion of the phase of the
BOC(6,1) component between data and pilot. The resulting signal is referred to as
CBOC(6,1,1/11). The CBOC(6,1,1/11) is a particular realization of the multiplexed
BOC MBOC(6,1,1/11) that was agreed as the jointly defined interoperable signal
for GPS L1C and Galileo E1 OS. An alternative realization of the MBOC(6,1,1/11)
is the TMBOC(6,1,1/11) selected for GPS L1C, which is based on time-multiplex-

Table 5.5 Overview of Galileo Public Signal Components and Modulations

Signal |E1 E6 ESb ESa
Frequency (MHz) | 1,575.42 1,278.75 1,207.14 1,176.45
Service | Open Commercial Open Open
Component |E1-B Data  E1-C Pilot | E6-B E6-C ESb-1 ESb-Q |E5a-I  ESb-q
Data Pilot Data Pilot Data Pilot
Rx reference band- | 24.552 24.552 40.92 40.92  [20.46 20.46 [20.46  20.46
width (MHz)
Message type | INAV — C/NAV — I/NAV — F/INAV —
Modulation | CBOC 1/11 CBOC 1/11| BPSK-R  BPSK-R |BPSK-R  BPSK-R| BPSK-R BPSK-R
Primary code chip | 1 1 5 5 10 10 10 10
rate (multiples of
1.023 MHz)
Subcarrier fre- | 1&6 1&6 — — — — — —
quency (multiples
of 1.023 MHz)
Data rate (symbol/ | 250 N/A 1,000 N/A 250 N/A 50 N/A
sec)
Secondary code 1,000 1,000
chip rate (chips/
sec)
Primary code | 4,092 4,092 5,115 5,115 10,230 10,230 10,230 10,230
length (chips)
Secondary code 25 100 20 100 4 100
length (chips)
Carrier phase | 0° 0° 0° 0° 0° 90° 0° 90°
Min. Rx power | -160 -160 -158 -158 -158 -158 -158 -158
(dBW)




ing the BOC(1,1) and the BOC(6,1) waveforms. The resulting power spectra of
both CBOC(6,1,1/11) and TMBOC(6,1,1/11) are identical.

For the tracking of Galileo E1 OS, the equivalent of a four-level correlator with
amplitude levels of —1.25, —0.65, +0.65, and +1.25 is necessary to take full benefit
of the CBOC. Use of a conventional two-level BOC(1,1) replica for tracking is
possible, but at the cost of not using all the energy of the BOC(6,1) component,
representing a loss of approximately 0.4 dB before any receiver-dependent losses.

Several advanced techniques have been suggested demonstrating the possibility
for implementing efficient CBOC tracking [21-23].

The Galileo ES signal is generated using a wideband complex sideband modu-
lation, referred to as alternative BOC (AltBOC) [24, 25]. The baseband repre-
sentation of AltBOC corresponds to the sum signal of two coherently generated
and individually quadrature modulated complex subcarriers, the upper ESb and
the lower ESa, and of an intermodulation function to achieve constant transmit
envelope [26]. The two subcarriers, before band limitation, are discrete multilevel
signals with period T, = (15.345 MHz)-!. The ideal wideband description provided
in [12] results in a signal constellation diagram representing an 8 PSK-type modu-
lation. The main energy content of the intermodulation function is located out-
side the recommended AltBOC receive bandwidth of 51.2 MHz, around +46-MHz
offset. A concept to exploit the AltBOC by generating an AltBOC replica using a
lookup table as part of the receiver implementation is provided in [12], together
with the direct mathematical description.

Galileo does not provide a specific navigation message support for the com-
bined use of E5a and ESb as one AItBOC. Instead, each subcarrier provides a
different service-specific navigation message. ESa provides the OS-related F/NAV
messages and ESb provides the I/NAV messages, in the past specifically envisaged
for SOL users. The ephemerides information provided in I/NAV and F/NAV are
equivalent and interchangeable; however, the clock corrections provided in the two
message types are not necessarily identical, and may differ slightly. This is because
each message is individually generated for the specific frequency pair. That is, F/
NAV provides clock corrections for the E1/ESa frequency pair and I/NAV for the
E1/ESb pair.

Each data and pilot component of the ESa and E5b sideband signals can be
individually acquired and tracked as conventional BPSK-R(10) type navigation sig-
nals. For this purpose, a receive bandwidth centred on the sideband frequency is
recommended. The typical bandwidth for such sideband tracking may be 20.46
MHz, the main lobe of the BPSK-R(10) modulation. Using larger receiver band-
widths will require a trade-off between the desired improvement of tracking ac-
curacy and the increasing crosstalk from the other sideband due to the coherency
of the sidebands and unavoidable related cross-correlation imperfections. A larger
bandwidth in E5 may also imply an increased susceptibility to interference from
other primary users of this frequency range, especially from aeronautical systems
like Distance Measurement Equipment and Tactical Air Navigation systems.

A full description of the public Galileo signals as part of the OS and CS and
their modulations is published in the Galileo Public Open Service Signal in Space
Interface Control Document (OS SIS ICD) [12].



5.5.1 Galileo Spreading Codes and Sequences

The ranging signals transmitted by the Galileo satellites are individually spread
in the frequency domain. The periodic spreading codes are unique for each signal
component and also different for each satellite. The spreading code length of each
signal data component (E5a-I, ESb-T and E1-B) is chosen to cover full symbols. For
the data channels that would require a code length longer than 10,230 chips and
for the pilot channels (E5a-Q, E5b-Q, and E1-C), the spreading codes are generated
by a tiered code construction. The pilot primary code has the same length as the
primary code used for the equivalent data component. The long spreading codes are
constructed by sequentially XORing each consecutive primary code period with the
next chip of the secondary code. The tiered code construction has been selected to
limit the primary codes length to reduce the acquisition time by limiting the search
space and also to provide a nonrepetitive sequence length of one symbol for data
components and 100 ms for the pilot components.

The primary spreading sequences were optimized for orthogonality across the
whole family to ensure sufficient isolation between the signal sources. The second-
ary codes are adjusted for low autocorrelation side lobes and a flat spectrum am-
plitude in the frequency domain.

Receivers coherently integrating over the full length of the tiered code (or over
multiples of the primary code length) will observe additional correlation peaks at
integer intervals of the primary code aside of the main correlation peak. The ampli-
tude of these additional peaks is lower than the amplitude of the main correlation
peak, as their autocorrelation amplitude is a function of the secondary code used
to extend the primary code. This feature of the tiered code generation allows the
receiver to determine code phase relative to GST with an ambiguity of 100 ms.
This enables time-free position solutions for users on Earth relying on code phase
measurements including the secondary code of the pilot signal provided the user
has ephemerides and clock correction information available and the receiver clock
misalignment is below the 100-ms ambiguity.

Another feature of the two-tiered codes is the possibility to adapt the coherent
integration time in multiples of the primary code length at the receiver level taking
advantage of the knowledge of the secondary code. The Galileo primary and sec-
ondary spreading codes for public use are provided in the OS SIS ICD [12].

5.5.2 Navigation Message Structure

The public signals of Galileo provide three different navigation messages:

1. F/NAV or Free Navigation message: This navigation message is providing
data for the usage of the E5a signals. The message is provided on E5a-I.

2. I/NAV or Integrity Navigation message: This message has originally been
envisaged to provide the safety of life-related data and alerts with a high
data rate message with short page length. Since the reprofiling of the SOL
service, the I/NAV provides OS data on the E1-B and ESb-I signals.

3. C/NAV or Commercial Navigation Message: This is the message that pro-
vides the data generated by the commercial service provider. It is a fast
message on E6-B. (See Table 5.5.)



Both F/NAV and I/NAV messages provide equivalent and partially identical
navigation-related data. The orbit information and the parameters to convert from
GST to UTC and from GST to GPS time are compatible between I/NAV and F/
NAV. The clock-related information is specific for each message because it is de-
rived from measurements of E1/ESa for F/NAV and E1/ESb for I/NAV.

The utilization of broadcast information such as ephemeris, clock corrections,
GST-UTC parameters, almanacs, and the related usage algorithms are in line with
the GPS definitions; only minor adaptations have been made for Galileo.

The ephemeris contains information that enables the receiver to compute the
satellite’s orbital position at the time of transmission or more accurately the coordi-
nates of the satellite’s common apparent L-band antenna phase center in the ECEF
coordinate system.

The satellite-specific realisation of GST is provided by the sequential Week
Number counting from the origin of the GST and the Time of Week. The Week
Number rolls over after 4,096 weeks, or approximately 78 years. The Time of
Week provides the number of seconds elapsed since the start of each week, defined
by the leading edge of the first chip of the first code sequence of the first page sym-
bol. It covers one entire week (604,799 seconds) and it is reset to zero at the end of
each week (00:00:00 between Saturday and Sunday).

The satellite clock correction parameter broadcast enables the user to compute
the time of transmission of the satellite’s signal in absolute GST. These satellite
clock corrections are provided specifically for the signals or their combinations in
F/NAV for E1 and ESa and in I/NAV for E1 and E5b. Because /NAV and F/NAV
support different dual frequency combinations, the clock corrections can differ be-
tween both messages, although typically they are expected to be very similar.

The ephemeris and clock corrections on F/NAV and I/NAV are computed based
on corresponding dual frequency observations and can be directly applied by dual
frequency receivers. However, single-frequency receivers have to apply an addition-
al message parameter to the clock correction, the Broadcast Group Delay (BGD)
correction. The BGD is used by single frequency users to correctly determine the
satellite time of transmission in GST by correcting for the payload group delays.
See Section 5.8.2.3 for details.

Single-frequency users also need to correct the effect of ionosphere on the sig-
nals to derive accurate pseudorange measurement. Galileo provides correction pa-
rameters for an adapted version of the NeQuick model, which can be utilized by
single frequency user receivers as described in [27]. Sections 5.8.2.2 and 10.2.4.1
discuss the NeQuick model.

The UTC conversion parameters enable transfer of GST to UTC. For this pur-
pose, the navigation messages contain information on the UTC offset, first-order
term of the polynomial, and number of leap seconds. The navigation messages also
contain a notification for the next leap second adjustment [12].

The GGTO parameter provides the offset and rate of change between GPS
system time and GST. It is computed by the Galileo PTF and coordinated with the
USNO.

Navigation data are complemented by service parameters such as the satel-
lite ID, the satellite health status and navigation data validity flags, the checksum
for the CRC, and the IOD. The IOD allows one to identify to which batch a spe-
cific parameter belongs. Two IODs are distinguished in the navigation messages.



The I0Dnav is provided for the ephemeris, satellite clock correction, and Signal in
Space Accuracy parameter. The IODa is defined for the almanac.

Moreover, each satellite broadcasts an almanac that provides ephemeris and
clock correction data for all operational satellites of the Galileo constellation with
a reduced precision. The almanac information aids the receiver’s satellite acquisi-
tion process.

The Navigation data stream transmitted from each satellite is formatted such
that the data essential for providing the navigation mission are broadcast more
often and therefore are received by the user within a well-defined maximum time.
Other complementary data that are less time-critical and not or only partially rel-
evant for navigation are broadcast over longer periods, for instance, the almanac
information.

The complete set of navigation data are transmitted on the data component of
the corresponding signal in the form of a sequence of frames. Each frame consists
of subframes, which, in turn, are made of several pages. A page is the basic struc-
ture of the navigation message. This structure has been selected to transmit data
serving different needs. Time critical data are repeated with a high rate such as SAR
RLS data. Data with lower priority such as those supporting acquisition in warm
start conditions are repeated with a medium rate while yet other data are provided
with a low rate. The pages can be distinguished by means of a type identifier. The
sequence of the messages within a subframe or frame, although typically followed,
might in the future be altered to meet future requirements. User receivers should be
able to identify the page contents based on the type identifier and should be able to
cope with variations in the sequence of pages as well as new page types that might
be introduced to support future service evolutions.

The F/NAV page has a length of 238 bits or 10 seconds excluding the synchro-
nization pattern and the tail bits. The F/NAV frame of 600 seconds is composed of
12 subframes with each 5 F/NAV pages.

The I/NAV frame of 720 seconds is composed of 24 subframes with 15 pages
each. The I/NAV transmission relies on the frequency diversity and provides the
same page layout on E1-B and ESb-1. The pages are broadcast in two consecutive
blocks of odd and even words, respectively. Each word starts with the I/NAV syn-
chronization symbols followed by a block-encoded data field, and lasts one second.
A full /NAV page (odd and even words combined) takes 2 seconds for transmission
and provides a useable capacity of 245 bits, excluding the synchronization pattern
and tail bits. The page sequencing on E1 and ES are different and the pages are
swapped between the two signals to allow a faster reception of the complete I/NAV
data set in dual-frequency receivers. The design of I/NAV also allows for single
frequency usage at the cost of longer delays until the complete message is received.

The system functions related to I/NAV allow for the introduction of short one-
time low latency message pages by replacing nominal transmissions in the message
dissemination; such short message pages might be used in the future.

The OS SIS ICD [12] provides a detailed description of the contents of the F/
NAV and I/NAV. It is important to highlight that this ICD provides the informa-
tion with reservations regarding future message evolutions. Backward compatibil-
ity will be maintained, but new message features and new message types might be
introduced, exploiting the existing degrees of freedom and spare capacity.



5.5.2.1 Commercial Service Data Stream

C/NAV is a near-real-time message stream with short latency. The data content of
the C/NAV will depend on external CS provider needs. The CS and its applications
are still under development and consolidation at the time of this writing. Therefore,
no detailed description of the C/NAV content has been published yet. The C/NAV
data, like all the low-latency data channels, are provided only from satellites that
are in contact with the ground segment. This will allow for different C/NAV con-
tents on different satellites.

5.5.3 Forward Error Correction Coding and Block Interleaving

The forward error correction (FEC) protecting the Galileo data components and
improving the transmission robustness of the message relies on convolutional cod-
ing with a rate of ¥ and a constraint length of 7. The encoder polynomials are cho-
sen to be identical with the GPS LS CNAV encoder. Galileo applies one additional
inversion to the output of the G2 polynomial to achieve a nonconstant symbol out-
put despite of a continuous input of zeros. The encoding comprises nonoverlapping,
independent data blocks of full or half pages of the navigation message. Each FEC
encoded block is interleaved using an interleaver with 8 rows and “n” columns (“n”
depends on the page size in symbols, different for F/NAV and I/NAV).

The combination of convolutional and the block-wise encoding concept re-
quires the introduction of predefined tail bits to provide FEC protection for the
complete information content of each navigation page. This ensures that burst er-
rors are de-interleaved with at least 8 symbols of separation between individual
symbol errors at the decoder input, which helps the FEC decoder to correct such
errors.

5.6 Interoperability

According to the International Committee on GNSS (ICG) “Interoperability refers
to the ability of global and regional navigation satellite systems and augmentations
and the services they provide to be used together to provide better capabilities at
the user level than would be achieved by relying solely on the open signals of one
system.” Galileo and GPS were the first SATNAV systems pursuing and taking the
necessary implementation steps to achieve interoperability between both systems.

Interoperability at the user segment allows usage of multiple SATNAV systems
to achieve a combined position solution. The combined utilization of multiple sys-
tems will lead to higher accuracy or better availability, for instance, in challenging
environments, than each individual system would be able to provide.

Interoperability at the system level addresses the RF signal structure as well as
the alignment of time and geodetic reference systems and their realization in refer-
ence frames between the participating SATNAV systems. Depending on the align-
ment of the before mentioned elements, different levels of interoperability can be
reached, leading in the final state to full interchangeability.

The level of interoperability is a result of an optimization process. Factors
to be considered include radio frequency compatibility, complexity of the user



equipment, market prospects, vulnerability (common mode of failures), indepen-
dence of the systems, and national security compatibility issues.

As presented above, on the signal level, the usage of common carrier frequen-
cies for the OS signals (E5a and E1) eases the RF front-end design and supports
interoperability. Recent receiver developments already demonstrated that small
carrier offsets (e.g., between GPS L1/Galileo E1 and GLONASS G1) are not ham-
pering interoperability at the user level. Beyond the signal characteristics, the un-
derlying navigation message concepts are comparable between Galileo and GPS
(e.g., ephemeris, almanac, clock correction, GST-UTC, BGD). The terrestrial refer-
ence frames and reference time systems are aligned, as indicated in the following
sections of this chapter.

In order to allow an increased level of interoperability, Galileo is broadcasting
the GGTO in its navigation messages. The GGTO allows the user to estimate his
or her PVT based on an ensemble of GPS and Galileo range measurements without
the need to sacrifice one observable to resolve for the mutual system time offset
between GPS and Galileo. This is of particular interest for users in constrained
visibility environments [28]. Section 11.2.5 covers use of multiple constellation
signals to form the PVT solution.

5.6.1 Galileo Terrestrial Reference Frame

The Galileo Terrestrial Reference Frame (GTRF) is an independent realization of
the ITRS. The ITRS is defined and monitored by the Central Bureau of the IERS.
The GTREF is designed to be compatible with the ITRF and will therefore be a reali-
sation of the ITRS. The GTREF station coordinates are aligned to the ITRF station
coordinates within a tolerance of 3 cm (at 95% confidence level) for all stations
used in both frame realizations.

WGS 84 is the coordinate reference frame for GPS. WGS 84 is also a realiza-
tion of the ITRS. The WGS 84 includes the coordinates of GPS USAF monitoring
stations and those of the U.S. NGA monitoring stations. The differences between
WGS 84 and the GTRF are expected to be on the order of a few centimeters. This
accuracy is sufficient for navigation and many other user needs.

5.6.2 Time Reference Frame

GST as generated by the PTF is a continuous time system that has no leap seconds.
The reference epoch for GST is defined at 00:00:00 UTC on Sunday, August 22,
1999, midnight between August 21 and 22. The GST initial epoch coincides with
the last rollover of the GPS week number [12].

The time steering of the GST to UTC is carried out with time transfer measure-
ments between the master clocks in the Galileo PTFs and the GTSP which provides
the link to UTC (k). The time transfer measurements are processed by the GTSP
to predict the retroactively published TAI timescale to the current time. The GTSP
determines the deviations between the Galileo master clock timescale and the pre-
dicted TAI. Based on these deviations, the necessary steering corrections for the
Galileo PTF master clocks are generated. These data are provided to the GCCs on
a daily basis.



GST will be kept to within 50 ns (95%) of TAI over any 1-year time interval.
The offset between TAI and GST will be known with a maximum uncertainty of 28
ns (2 sigma), assuming the estimation of TAI 6 weeks in advance. Users equipped
with a Galileo timing receiver will be able to predict UTC to 30 ns for 95% of any
24 hours of operation. The difference between GST and UTC at the initial epoch
was 13 leap seconds. At the time of this writing, the difference between GST and
UTC was 18 leap seconds.

The GGTO parameter is determined by the PTF on a daily basis and allows
users to generate combined position solutions even in situations where only a total
of four satellites are received from both systems together. The GGTO is determined
by means of a combined GPS/Galileo receiver at the Galileo PTFs. For robustness,
traditional time transfer techniques are also used to determine the offset between
GPS system time and Galileo system time. For this purpose, the time transfer be-
tween the Galileo PTF and the USNO is performed using TWSTFT and the Com-
mon View technique [29].

The GGTO is coordinated between Galileo PTF and USNO before it is in-
cluded in the navigation message of both systems. The accuracy of this time offset
modulo 1 second is specified to be less than 5 ns with 2-sigma confidence interval
over any 24-hour period.

When more satellites are received, user receivers can also resolve the Galileo/
GPS time offset as part of the position and navigation processing at the cost of one
additional satellite tracked (fifth satellite when determining a three-dimensional
position). See Section 11.2.5 for additional details.

In the context of the ICG, specifically in the Providers Forum, discussions are
ongoing to provide the offset of each SATNAV system time scale to a common
reference, such as UTC. This common approach will allow user receivers to exploit
measurements from multiple GNSS constellations for mixed positioning and tim-
ing services.

5.7 Galileo Search and Rescue Mission

This section gives a general overview of the SAR system deployed by Galileo. The
SAR/Galileo system is designed and operated as an integral part of the Cospas-
Sarsat MEOSAR system. The SAR/Galileo space and ground segments are fully
integrated within the Cospas-Sarsat structure and represent the contribution of
Galileo to the International Cospas-Sarsat Program. (Additional information on
the Cospas-Sarsat MEOSAR system can be found in [30, 31].)

Starting in 1982 with LEO satellites, the Cospas-Sarsat program was extended
to include geostationary satellites. With the advent of MEO-based GNSS, it was
recognized that there is a strong and multilateral synergy between navigation and
SAR functions. Eventually, three planned GNSS core constellations: Galileo, GPS,
and GLONASS, announced the future hosting of SAR equipment on their satel-
lites, leading to the concept of MEOSAR (Medium Earth Orbit SAR component).
These three SATNAYV systems have been in close coordination, under the umbrella
of Cospas-Sarsat, to embark SAR equipment that would be fully compatible and
highly interoperable both in the space and ground segments. It is important to
note that the GPS SAR payload is planned for GPS III capability insertion. A new



service, the SAR/Galileo RLS, is currently introduced to MEOSAR by Galileo. It
provides a means for delivering short messages to emergency beacons equipped
with Galileo receivers.

5.7.1 SAR/Galileo Service Description

The Council of The EU of December 2004 confirmed the SAR service as one of the
Galileo services. Consequently, the SAR/Galileo mission was defined as follows:
“The Galileo system shall provide a Search and Rescue (SAR) service by perform-
ing the detection and localisation of current and foreseen Cospas-Sarsat (C/S) 406
MHz beacons, fitted or not fitted with GNSS receivers or other means of position
determination, and by providing a return link capability to distress beacons.”

The Galileo SAR Service consists of two main services: the FLS, which is the
classical satellite-based SAR mission, and the RLS, which delivers a short message
to the beacon with additional information.

For the Forward Link Alert Service, Galileo satellites (and other MEOSAR)
receive signals from C/S 406-MHz emergency beacons and rebroadcast them in
L-band to MEOLUTs. The MEOLUTs determine and report the beacon’s alert
message and position to Cospas-Sarsat operators, that is, national mission control
centers (MCC).

The FLS is a global service; hence, the C/S 406-MHz beacons can be located
anywhere on Earth’s surface. SAR/Galileo contributes to the global MEOSAR alert
service by providing, in addition to the space segment, ground segment elements
for detection and localization of distress alerts in Europe.

SAR/Galileo does not include dedicated MCCs or Rescue Coordination Cen-
tres (RCCs); these essential components of the overall SAR service remain national
member states’ prerogatives and responsibility.

The RLS provides users with an acknowledgment message informing them that
the alert has been detected and in some cases that rescue operations are under way.
The RLS is a specific service introduced uniquely by Galileo to the SAR community
to provide messaging capability from the SAR operational facilities directly to the
beacon. It is a global service available to any beacon with an RLS-enabled Galileo
receiver. The RLM is sent to the beacon through the Galileo E1B signal (1,575.42
MHz).

5.7.2 European SAR/Galileo Coverage and MEOSAR Context

The Galileo Program with its SAR ground infrastructure contributes to the Cospas-
Sarsat MEOSAR system, primarily by ensuring the coverage of the European SAR
Coverage Area (ECA) which is depicted in Figure 5.11 and defined as: “... the
coverage of the European territories of all EU and ESA member countries (i.e. EU
countries plus Norway and Switzerland) and the associated maritime and aeronau-
tical Search and Rescue areas adjacent and belonging to these countries.”

In December 2016 the European Commission declared the start of the initial
Galileo Search and Rescue service. The Galileo SAR SDD defines a simplified cover-
age area delimited by four corners (85.00°N, 41.20°E; 29.18°N, 37.07°E; 5.00°N,
38.00°W; 75.76°N, 77.87°W) connected by arcs of great circles [9]. Figure 5.12
shows the SAR/Galileo system architecture and identifies essential components in
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Figure 5.11 European SAR coverage area.

the integration with other Cospas-Sarsat participants. The global coverage, includ-
ing coverage of European overseas territories, will be achieved through coopera-
tion among Cospas-Sarsat members.

The EU will, in the future, further contribute to meeting the Cospas-Sarsat
objective of global MEOSAR coverage by deploying additional MEOLUTs. These
will be in identified coverage gaps in coordination with Cospas-Sarsat, in particular
for EU member states’ overseas zones of responsibility.

5.7.3 Overall SAR/Galileo System Architecture

As mentioned earlier in the section, Galileo equips its satellites with SAR repeat-
ers that relay beacon distress signals to Earth. Relayed signals from the different
satellites are received by one or several MEOLUTs. The role of the MEOLUTs is to
detect the beacon alert signal, demodulate it, extract the message, and determine
the location of the beacon. The alert is located by extracting the encoded positional
data in the beacon message, if available, and by processing the differences in the
times of arrival (ToA) of the alerts influenced by the beacon-to-satellite range and
in the frequencies of arrival (FoA) influenced by Doppler shifts of the received
signals. The MEOLUT then sends the estimated beacon position, the message and
other relevant data to the associated MCC, which communicates with the relevant
MCCs and RCCs, and via the French nodal MCC (Toulouse) with the RLS provider
(RLSP) in case the alert contains an RLM request.

In order to provide the FLS, the SAR/Galileo system receives and processes dis-
tress signals from beacons by three Galileo MEOLUTs, which are coordinated by
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the MEOLUT Tracking Coordination Facility (MTCEF). The MTCF will optimize
the tracking of the three European SAR/Galileo MEOLUTs to improve the overall
SAR FLS performance over the ECA region.

The space segment receives 406-MHz distress signals from SAR beacons, am-
plifies and translates these signals in frequency without spectral inversion, and re-
transmits them to the ground in the L-band (see Figure 5.13).

In order to provide the RLS, the SAR/Galileo system receives, via the RLSP,
the RLM requests from the French MCC. The RLSP will identify the best satellite
for the RLS broadcast based on the beacon location and additional information
exchanged with the Galileo system. The Galileo ground segment incorporates the
received RLMs into the navigation data of the identified Galileo satellites, which
broadcast the RLM to emergency beacons within the Galileo OS E1 signal, thus
closing the loop with users being notified of the detection of their alert.

The overall SAR/Galileo detection and localisation performance is continu-
ously monitored based on the emissions of 5 MEOSAR Reference Beacons (RefBe),
located within the ECA.

5.7.3.1 SAR/Galileo Space Segment

The SAR/Galileo space segment comprises Galileo satellites with SAR repeaters.
The Galileo satellite payload has two principal functional elements relevant to SAR:
the Navigation function and the SAR function. SAR/Galileo utilizes both of these
functional elements, with the SAR function for supporting the FLS and the Naviga-
tion function for supporting the RLS.

The Galileo SAR repeaters comprise bent-pipe transparent transponders with
no frequency inversion. They receive signals at the 406-MHz band and retransmit
in the L6 band at 1.5441 GHz. They are designed according to the space segment
interoperability requirements agreed under the Cospas-Sarsat auspices, including
both the normal (90-kHz) and narrow (50-kHz) bandwidth modes, as well as the
possibility to operate with fixed gain mode or automatic level control.

All space segment components of MEOSAR, that is, Galileo, GPS (planned for
GPS III capability insertion), and GLONASS SAR repeaters are mutually compat-

ible and interoperable.
10.23 MHz Power
Payload I/F Platform I/F
—>

SAR Transponder _l
UHF L-Band
Antenna Antenna
| l
406 MHz 1544.1 MHz

Figure 5.13 Galileo satellite SAR payload schematic.



5.7.3.2 SAR/Galileo Ground Segment

The SAR/Galileo ground segment (SGS) comprises forward and return link com-
ponents. The FLS SGS consists of three operational MEOLUTs, the MTCF and the
related SAR communications network (SARN), as well as five dedicated RefBe. The
RLS part of the SGS includes the RLSP.

The main center for SAR/Galileo is the SAR/Galileo Service Centre in Tou-
louse, which is closely associated to the French MCC. The center is hosting the
MTCF and the RLSP as key elements of the SGS. The three operational MEOLUTs
are located close to the three corners of the ECA region in:

« Spitsbergen (Svalbard/Norway), hosting the Spitsbergen/EU MEOLUT col-
located with the existing Norwegian MCC and LEOLUT;

« Maspalomas (Canary Islands/Spain), hosting the Maspalomas/EU MEOLUT
collocated with the Spanish nodal MCC and other Cospas-Sarsat facilities
including LEO and GEOLUTs;

- Larnaca (Cyprus), hosting the Larnaca/EU MEOLUT connected to the Cy-
priot MCC located at the Joint RCC in Larnaca.

The five reference beacons are located at:

« Spitsbergen/EU reference beacon collocated with the MEOLUT;

« Maspalomas/EU reference beacon collocated with the MEOLUT;

. Larnaca/EU reference beacon collocated with the MEOLUT;

« Santa Maria/EU reference beacon located on Azores Islands/Portugal;

« Toulouse/EU reference beacon located at the SAR/Galileo Service Centre.

The prime contractor for the SAR/Galileo Ground Segment has been Cap Gem-
ini (France).

The three Galileo MEOLUTs interface to their corresponding national MCCs.
The MTCF coordinates the tracking of visible satellites performed by the European
MEOLUTs. The nominal SGS operational configuration of the FLS is inherently re-
dundant and exhibits graceful degradation with failures. The system is able to also
operate without the coordination of the MTCE, but the performance and reliability
of the full system is significantly improved when exploiting its advanced features.
These include not only the coordinated MEOLUT tracking but also the sharing of
collected raw TOA/FOA data.

The RLS is typically initiated by a beacon through a Return Link Message
Request. This request is part of a particular protocol for the beacon’s forward link
alert message. The specific RLS protocol on the 406-MHz uplink signal is routed
to the RLSP. The RLM request is received at the RLSP through the Cospas-Sarsat
network. The RLM delivery can also be triggered externally by the RLSP operator
or by authenticated third parties interfacing with the RLSP.



The part of the RLS infrastructure that is under direct Galileo responsibility
comprises the RLSP, the GMS, and Galileo satellites. The full RLS loop (with bea-
con feedback) consists of the following events:

« RLS beacon (operating with the RLS location protocol) issues a distress alert
containing a RLM request indicating that it can accept a return link message
as acknowledgement Type-1.

« At least one MEOLUT receives the alert through MEOSAR satellites and
routes it through the Cospas-Sarsat data distribution network to the French
MCC.

« The French MCC forwards the RLM request to the RLSP.

« The RLSP determines the appropriate time and the satellites through which
the RLM shall be broadcast and passes this information including the RLM
request to the GMS.

« GMS uplinks the RLM to the selected satellites.

« The originating RLS beacon receives the acknowledgement RLM via the E1B
data.

« Having received the acknowledgment, dedicated bits in the forward link alert
message are changed to indicate that an acknowledgement has been received.

« Following the same path: MEOSAR satellite - MEOLUT — MCC - French
MCGC, the confirmation that the RLM was received reaches the RLSP, which
initiates appropriate actions, usually to stop further repetitions of this RLM
and log this.

5.7.3.3 SAR User Beacons

The basic purpose of emergency radio beacons is to get distressed persons rescued
within the golden day (the first 24 hours following a traumatic event) during which
the majority of survivors can usually be saved. The following types are distinguished
for the different applications and the corresponding regulations:

« Emergency position-indicating radio beacon: Signal maritime distress
and comply with requirements established by the International Maritime
Organisation.

« Emergency locator transmitters: Signal aircraft distress and are defined in
accordance with requirements defined by the International Civil Aviation
Organization.

« Personal locator beacons: Signal a person in distress who is away from nor-
mal emergency services (personal use), for example, hikers. They are also
used for crew-saving applications in shipping and other specialized tasks.

« Ship security alert beacon: Provide discreet SSAS security alerts, complying
with International Maritime Organization (IMO) requirements. The Cospas-
Sarsat 406-MHz Ship Security Alert System (SSAS) is a system implemented



by Cospas-Sarsat and contributing to IMO efforts to strengthen maritime
security and suppress acts of terrorism against shipping.

In addition to the above 4 types of emergency beacons, the Cospas-Sarsat sys-
tem incorporates various system beacons, including: Test, Timing, Reference, and
Orbitography beacons.

When activated, beacons transmit the alert signal in the form of short RF mod-
ulated bursts at 406 MHz. The alert signal bursts, whose duration is approximately
0.5 second, are repeated roughly every 50 seconds after beacon activation for a
period of at least 24 hours. Some beacons are specified to transmit for at least 48
hours.

First-generation beacons are emergency beacons compliant with Cospas-Sarsat
Specification T.001. They may, but are not required to, incorporate a GNSS receiver
and include information on their location in the beacon message. First-generation
beacons that include a Galileo receiver may be capable of receiving an RLM. These
beacons are named RLS beacons (also known as Galileo beacons).

Second-generation beacons are presently being defined by participants to Co-
spas-Sarsat. These beacons will include a number of advanced features (such as
modulation appropriate for accurate TOA/FOA estimation and additional data
bits), and they will not be backward compatible with the first-generation beacons.

5.7.4 SAR Frequency Plan

The frequency band 406-406.1 MHz is allocated by the ITU for Mobile-Satellite
(Earth-to-space) use and is used by Cospas-Sarsat for SAR satellite emergency bea-
cons. Cospas-Sarsat has divided the 406-MHz band into channels separated by 3
kHz and is approving use of specific frequencies for batches of beacons in a planned
manner. This is done to ensure an even spread of used channels for growing num-
bers of beacons, and therefore maximizing the capacity for the 406-MHz uplink
with minimal mutual interference. Figure 5.14 indicates the channelization of the
406-MHz band used for SAR.

The Galileo program has selected one specific channel for reference beacons
(channel E at 406.034 MHz), and one for testing the SAR/Galileo system, channel
N centred at 406.061 MHz. This channel, within the narrowband transponder
mode, is not foreseen for operational use in the foreseeable future.

With the introduction of the second-generation Cospas-Sarsat 406-MHz bea-
cons, which use spread spectrum techniques and occupy the full uplink band, the
SAR/Galileo transponders will be used in normal (wideband) mode only.

The SAR/GPS (planned for GPS Il capability insertion), SAR/Galileo, and SAR/
GLONASS MEOSAR constellations will operate with satellite downlinks in the
1,544-1,545-MHz band. The ITU Radio Regulations allocate the 1,544-1,545-
MHz band to the mobile satellite service (MSS), space-to-Earth, for distress and
safety communications (article 5.356).
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5.8 Galileo System Performance
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The fundamental theory underlying GNSS is already detailed in Chapter 2. It is not
the intention of this section to repeat this information but rather to provide insight
on essential performance parameters measured for the Galileo system as part of its
in-orbit validation. At the end of this section, an outlook will be given by presenting
the expected system performance based on extrapolation of measurements.

It has to be highlighted that the following sections present the actual measured
performance as observed in January 2016, a time characterized by an incomplete
system infrastructure, intense testing activities and ongoing deployment; all those
factors have an influence on the results presented next.

5.8.1 Timing Performance

Users are able to derive their local realization of GST from the information pro-
vided in the navigation message. The Galileo navigation message provides users
also with parameters to approximate UTC based on the receiver’s realization of
GST. The broadcast parameters include the number of leap seconds (i.e., integer
offset between GST and UTC) and the fractional GST-UTC offset and drift. Figure
5.15 shows the achieved UTC dissemination accuracy measured during January
2016. The results present the difference between the GST-derived UTC dissemi-
nated by Galileo and the rapid UTC solution published weekly by the BIPM that is
closely approximating UTC.

Galileo supports users that utilize the Galileo and GPS systems together. This
is especially helpful for users with limited visibility of the satellites of both constel-
lations. As mentioned earlier, the Galileo system provides the offset between both
system time scales as part of its navigation message. The GGTO allows usage of
observations from both systems without the need to compute the offset between
the two timescales as an additional unknown. The achieved accuracy of the broad-
cast GGTO achieved during January 2016 is presented in Figure 5.16.

Difference Galileo broadcast UTC (SIS) and UTCr realization by BIPM
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Figure 5.15 Galileo UTC dissemination performance for January 2016.
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Figure 5.16 Galileo broadcast GGTO accuracy for January 2016.

5.8.2 Ranging Performance

The pseudorange measurements, which are the basis for the PVT solutions, are
affected by disturbances that cause additional errors. These are sorted into three
groups: space and control (e.g., ephemeris and SV clock offset prediction error,
quantization errors, or signal imperfections), signal propagation environment (e.g.,
ionospheric and tropospheric errors and multipath) and finally the errors induced
by the user receiver (e.g., measurement noise). In this section, only those contribu-
tions from the space and control segments and signal propagation environment are
discussed. (Chapter 10 provides descriptions of all GNSS measurement errors.)

5.8.2.1 Orbit Determination and Time Synchronization Error

The orbit determination and time synchronization error is the error of the naviga-
tion message regarding the provided predicted orbital location and apparent sat-
ellite clock error of the satellite at a maximum operational age of the navigation
message. The accuracy of the ODTS predictions provided in the navigation message
is influenced even under nominal conditions by:

« The quality and availability of the observations used in the estimation
process;

« The modeling of the orbit perturbations inside the orbit prediction process
(including the timely variations of the satellites center of mass and antenna
center of phase);

« The clock error prediction mismodeling with respect to the actual clock
behavior;

« Quantization of the navigation information when generating the navigation
messages;



o The refresh rate of the broadcast messages.

Figure 5.17 illustrates the geometry associated with the ODTS prediction and
projection errors. This figure shows the overall orbit and clock error projected into
the worst user direction.

In addition to these nominal distortions, also unexpected events can cause the
degradation of the broadcast message such as, for instance, clock jumps or other
failures on the ground or onboard the satellite.

The ODTS accuracy as a statistical performance characteristic of the system
is defined at the worst user location at a maximum message age. For Galileo, the
expected maximum age of the navigation message in the nominal system mode of
operation is 100 minutes, starting from the time of the last data collected for the
generation of this navigation message.

Figure 5.18 shows the cumulative distribution function of the measured ages
of data as observed during January 2016 for GSAT 0101. It can be seen that about
90% of the messages have been refreshed well before the target maximum age of
data of 100 minutes and that only 10% of the messages exceeded the 100 minutes.
This demonstrated the feasibility to disseminate messages fast enough to ensure
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Figure 5.17 SIS ranging geometry with ODTS errors projected in the worst user direction.
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good performance already with the Galileo system before the completion of the
deployment.

Contrary to the ODTS accuracy, which is defined over a constant age of data
and is used to drive the design of the system, the Signal in Space Error (SISE) is
the actual measurable orbit and satellite clock prediction error when applying the
correction data received by the user as part of the navigation message. The SISE
is the overall orbit and clock error projected into the worst user direction (see
Figure 5.17). Figure 5.19 shows the evolution of the measured SIS ranging error
of GSAT0101 for the second half of January 2016. Figure 5.20 provides an over-
view of the ranging performance of all operational Galileo satellites for the same
period (for clarity of the plot the data have been smoothed with a 14-hour moving
average).

5.8.2.2 Residual lonospheric Correction Error

The ODTS error is the dominant system contributor for dual frequency users. For
the single-frequency user, the main ranging error contribution is the ionosphere,
which dual-frequency users can estimate by using the different effect of the two
frequencies. The single-frequency user will have to apply a model that allows him or
her to reduce the impact of the ionosphere on the single frequency range measure-
ments. These measurements can be different for each line of sight. The Galileo sys-
tem provides, as part of the navigation message, the user with updated ionosphere
coefficients. These coefficients allow users to determine the effective ionisation
level of the ionosphere using the NeQuick G model, which is an evolution of the
NeQuick model proposed by the ITU. NeQuick G is a three-dimensional empirical
climatological electron density model described in [27].

Regular performance characterisation of the Galileo NeQuick G model has
been done since the IOV campaign, which have shown that NeQuick G model
provides better corrections than, for instance, the Klobuchar model, especially at
equatorial latitudes. Figure 5.21 shows the measured correction capability of the
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Figure 5.19 GSATO0101 SIS range error as observed January 16 to 31, 2016.
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Figure 5.20 SIS range error as measured (14 hours smoothed) for all operational satellites January 16
to 31, 2016.

NeQuick G model using the broadcast IONO parameters [32, 33]. Section 10.2.4.1
provides NeQuick G model details.

5.8.2.3 Broadcast Group Delay

The BGD parameter allows the single-frequency user to correct the range measure-
ment for signal delays in the satellite payload and RF chain. Dual-frequency users
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Figure 5.21 NeQuick G ionosphere model correction performance, January 2016.

do not need to correct for the BGD, because the clock corrections contained in the
navigation account already for signal delays (F/NAV — E1/E5a and I/NAV for E1/
E5b). The BGD between two frequencies is defined as follows:

BGD(f1,f2) = M

fi1 and f, denote the carrier frequencies of the two signals and (TR; — TR,;)
denote the difference of the group delays of those signals. A single-frequency user
receiver can compute the correction to be applied to the dual frequency clock cor-
rection based on the following equations depending on which frequency he or she
is using for the range measurements (f; or f,). User receivers working on f; apply
the following clock correction Atgy(f;) = Atgyif1,f2) = BGD(f;, fzz), and receivers us-

ing range measurements on f, apply Atgy(f>) = Atsylfi,f2) — (;—'] BGD(fy, f>)-

The BGD has been characterized as part of the IOV camf)aign in line with the
expectations on the order of 30 cm (95%). Since then, it has been continuously
monitored. The contribution measured in January 2016 is also on the order of 30
cm (95%) for both the E1/E5a and the E1/ESb signal combinations.



5.8.2.4 Total UERE Budget

Other error contributors not covered by the system but impacting the range mea-
surement are the residual tropospheric model error, the receiver dynamics and the
local receiver environment in terms of interference, multipath and receiver thermal
noise. Those contributors are addressed as part of the general discussions on rang-
ing errors in Chapter 10.

Table 5.6 provides indications of the overall UERE and its contributors cur-
rently expected to be achieved by Galileo in its FOC configuration. The values
are provided for single-frequency and dual-frequency users separately and given
as average values over satellites and elevations and at the maximum design age of
data. This summary does not differentiate between the different signals. It is a sim-
plified version of the UERE budget used for the system design, for which the UERE
contributors are considered functions of satellite elevation, user type/environment
and used signal(s).

5.8.3 Positioning Performance

The positioning performance of Galileo and more generally GNSS depends on the
ranging performance discussed above and is driven by the local satellite geometry.
The detailed derivation of the different DOPs (HDOP, VDOP, TDOP, PDOP, and
GDOP) is provided in Chapter 11 and will not be repeated here. The following
table provides an overview of the different DOPs provided by the nominal Galileo
constellation.

The position accuracy target for dual frequency Galileo OS users is 4m (95%)
horizontal and 8m (95%) vertical. The limited satellite configuration during the
ongoing deployment does not allow users to continuously derive PVT solutions.
The current deployment state of the Galileo constellation allows for standalone
PVT solutions for approximately 50% of the time with a Horizontal Accuracy bet-
ter than 10 meters (95%), based on the operational satellites deployed by Novem-
ber 2016 [7]. In order to show representative PVT accuracies, a DOP-based filter
has been applied, limiting the geometries to those with a HDOP less than or equal
to 5. Figure 5.22 shows the measured horizontal position errors for the Galileo
receiver in Noordwijk (NL) during the period March 1 to 10, 2016. As it can be
seen, 95% of the position fixes are within 8.8m of the true horizontal location of
the receiver antenna.

Table 5.6 Typical Design UERE Contributors Anticipated at FOC

UERE Contributor Single Frequency Dual Frequency
ODTS error <65 cm <65 cm
Satellite broadcast group delay error <50 cm —

Residual ionosphere error <500 cm <5 cm

Residual troposphere error <50 cm <50 cm
Thermal noise, interference, multipa- <70 cm <100 cm

th, code carrier divergence
Total (RMS) <513 cm <130 cm
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Figure 5.22 Galileo dual frequency OS horizontal position error (period from March 1 to 10, 2016).

5.8.4 Final Operation Capability Expected Performances

The extrapolation to achievable performance in FOC is based on the measurements
collected during times with FOC representative conditions. The IOV performance
verification has been done by means of fixed and mobile test campaigns carried out
during periods with good geometric conditions and visibility of all IOV satellites.
The testing did address the verification of all UERE contributors. The collected
results have been filtered to remove outliers that are clearly and unambiguously
caused by bad geometry conditions (e.g., PDOP above 35).

Table 5.7 DOP Values Achieved by the Galileo
Walker 24/3/1 in Nominal Conditions

Average User Worst User

Location Location
Horizontal DOP 1.35 1.54
Vertical DOP 2.31 2.60
Time DOP 1.48 1.58

Position DOP 2.58 2.75



The dependency of the individual performance contributors on the deployed
infrastructure has been analyzed. For those parameters that were showing a clear
dependence on the number of ground elements or number of satellites, extrapola-
tion factors have been estimated from experimentation with real measurements of
Galileo and GPS as well as synthetic data generated for Galileo only.

A summary of the extrapolation results is provided in Table 5.8, and the ex-
pected performance has been derived for both a typical OS dual- and single-fre-
quency user in rural environment. The geographic distribution of the positioning
performance for an OS dual-frequency user is shown in Figure 5.23.

The results of the IOV to FOC extrapolation, together with the actual test
results, did confirm the feasibility of the initial design targets of positioning and
timing service.

5.9 System Deployment Completion up to FOC

The Galileo system, at the time of this writing, was still under deployment. The
phase between the end of the IOV and the handover of the FOC is characterized by
activities linked to the full-system deployment and initial operations. During this
phase, the remaining satellites will be launched and both the GCS and GMS will be
completed to achieve full conformance with the mission performance and service
coverage area. In parallel to the deployment activities, the operations team will
ensure the maintenance of the already deployed ground and space infrastructure.

The most visible indication is the number of satellites in the constellation. At
the time of this writing, three fourths of the satellites in the constellation were
deployed and operated. The utilization of the Ariane 5 launch vehicle capable of
injecting 4 satellites per launch was planned to continue through FOC. In addi-
tion to the constellation deployment, the ground segment is under finalization,
with significant elements still to be introduced to the system configuration (such as
additional mission uplink antennas). As a result of this increase of the system ca-
pabilities and the improvements in the robustness of the infrastructure, the system
performance levels will gradually improve for each deployment stage.

A steady performance improvement can be observed since the first stand-alone
Galileo position fix on March 12, 2013 [4, 34-36]. This trend is only interrupted
by the upgrade and roll-out activities, as they occurred at the end of 2014 and early
2015 with major upgrades of the ground segment. Such long-term interruptions
due to ground infrastructure deployment are expected to not reoccur since the last

Table 5.8 Expected Typical Galileo Positioning Performance

OS Dual Frequency User Vehicle—ESa/E1 24 §/C
Worst-case position accuracy (20) Horizontal ~ 2.9m
Vertical 6.3m

OS single-frequency user pedestrian—E1

Worst-case position accuracy (20) Horizontal ~ 9.9m
Vertical 22.4m
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Figure 5.23 OS dual-frequency (a) horizontal and (b) vertical position accuracy (nominal constellation
geometry).

ground segment upgrade. This upgrade did introduce essential elements contribut-
ing to the redundancy of the system functions. The rollout of the new version of
the ground segment in 2015, for example, was carried out without a discontinuity
of the provided satellite ranging signals.

The routine operations phase is intended to start with the provision of ini-
tial services while the system is still being deployed. Both the deployment and
operations activities will continue in parallel up to handover of the final system



configuration. As the system configuration is expanding, the service quality will
be improved with the improved system performance capabilities. After achieving
the FOC configuration, the system operations are planned to last over the design
system lifetime of about 20 years.

5.10 Galileo Evolution Beyond FOC

In 2007, with the awareness of the ongoing developments in the navigation field,
the ESA did initialise activities on the future of the European GNSS infrastructure
through an optional program supported by several of its member states. The objec-
tive of the activities is to research enabling technologies for the evolution EGNOS
and Galileo systems in the presence of the increasing capabilities of existing systems
as well as the growing demands of GNSS applications and users. This will ensure
the competitiveness and interoperability of EGNOS and Galileo. The objectives
defined for the European GNSS Evolution Program (EGEP) were [37]:

® To prepare for upgrades and evolution of EGNOS and Galileo stemming from
mission evolution, improvement of performances and services, operability im-
provements and/or technology obsolescence;

e promote and support scientific exploitation of Galileo;

*  maintain European technical know-how, competencies and infrastructures at
international level;

e  Sustain competitiveness and innovation capabilities.

In this context, a multitude of studies have been initiated to progress essential
technologies for such system evolutions. In parallel to the technology studies, sys-
tem concepts have been developed based on future GNSS mission objectives identi-
fied in cooperation with the EC.

As part of the EGEP, activities options for future GNSS system architectures are
developed especially taking into account the possible deployment scenarios based
on the current Galileo and EGNOS systems. The technology predevelopments are
focusing along the following evolution axes: higher accuracy of the existing servic-
es, provision of a high-accuracy and certified timing service, provision of long-term
ephemeris with an improved time to first fix, spoofing and jamming protection,
improved SAR service, improved interoperability with other SATNAV systems,
support to space users, and reduced time-to-market for future service evolutions.

The replacement of the currently deployed Galileo IOV and FOC satellites will
be necessary when they reach their end of life after a lifetime of 10-12 years. New
technologies, new services, and a better exploitation of the systems will maintain
the competitiveness of the European navigation infrastructure.
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BeiDou Navigation Satellite System (BDS)

Minquan Lu and Jun Shen

6.1 Overview

6.1.1 Introduction to BDS

BeiDou Navigation Satellite System (BDS) is a global navigation satellite system
independently developed and operated by China. BDS was designed to be compat-
ible and interoperable with other GNSS constellations [1]. The name “BeiDou”
comes from the Beidou constellation with seven stars, or the Big Dipper, which is
near the North Star. Since ancient times, Chinese people have been using the Beidou
constellation for navigation. Entering the information age, the BDS development
and applications add a brand-new meaning to this ancient name.

Similar to GPS, GLONASS, and Galileo, BDS is a space-based navigation sys-
tem that uses the trilateration positioning mechanism. BDS consists of a space seg-
ment, a control segment, and a user segment. The BDS space segment includes a
mixed constellation of 5 GEO satellites and 30 non-GEO satellites. The BDS con-
trol segment is a distributed ground control network with a master control station,
several time synchronization and information upload stations, as well as a number
of monitoring stations. The BDS user segment includes various single-mode BDS
terminals and multimode BDS terminals that are compatible with other GNSS sys-
tems. The main functionality of BDS is to provide 24 hours a day, all-weather,
continuous, high-accuracy positioning, navigation, and timing (PNT) service for
users around the world. In addition, BDS also provides a two-way short message
service (SMS) and satellite-based augmentation service (SBAS) [1, 2]. BDS, together
with GPS, GLONASS, and Galileo, has been identified by the United Nations (UN)
International Committee on Global Navigation Satellite Systems (ICG) as one of
the official GNSS providers [3].

As a national critical space-based information infrastructure, a global naviga-
tion satellite system is very important for national defense, economic development,
and enhancement of people’s lives. China attaches great importance to the BDS
development and its applications [1]. The BDS development is aiming to construct
a global space-based navigation system that is independently self-developed, open
and compatible, technically advanced, stable, and reliable to promote the formation



of the satellite navigation industrial chain, to build a completed system for the
support, promotion, and assurance of the national satellite navigation application
industry, and to develop the extensive applications of satellite navigation in various
national economic and social sectors. To achieve those goals in accordance with
domestic and international requirements, including the consensus reached among
members of the ICG on GNSS compatibility and interoperability, China established
the following BDS development principles:

1. Openness: The BDS system construction and evolution as well as applica-
tion development is open to the whole world. BDS provides high-quality
services free of charge to direct users worldwide. China has been actively
cooperating with other countries to promote compatibility and interoper-
ability among GNSS components to promote the development of satellite
navigation technologies and industries.

2. Independency: BDS will be independently developed and operated by
China. It will be capable of independently providing services for users
worldwide.

3. Compatibility: Under the framework of the ICG and the International Tele-
communication Union (ITU), BDS will achieve compatibility and interop-
erability with other satellite navigation systems around the world to ensure
that all users enjoy the benefits of satellite navigation.

4. Gradualness: China will actively and steadily promote the BDS construc-
tion and development, constantly improve the service quality, and achieve
seamless interconnections among various development phases.

Under those development principles, in order to overcome difficulties of insuf-
ficient technical resources in the field of satellite navigation, limited national invest-
ment, and lack of experience in the construction and management of large-scale
space-based information systems, China formulated a three-phase approach for a
steady BDS development process, according to the national PNT service require-
ments. As a result, the BDS development follows a unique path “from regional to
global; from active to passive” [1]. The three-phase development plan is as follows:

« Step 1: Start the development of the BeiDou Navigation Satellite Experimen-
tal System in 1994, to achieve the regional active service capability in 2000;

« Step 2: Start the development of the BeiDou Navigation Satellite System in
2004, and achieve the regional passive service capability in 2012;

« Step 3: Steadily push forward the development of the BeiDou Navigation
Satellite System to achieve the global passive service capability by around

2020.

The three-step development path of BDS is illustrated in Figure 6.1 [2].

After continuous efforts for nearly 20 years, phase 2 of the BDS development
was completed in 2012, yielding a regional navigation satellite system with 14
operational satellites in space (5 GEO+5 IGSO+4 MEOQ) that provided services
for users in the Asia-Pacific region [1, 2]. Phase 3 of the BDS system construction
process started immediately after the completion of phase 2. Four new-generation



The 1st step: The 3rd step:
1994~200, provide regional active services | | -2013~2020, provide global passive services

The 2nd step:
| 2004~2012, provide regional passive services

Figure 6.1 The three-phase BDS development path [2].

experimental satellites were launched in 2015 and many key technologies have
been tested and verified. The deployment of the global BDS system began after
the launch of the last experimental satellite on February 1, 2016. The deployment
of the BDS global system with 35 satellites is planned to be completed by around
2020.

It should be noted that, according to the “Standards for Beidou Navigation
Satellite System (version 1.0)”, the China Satellite Navigation Office (CSNO) will
gradually publish the BDS interface control documents (ICD) as well as the related
performance specifications [4]. BeiDou Navigation Satellite System RNSS Signal in
Space Interface Control Document (version 2.0) [5] and the Specification for Public
Service Performance of Beidou Navigation Satellite System (version 1.0) [6] were
released in December 2013. However, the ICD and the performance specifications
corresponding to other BDS services [e.g., the radio determination satellite service
(RDSS) and BDS augmentation systems| have not been published. As a result, this
chapter focuses on the BDS RNSS. Information provided in this chapter related to
the BDS RDSS and the BDS space-based augmentation systems is high-level and is
derived from the limited information available in the public domain.

6.1.2 BDS Evolution
6.1.2.1 The Past: BeiDou Navigation Satellite Experimental System

The BeiDou project began in 1994, with a goal of establishing the BeiDou Naviga-
tion Satellite Experimental System to provide positioning, timing, and short-mes-
sage services for China and its surrounding areas. The system used to be called the
Beidou-1 System (BD-1). It uses the radio determination satellite service (RDSS)
technique, which relies on two-way active ranging for positioning. With the com-
pletion of BD-1, China became the third country after the United States and Russia
to operate a navigation satellite system. For both China and the international satel-
lite navigation community, BD-1 represents a significant milestone [7].

According to the literature [8], China’s exploration of satellite navigation sys-
tems can be traced back to the late 1960s. Inspired by the American Transit and
the former Soviet Union’s Tsikada, Chinese scientists carried out studies on satellite
navigation systems based on Doppler measurement principles, and the work lasted



until 1980. In the late 1970s, China conducted research work on related satellite
navigation and positioning systems to find a suitable solution for regional and
global use. Regional satellite navigation systems were considered with 1, 2, 3, and
3 to 5 satellites. Global navigation systems with a larger number of satellites, as
well as systems that provided both positioning and communication, were studied
and proposed. However, none of those ideas or proposals was realized.

In 1983, Dr. Chen Fangyun, an academician of Chinese Academy of Sciences,
first presented the idea of implementing rapid regional positioning and communi-
cation services by using two geostationary satellites in China, the Twin-Star Posi-
tioning System. At that time, GPS had already achieved great progress. However,
the Twin-Star system combining positioning and communication services was rela-
tively simple and economical, which made it attractive to China. In 1986, the Twin-
Star Positioning System received support from the Chinese government. In June
1987, Chen et al. published a paper in which the system architecture, operating
principles and mechanisms, and expected performances of the Twin-Star Position-
ing System were systematically introduced [9]. In 1989, demonstration and veri-
fication experiments were carried out using two DFH-2 communication satellites
in-orbit, which proved the validity and feasibility of the technical platform for the
Twin-Star Positioning System.

After 8 years of research and preliminary demonstration and verification, in
1994, Chi