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Preface to the Third Edition

It is hard to believe that it has been 21 years since the publication of the first edi-
tion of this book, and 11 years since the publication of the second edition. In the 
intervening years, the progress of the Global Navigation Satellite System (GNSS) 
has been staggering. GNSS usage is nearly ubiquitous, providing the position, ve-
locity, and timing (PVT) information that enables applications and functions that 
permeate our daily lives. 

In 1996, when the first edition of this book was published, GNSS included two 
fully operational satellite navigation systems: the U.S. Global Positioning System 
(GPS) and the Russian GLONASS. By the time the second edition was published in 
2006, GNSS had regressed with respect to the total number of operational satellites 
due to a decline in size of the GLONASS constellation. 

Today, not only is GLONASS back to full strength, but GPS and GLONASS are 
also being modernized and further GNSS users worldwide are benefitting from the 
deployment of two more global satellite navigation systems: the Chinese BeiDou 
and the European Galileo. One regional system—Navigation with Indian Con-
stellation (NavIC)—has been fully deployed, and another is in development, the 
Japanese Quasi-Zenith Satellite System (QZSS). A myriad of GNSS augmentations 
are available and provide enhanced performance for those users who require more 
than the GNSS constellations alone can provide. 

The objective of this third edition is to provide the reader with a complete sys-
tems engineering treatment of GNSS. The authors are a multidisciplinary team of 
experts with practical experience in the areas that are addressed within this text. 
They provide a thorough, in-depth treatment of each topic. 

Within this text, updated information on GPS and GLONASS is presented. In 
particular, descriptions of new satellites, such as GPS III and GLONASS K2 and 
their respective signal sets (e.g., GPS III L1C and GLONASS L3OC), are included. 

New to this edition are in-depth technical descriptions of each emerging satel-
lite navigation system: BeiDou, Galileo, QZSS, and NavIC. Dedicated chapters 
cover each system’s constellation configuration, satellites, ground control system 
and user equipment. Detailed satellite signal characteristics are also provided.

Over the past two decades, we’ve heard from many engineers that they learned 
how GPS receivers work from prior editions of this book. For the third edition, 
the treatment of receivers is updated and expanded in several important ways.  
New material has been added on important receiver components, such as anten-
nas and front-end electronics. The increased complexity of multiconstellation, 



multifrequency receivers, which are rapidly becoming the norm today, is addressed 
in detail. Other added features of this edition are the clear step-by-step design 
process and associated trades required to develop a GNSS receiver, depending on 
the specific receiver application. This subject will be of great value to those readers 
who need to understand these concepts, either for their own design tasks or to aid 
their satellite navigation system engineering knowledge. To round out the discus-
sion of receivers, updated treatments of interference, ionospheric scintillation, and 
multipath are provided along with new material on blockage from foliage, terrain, 
and man-made structures. 

Since the second edition was published, there have been major developments in 
GNSS augmentations, including differential GNSS (DGNSS) systems, Precise Point 
Positioning (PPP) techniques, and the use of external sensors/networks. The numer-
ous deployed or planned satellite-based augmentation system (SBAS) networks are 
detailed, including WAAS, EGNOS, MSAS, GAGAN, and SDCM, as are ground-
based differential systems used for various applications. The use of PPP techniques 
has greatly increased in recent years, and the treatment in the third edition has 
been expanded accordingly. Material addressing integration of GNSS with other 
sensors has been thoroughly revamped, as has the treatment of network assistance 
as needed to reflect the evolution from 2G/3G to 4G cellular systems that now rely 
on multiconstellation GNSS receiver engines. 

While the book has generally been written for the engineering/scientific com-
munity, one full chapter is devoted to GNSS markets and applications. Marketing 
projections (and the challenge thereof) are enumerated and discussion of the major 
applications is provided.

As in the previous editions, the book is structured such that a reader with a 
general science background can learn the basics of GNSS. The reader with a stron-
ger engineering/scientific background will be able to delve deeper and benefit from 
the more in-depth technical material. It is this ramp-up of mathematical/technical 
complexity along with the treatment of key topics that enables this publication to 
serve as a student text as well as a reference source. 

Over 18,000 copies of the first and second edition have been sold throughout 
the world. We hope that the third edition will build upon the success of these, and 
that this text will prove to be of value to the rapidly increasing number of engineers 
and scientists working on systems and applications involving GNSS. We wish you, 
the reader, the very best in your GNSS endeavors!

Elliott D. Kaplan 
Christopher J. Hegarty 

The MITRE Corporation 
Bedford, Massachusetts 

May 2017



C H A P T E R  1

Introduction
Elliott D. Kaplan

1.1  Introduction

Navigation is defined as the science of getting a craft or person from one place to 
another. Each one of us conducts some form of navigation in our daily lives. Driving 
to work or walking to a store requires that we employ fundamental navigational 
skills. For most of us, these skills necessitate utilizing our eyes, common sense, and 
landmarks. However, in some cases where a more accurate knowledge of our posi-
tion, intended course, and/or transit time to a desired destination is needed, naviga-
tion aids other than landmarks are used. These may be in the form of a simple clock 
to determine the velocity over a known distance or the odometer in our car to keep 
track of the distance traveled. Other navigation aids transmit electronic signals and 
therefore, are more complex. These are referred to as radionavigation aids.

Signals from one or more radionavigation aids enable a person (herein referred 
to as the user) to compute their position. (Some radionavigation aids provide the 
capability for velocity determination and time dissemination as well.) It is impor-
tant to note that it is the user’s radionavigation receiver that processes these signals 
and computes the position fix. The receiver performs the necessary computations 
(e.g., range, bearing, and estimated time of arrival) for the user to navigate to a 
desired location. In some applications, the receiver may only partially process the 
received signals with the navigation computations performed at another location. 

Various types of radionavigation aids exist, and for the purposes of this text, 
they are categorized as either ground-based or space-based. For the most part, 
the accuracy of ground-based radionavigation aids is proportional to their operat-
ing frequency. Highly accurate systems generally transmit at relatively short wave-
lengths and the user must remain within line of sight, whereas systems broadcast-
ing at lower frequencies (longer wavelengths) are not limited to line of sight but are 
less accurate. The satellite navigation (SATNAV) systems that exist at the time of 
this writing utilize relatively short wavelengths and are generally highly accurate 
and line-of-sight-limited. These systems can be augmented to provide enhanced 
performance as well as to overcome line-of-sight limitations.



2	������������ Introduction

1.2  GNSS Overview

Today, there are numerous SATNAV systems operating around the world. Some 
are global and others only provide service within a certain region. The term Global 
Navigation Satellite System (GNSS) is defined as the collection of all SATNAV 
systems and their augmentations. (Unfortunately, the term GNSS is also widely 
used today to refer to any individual global SATNAV system. This book utilizes 
the original definition, but the reader should be aware of the second definition.) 
The SATNAV systems discussed within this book are the Chinese BeiDou Navi-
gation Satellite System (BDS), the European Galileo system, the Russian Federa-
tion GLObal Navigation Satellite System (GLONASS), the U.S. Global Positioning 
System (GPS), India’s Navigation with Indian Constellation (NavIC), and Japan’s 
Quasi-Zenith Satellite System (QZSS).

The GNSS provides accurate, continuous, worldwide, three-dimensional posi-
tion and velocity information to users with the appropriate receiving equipment; 
it also disseminates time within the Coordinated Universal Time (UTC) timescale. 
Global constellations within the GNSS, sometimes referred to as core constellations, 
nominally consist of 24 or more medium Earth orbit (MEO) satellites arranged in 3 
or 6 orbital planes with four or more satellites per plane. A ground control/moni-
toring network monitors the health and status of the satellites. This network also 
uploads navigation and other data to the satellites. With the exception of the ra-
diodetermination service (RDSS) provided by a portion of the BDS, which relies on 
active ranging to geostationary satellites for positioning, the SATNAV systems dis-
cussed within this book provide service to an unlimited number of users since the 
user receivers operate passively (i.e., receive only). These SATNAV systems utilize 
the concept of one-way time of arrival (TOA) ranging. Satellite transmissions are 
referenced to highly accurate atomic frequency standards onboard the satellites, 
which are in synchronism with an internal system time base. All of the SATNAV 
systems discussed within this book broadcast ranging codes and navigation data on 
two or more frequencies using a technique called direct-sequence spread spectrum. 
Each satellite transmits signals with the ranging code component precisely syn-
chronized to a common timescale. The navigation data provides the means for the 
receiver to determine the location of the satellite at the time of signal transmission, 
whereas the ranging code enables the user’s receiver to determine the transit (i.e., 
propagation) time of the signal and thereby determine the satellite-to-user range. 
This technique requires that the user receiver also contain a clock. Utilizing this 
technique to measure the receiver’s three-dimensional location requires that TOA 
ranging measurements be made to four satellites. If the receiver clock was synchro-
nized with the satellite clocks, only three range measurements would be required. 
However, a crystal clock is usually employed in navigation receivers to minimize 
the cost, complexity, and size of the receiver. Thus, four measurements are required 
to determine user latitude, longitude, height, and receiver clock offset from internal 
system time. If either system time or altitude is accurately known, less than four 
satellites are required. Chapter 2 provides elaboration on TOA ranging as well as 
user position, velocity, and time (PVT) determination. Present-day commercial user 
equipment utilizes measurements from multiple SATNAV constellations to form 
the PVT solution. This ensures signal availability if problems are experienced with 
one or more SATNAV systems.
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Regional SATNAV systems are comprised of the same three segments as the 
global systems: space, control, and user. The key difference is that the space seg-
ment utilizes satellites in geostationary and/or inclined geostationary orbits that 
provide coverage over the region of interest. The Chinese BDS, NavIC [formerly 
called the Indian Regional Navigation Satellite System (IRNSS)], and QZSS utilize 
satellites in these orbital configurations. While the BDS incorporates geostationary 
and inclined geostationary satellites, it will also have 27 MEO satellites when fully 
deployed so will provide both a global service and enhanced service within the re-
gion surrounding China. (Section 2.3.2 describes these various orbit types.) 

1.3  Global Positioning System 

Since its inception in the 1970s, the U.S. Global Positioning System (GPS) has con-
tinually evolved. System performance has improved in terms of accuracy, availabil-
ity and integrity. This is attributed to not only major technological enhancements of 
the three segments: space, control and user but also to increased experience of the 
U.S. Air Force operational community. Chapter 3 provides details on GPS.

GPS provides two primary services: Precise Positioning Service (PPS) and Stan-
dard Positioning Service (SPS). The PPS is an encrypted service intended for mili-
tary and other authorized Government users. The SPS is free of direct user fees 
and is in use by billions of civil and commercial users worldwide [1]. Both services 
provide navigation signals for a user receiver to determine position, velocity and 
UTC referenced to the U.S. Naval Observatory (USNO). 

For the space segment, seven satellite blocks have been developed to date, with 
each block providing increased capability. At the time of this writing, the GPS con-
stellation consisted of Block IIR, Block IIR-M, and Block IIF satellites. By Febru-
ary 2016, all Block IIF satellites had been launched. The first GPS III satellite was 
planned for launch in the 2018 timeframe [2]. Figures 1.1 and 1.2 are artist depic-
tions of the GPS Block IIF and GPS III satellites on orbit.

The nominal GPS constellation consists of 24 satellites in 6 MEO orbital planes, 
known as the baseline 24-slot constellation. For many years, the U.S. Air Force 
(USAF) has been operating the constellation with more than the baseline number of 
satellites. In June 2011, the U.S. Air Force formally updated the GPS constellation 
design to be expandable to accommodate up to 27 satellites in defined slots. This 
formalized reconfiguration of up to 27 satellites has resulted in improved coverage 
and geometric properties in most parts of the world [3]. Additional satellites (be-
yond 27) are typically located next to satellites that are expected to need replace-
ment in the near future.

Improvements have been made to the control and space segments such that 
the root mean square (rms) value of the space and control segment contribution 
to ranging error from all satellites in the constellation is approximately 0.5m. The 
control segment continues to evolve with the Next Generation Operational Con-
trol Segment known as OCX planned to become operational prior to 2025.

In terms of user equipment, civil SPS users have a choice of various types of 
receivers in multiple form factors (e.g., wristwatch, handheld, or mobile phone 
application). The majority of these utilize signals from GPS and other GNSS 
constellations. 
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At the time of this writing, the GPS Directorate continued to oversee the de-
velopment and production of new satellites, ground control equipment, and the 
majority of U.S. military user receivers.

1.4  Russian GLONASS System

The Global Navigation Satellite System (GLONASS) is the Russian counterpart 
to GPS. GLONASS provides military and civil multifrequency L-band navigation 
services for PVT solutions for maritime, air, land, and space applications both in-
side Russia and internationally. The form of time provided to users is UTC(SU). 
GLONASS consists of a constellation of satellites in MEO, a ground control seg-
ment, and user equipment. GLONASS is described in detail in Chapter 4. At the 
time of this writing, there were 24 active satellites and 2 spares. The number of 
spare satellites is planned to increase to 6. Under the 24-satellite concept, the per-
formance of all 30 satellites will be determined by GLONASS controllers and the 

Figure 1.1  GPS Block IIF satellite. (Courtesy of The Boeing Company.)

Figure 1.2  GPS III satellite. (Courtesy of Lockheed-Martin.) 
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best 24 will be activated. The remaining six will be held for backup or in reserve. 
Periodically, the mix will be evaluated and, if necessary, a new best set of 24 will be 
defined. At the beginning of 2017, the GLONASS constellation was populated with 
two types of spacecraft: Glonass-M, which is a modernized version of the original 
legacy spacecraft launched from 1982 through 2005, and the newer Glonass-K1 
spacecraft design, first launched in 2011. Russia planned to introduce the next gen-
eration of spacecraft, Glonass-K2, starting in 2018. Figures 1.3 and 1.4 depict the 
Glonass-M and Glonass-K1 satellites, respectively.

Both Glonass-M and Glonass-K1 satellites broadcast short- and long-ranging 
codes and navigation data using frequency division multiple access (FDMA). These 
satellites also broadcast a code division multiple access (CDMA) ranging code 
with navigation data, which, at the time of this writing, is serving as a test signal. 
GLONASS signal characteristics and frequency assignments are contained in Sec-
tion 4.7.

The Glonass-K satellites carry a search-and-rescue payload (SAR). The payload 
relays the 406-MHz SAR beacon transmissions that are designed to work with the 
currently deployed COSPAS-SARSAT system. 

GLONASS is supported by a network of ground sites mainly located within the 
borders of Russia and augmented by monitor sites outside its borders. 

GLONASS provides an authorized (military) navigation and a civil navigation 
service similar to GPS. The Russian government has decreed that the GLONASS 
open service is available to all national and international users without any limi-
tations. Thus, it is presently incorporated in multiconstellation GNSS single-chip 
receivers used by millions every day. 

1.5  Galileo Satellite System

In 1998, the European Union (EU) decided to pursue a satellite navigation system 
independent of GPS designed specifically for civilian use worldwide. The develop-
ment of the Galileo system has followed an incremental approach. Each of the sub-
sequent phases had its own set of objectives. The two major implementation phases 

Figure 1.3  Glonass-M satellite. (Courtesy of Brian Terrill.)
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are the in-orbit validation (IOV) phase and the full operational capability (FOC) 
phase. The IOV phase has been completed. IOV provided the end-to-end validation 
of the Galileo system concepts based on an initial constellation of four operational 
Galileo spacecraft and a first ground segment. Accomplishing a successful service 
validation campaign, performed throughout 2016, the European Commission (EC) 
declared the start of the Galileo Initial Services on December 15, 2016.

The system is presently in the FOC phase. FOC will complete the deployment 
of the Galileo constellation and ground infrastructure and achieve full operational 
validation and system performance. During the deployment completion, the infra-
structure will be integrated and tested in system builds that contain gradually en-
hanced segment versions, increasing number of remote elements and satellites. The 
ongoing FOC phase will lead to the fully deployed and validated Galileo system. 
During this phase, the Galileo system will be handed over in stages to the EC and 
the European GNSS Agency (GSA)1 for service provision and exploitation. 

When completed, GALILEO will provide multiple levels of service to users 
throughout the world. Four services are planned: an open service that will be free 
of direct user charges, a commercial service that will combine value-added data to 
a high-accuracy positioning service, a public regulated service strictly for govern-
ment-authorized users requiring a higher level of protection (e.g., increased robust-
ness against interference or jamming), and support for search and rescue. 

At the time of this writing, a 30-satellite MEO constellation and a full world-
wide ground control segment were in development. Figure 1.5 depicts a Galileo 
satellite. One key goal is to be interoperable with GPS. Primary interoperability 
factors being addressed are signal structure, geodetic coordinate reference frame, 

1.	 The European GNSS Agency (GSA) is an agency of the European Union (EU). The GSA’s mission is to 
support EU objectives and achieve the highest return on European GNSS investment, in terms of benefits 
to users, economic growth, and competitiveness. www.gsa.europa.eu.

Figure 1.4  Glonass-K1 satellite. (Courtesy of Brian Terrill.)
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and time reference system. Full operational capability has been planned for 2020. 
Chapter 5 describes the Galileo system including satellite signal characteristics.

1.6  Chinese BeiDou System

The BDS is a multifunction SATNAV system that integrates many services. Upon its 
completion scheduled for 2020, BDS will provide global users with PVT services. It 
will provide a form of UTC traceable to the National Time Service Center (NTSC) 
of the Chinese Academy of Science denoted as UTC(NTSC). In addition, it will also 
provide users in China and surrounding areas with a wide-area differential service 
with positioning accuracy of better than 1m, as well as a short message service 
(SMS). Those services can be classified as the following three types [4, 5]:

1.	 Radionavigation satellite service (RNSS): The RNSS comprise the basic 
navigation services that all GNSS constellations offer, namely PVT. As with 
other GNSS constellations, using signals of multiple frequencies, BDS pro-
vides users with two kinds of services. The open services are available to 
global users free of charge. The authorized services are available only to 
authorized users. 

2.	 RDSS: The RDSS is unique to BDS among the GNSS constellations. These 
services include rapid positioning, short messaging, and precision timing 
services via GEO satellites for users in China and surrounding areas. This 

Figure 1.5  Galileo satellite. (©ESA-P. Carill.)
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was the only service type provided by Phase 1 of BDS deployment, BD-1. 
This functionality has been incorporated into BDS as the system continues 
to evolve to FOC. With more in-orbit GEO satellites, the RDSS service per-
formance has been further improved with respect to the two GEO satellites 
in Phase 1. 

	   Since the BDS RNSS offers better passive positioning and timing perfor-
mance, the SMS is the most useful feature in the RDSS service family, and 
is widely used for user communications and position-reporting. From the 
viewpoint of RDSS services, BDS is actually a satellite communication sys-
tem with SMS services. A user identification number is required for a user 
to use the RDSS services; hence, the RDSS services belong to the authorized 
service category.

3.	 Wide-area differential services: The augmentation systems of other GNSS 
systems (see Chapter 12) are built independently from their nominal sys-
tems. For example, after GPS was deployed, the United States developed 
an independent augmentation system, Wide Area Augmentation System 
(WAAS), to meet the demands of the civil aviation industry. The multi-
ple GEO satellites in the BDS constellation make it possible to have an 
integrated design to combine the nominal services with the augmentation 
services. As one of the important BDS services, the space-based augmenta-
tion system has been designed and developed in parallel with the nominal 
system in the BDS development process. 

The deployment of the BDS global system with 35 satellites (5 GEO, 3 inclined 
GEO and 27 MEO) is planned to be completed by around 2020 [6]. Figures 1.6 
and 1.7 illustrate the BDS GEO and IGSO/MEO satellites, respectively.

1.7  Regional Systems

1.7.1  Quasi-Zenith Satellite System (QZSS)

QZSS is a regional civil SATNAV system operated by the Japan Aerospace Explo-
ration Agency (JAXA) on behalf of the Japanese government. The QZSS constel-
lation currently consists of one satellite in an inclined-elliptical-geosynchronous 
orbit (denoted as a quasi-zenith (QZ) orbit), providing high-elevation coverage to 

Figure 1.6  BDS GEO satellite [6].
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complement and augment the U.S. GPS (and potentially other GNSS constellations) 
over Japan. This QZSS satellite is providing experimental navigation and messaging 
services. By 2018, plans call for the QZSS constellation to expand to four satel-
lites (one satellite in geostationary orbit and three in QZ orbits), and by 2023 the 
constellation is planned to consist of seven satellites (one in geostationary orbit, the 
others in QZ orbits) that will provide independent regional capability in addition 
to complementing or augmenting other GNSS constellations [7–9]. Figure 1.8 is a 
depiction of a QZSS satellite.

QZSS is designed to provide three types of services: navigation services to com-
plement GPS, differential GPS augmentation services to improve GPS accuracy, 
and messaging services for public safety applications during crisis or disasters. As 
the constellation is completed, QZSS will provide an independent regional naviga-
tion capability independent of other GNSS constellations in addition to the current 
services. 

Currently, QZS-1 provides operational services that are being used for a vari-
ety of applications in Japan and experimental services which are being tested for 
future operational use. Planned QZS-2 through QZS-4 satellites will add new ex-
perimental augmentation services. Satellites in QZ obits will provide satellite-based 
augmentation services (SBAS) corrections while the GEO space vehicle (SV) will 

Figure 1.7  BDS IGSO/MEO satellite [6].

Figure 1.8  QZSS satellite. (Courtesy of Brian Terrill.)
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provide S-band messaging services. The navigation and augmentation charges are 
offered free of any user fees. Section 7.1 provides details on QZSS.

1.7.2  Navigation with Indian Constellation (NavIC) 

NavIC is a regional military and civil SATNAV system operated by the Indian Space 
Research Organization (ISRO) in cooperation with the Indian Defense Research 
and Development Organization (DRDO) [10, 11]. While other SATNAV systems 
work primarily in the L-band, NavIC transmits navigation signals in both the L5-
band and S-band. 

At the time of this writing, NavIC consisted of 3 geostationary and 4 inclined-
geosynchronous satellites, ground support segment, and user equipment. The sys-
tem provides PVT for a region from 30° South Latitude to 50° North Latitude and 
from 30° East Longitude to 130° East Longitude, which is a region approximately 
extending about 1500 km around India. A NavIC satellite is depicted in Figure 1.9. 

NavIC provides two levels of service, a public Standard Positioning Service 
(SPS) and an encrypted Restricted Service (RS); both will be available on both 
L5-band (1176.45 MHz) and S-band (2492.028 MHz) [12–14]. NavIC SPS is de-
signed to support both signal-frequency (L5-band) position fixes using a broadcast 
ionospheric-correction model and dual-frequency using L5-band and S-band to-
gether [15]. A common oscillator provides the timing of both the L5- and S-band 
signals, thus allowing the receiver to measure the ionospheric delay in real-time and 
allowing the user equipment to apply corrections. Details of NavIC are contained 
in Section 7.2.

1.8  Augmentations

Augmentations are available to enhance standalone GNSS performance. These can 
be space-based such as a geostationary satellite overlay service that provides satel-
lite signals to enhance accuracy, availability, and integrity or ground-based as in a 
network that assists embedded GNSS receivers in cellular telephones to compute a 
rapid position fix. The need to provide continuous navigation between the update 

Figure 1.9  NavIC (IRNSS) satellite. (Courtesy of Brian Terrill.)
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periods of the GNSS receiver, during periods of shading of the GNSS receiver’s 
antenna, and through periods of interference, is the impetus for integrating GNSS 
with various additional sensors. The most popular sensors to integrate with GNSS 
are inertial sensors, but the list also includes dopplerometers (Doppler velocity/
altimeters), altimeters, speedometers, and odometers, to name a few. The method 
most widely used for this integration is the Kalman filter. 

In addition to integration with other sensors, it can also be extremely benefi-
cial to integrate a GNSS sensor within a communications network. For example, 
many cellular handsets now include embedded GNSS engines to locate the user in 
the event of an emergency, or to support a wide variety of location-based services 
(LBS). These handsets are often used indoors or in other areas where the GNSS 
signals are so highly attenuated that demodulation of the GNSS navigation data by 
the handset takes a long time or is not possible. However, with network assistance, 
it is possible to track weak GNSS signals and quickly determine the location of the 
handset. The network can obtain the requisite GNSS navigation data from other 
GNSS receivers with a clear-sky view or other sources. Further, the network can 
assist the handset in a number of other ways such as the provision of timing and a 
coarse position estimate. Such assistance can greatly increase the sensitivity of the 
GNSS sensor embedded in the handset enabling it to determine position further in-
doors or in other environments where the GNSS signal is highly attenuated. Chap-
ter 13 covers both integration of GNSS with other sensors and network-assisted 
GNSS.

Some applications, such as precision farming, aircraft precision approach, and 
harbor navigation, require far more accuracy than that provided by standalone 
GNSS. They may also require integrity warning notifications and other data. These 
applications utilize a technique that dramatically improves standalone system per-
formance, referred to as differential GNSS (DGNSS). DGNSS is a method of im-
proving the positioning or timing performance of GNSS by using one or more ref-
erence stations at known locations, each equipped with at least one GNSS receiver 
to provide accuracy enhancement, integrity or other data to user receivers via a 
data link. 

There are several types of DGNSS techniques and depending on the applica-
tion, the user can obtain accuracies ranging from millimeters to decimeters. Some 
DGNSS systems provide service over a local area (10–100 km) from a single refer-
ence station, while others service an entire continent. The European Geostationary 
Navigation Overlay Service (EGNOS) and Indian GAGAN system are examples 
of wide area DGNSS services. Chapter 12 describes the underlying concepts of 
DGNSS and details a number of operational and planned DGNSS systems.

1.9  Markets and Applications

Today’s 4 billion GNSS deployed devices are projected to grow to over 9 billion 
by 2023. That is more than one unit for every person on Earth. It is anticipated 
that while the United States and Europe will grow at 8% per year, Asia and the 
Pacific Region will grow at 11% per year. The total world market is expected to 
grow about 8% over the next 5 years due primarily to GNSS use in smart phones 
and location-based services. Revenues can be broken into core elements like GNSS 
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hardware/software sales and the enabled revenues created by the applications. With 
these definitions, annual core revenue is expected to be just over €100 billion ($90 
billion) by 2020. Enabled revenue stays fairly flat at €250 billion ($225 billion) 
over the period, but is estimated to rise dramatically after 2020 as Galileo and Bei-
Dou reach full operational capability [1]. Figure 1.10 shows the projected growth 
of the installed base of GNSS receivers and Figure 1.11 shows the growth of GNSS 
devices per capita. The projected global GNSS market size through 2023 is shown 
in Figure 1.12.

GNSS revenue growth between now and 2023 was estimated to be dominated 
by both mobile users and location-based services as shown in Figure 1.13. 

Applications of GNSS technology are diverse. These range from navigating a 
drone to providing a player’s position on a golf course and distance to the hole. 
While most applications are land-based such as providing turn-by-turn directions 
using a smartphone, there are also aviation, maritime, and space-based usages. Fur-
ther discussion on market projections and applications is contained in Chapter 14.

1.10  Organization of the Book 

This book is structured to first familiarize the reader with the fundamentals of 
PVT determination using GNSS. Once this groundwork has been established, the 
SATNAV systems mentioned above that comprise the GNSS are described. Each 
description provides details of the system architecture, geodetic and time references, 
services and broadcast navigation signals.

Next, the discussion focuses on how a GNSS receiver is actually designed. A 
step-by-step description of the design process and associated trades required to 
design a GNSS receiver depending on the specific receiver application is put forth. 
Each stage of a creating a GNSS receiver is described. Details of receiver signal 
acquisition and tracking as well as range and velocity measurement processes are 
provided.

Figure 1.10  Installed base of GNSS devices by region. (Courtesy of GSA.)
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Signal acquisition and tracking is also analyzed in the presence of interference, 
multipath and ionospheric scintillation. GNSS error sources are examined followed 
by an assessment of GNSS performance (accuracy, availability, integrity, and conti-
nuity). GNSS differential techniques are then covered. Sensor-aiding techniques in-
cluding automotive applications and network-assisted GNSS are presented. Finally, 
information on GNSS applications and their corresponding market projections is 
discussed. The highlights of each chapter are summarized next.

Chapter 2 provides the fundamentals of user PVT determination. Beginning 
with the concept of TOA ranging, the chapter develops the principles for obtain-
ing three-dimensional user position and velocity as well as UTC from a SATNAV 
system. Included in this chapter are primers on GNSS reference coordinate systems, 
Earth models, satellite orbits, and constellation design. This chapter also provides 
an overview of GNSS signals including commonly used signal components. Back-
ground information on modulations that are useful for satellite radionavigation, 
multiplexing techniques, and general signal characteristics including autocorrela-
tion functions and power spectra is covered. 

In Chapter 3, details of GPS are presented. These include descriptions of the 
space, control (i.e., worldwide ground control/monitoring network), and user 

Figure 1.11  GNSS devices per capita: 2014 and 2023. (Courtesy of GSA.)

Figure 1.12  Global GNSS market size (billions of Euros). (Courtesy of GSA.)
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(equipment) segments. Particulars of the constellation are described. Satellite types 
and corresponding attributes are provided including the Block IIF and GPS III. One 
will note the increase in the number of transmitted civil and military navigation 
signals as the various satellite blocks progress. Of considerable interest are interac-
tions between the control segment (CS) and the satellites. This chapter provides a 
thorough understanding of the measurement processing and building of a naviga-
tion data message. A navigation data message provides the user receiver with satel-
lite ephemerides, satellite clock corrections and other information that enable the 
receiver to compute PVT. An overview of user receiving equipment is presented as 
well as related selection criteria relevant to both civil and military users.

This chapter also describes the GPS legacy and modernized satellite signals and 
their generation including frequency assignments, modulation format, navigation 
data, received power levels, and ranging code generation. 

Chapter 4 discusses the Russian GLONASS system. An overview of the system 
is first presented, accompanied with pertinent historical facts. The constellation 
and associated orbital plane characteristics are then detailed. This is followed by 
a description of the ground control/monitoring network and current and planned 
spacecraft designs. The GLONASS coordinate system, Earth model, time refer-
ence, and satellite signal characteristics are also discussed. System performance in 
terms of accuracy and availability is covered as well as an overview of differential 
services. (Chapter 12 provides details of differential services.)

Chapter 5 introduces Galileo. The overall program is first discussed followed 
by details of system services. Next, a detailed technical description of the system 
architecture is provided along with constellation particulars, satellite design, and 

Figure 1.13  Cumulative core revenue 2013 to 2023 by market segment (billions of Euros). (Cour-
tesy of GSA.)



1.10  Organization of the Book 	 15

launch vehicle descriptions. Extensive treatment of the downlink satellite signal 
structure is put forth. Interoperability factors are considered next. In addition to 
providing navigation services, Galileo will also contribute to the international 
search and rescue (SAR) architecture. Details of the SAR/Galileo service are con-
tained in Section 5.7.

Chapter 6 is dedicated to BeiDou. The chapter begins with an overview of 
the Beidou program, which is denoted as the BeiDou Navigation Satellite System 
(BDS). Program history and its three-phased evolutionary approach are described. 
The BDS program began with a regional RDSS and is now expanding to worldwide 
coverage. The chapter details constellation and satellite design particulars as well 
as particulars of the ground control segment. Interoperability factors (e.g., geodetic 
coordinate reference system, time reference system) are covered. This is followed 
by BDS services and an extensive treatment of satellite signal characteristics. The 
regional RDSS provides both navigation and messaging services.

In Chapter 7, we describe regional SATNAV systems. There is a growing real-
ization that total dependency on one or more global core constellations for PVT 
services will not address unique specific regional needs. Without being closely part-
nered with the core constellation providers, these unique needs may not be met. 
Among the requirements that a regional service can provide are: guaranteed quality 
of service within the coverage regions (positioning and timing services to users) and 
unique messaging requirements for users. In Chapter 7, we discuss the NavIC, a 
regional service provided by India to support the region of the world centered on 
the continent of India and the QZSS, the regional service provided by Japan serving 
the western Pacific region. These constellations improve the coverage of global core 
constellations in mountainous territories where masking of the core constellation 
satellites can impact coverage in the mountain valleys and within urban canyons by 
assuring high-elevation angle satellite availability. 

Section 7.1 describes the emerging QZSS. The QZSS program was initiated in 
2002 as a government/industry effort. The first satellite was launched in 2010 and 
the decision to proceed for the initial operating capability came in 2012. In Sec-
tion 7.1.2, the QZSS space segment is described. Although the QZSS constellation 
consisted of a single satellite in an inclined geosynchronous orbit at the time of this 
writing, the remainder of the IOC constellation were planned to be in-orbit before 
2023. QZSS will transmit timing signals in the L1, L2, and L5 navigation bands 
(similar to the U.S. GPS). 

Section 7.1.3 focuses on the QZSS control segment (CS). To ensure that the 
PVT requirements are met, the CS consists of satellite tracking functions (radar 
and laser ranging), signal monitoring stations, and timing management for the con-
stellation. Section 7.1.4 discusses the geodesy and timing services. Of note is that 
QZSS plans to be closely synchronized (i.e., very small timing offset) with GPS 
time. In Section 7.1.5, the QZSS services to military and civil users are described 
and include specific augmentations for high-precision users as well as crisis and 
safety messaging services. Given the extremely rugged and mountainous locations 
in Japan, these services are considered critical for emergency uses. Finally, the spe-
cific characteristics of the six QZSS signals are discussed in Section 7.1.6.

Section 7.2, describes the NavIC. In Section 7.2.2, the space segment is dis-
cussed. After the initial decision by India to proceed to develop and deploy NavIC 
in 2006, the first satellite was launched in 2013. At the time of this writing, the 
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NavIC space segment had seven satellites in a combination of geosynchronous or-
bits and inclined geosynchronous orbit providing the current operational capabil-
ity. The current satellites transmit positioning signals in L5 and S bands to provide 
both civil and military PVT services. The NavIC CS is discussed in Section 7.2.3. 
The function of the CS is to assure high-accuracy position and timing information 
and to provide special messaging services to meet the unique civil and military 
needs. Section 7.2.4 concentrates on the geodesy and time systems while Section 
7.2.5 covers the navigation services. Section 7.2.6 covers the NavIC signals and 
their characteristics and Section 7.2.7 describes the user equipment for military 
and civil users. 

Chapter 8 provides a comprehensive overview at a high level of virtually every 
GNSS receiver and lays the foundation for how they are designed. This chapter 
describes in detail every function in a GNSS receiver required to search, acquire 
and track the SV signals, then extract the code and carrier measurements as well as 
the navigation message data from the GNSS SVs. The subject matter is so extensive 
that rigor is often replaced with first principles as a trade-off for conveying the 
most important objective of this chapter seldom presented elsewhere: how a GNSS 
receiver is actually designed. Once these extensive design concepts are understood 
as a whole, the reader will have the basis for understanding or developing new 
innovations. Numerous references are provided for the reader seeking additional 
details.

Chapter 9 discusses four general classes of GNSS radio frequency (RF) signal 
disruptions that can deteriorate GNSS receiver performance. The first class of sig-
nal disruptions is interference (the focus of Section 9.2), which may be either unin-
tentional or intentional (commonly referred to as jamming). Section 9.3 discusses 
the second class of GNSS disruptions called ionospheric scintillation, which is a 
signal-fading phenomenon caused by irregularities that can arise at times in the 
ionospheric layer of the Earth’s atmosphere. The third class of disruptions is signal 
blockage, which is discussed in Section 9.4. Signal blockage is manifested when the 
line-of-sight paths of GNSS RF signals are attenuated excessively by heavy foliage, 
terrain, or man-made structures. The fourth and final class of GNSS disruptions, 
discussed in Section 9.5, is multipath. Invariably, there are reflective surfaces be-
tween each GNSS spacecraft and the user receiver that result in RF echoes arriving 
at the receiver after the desired (line-of-sight) signal. 

GNSS measurement errors are covered in Chapter 10. A detailed explanation 
of each pseudorange measurement error source and its contribution to overall er-
ror budgets is provided. Spatial and time correlations characteristics are also ex-
amined. This treatment lays the groundwork for the reader to better understand 
DGNSS. All DGNSS systems exploit these correlations to improve overall system 
performance. (DGNSS system details are discussed in Chapter 12.) The chapter 
closes with a presentation of representative error budgets for both the single- and 
dual-frequency GNSS user.

Performance of standalone GNSS is discussed in Chapter 11. This chapter first 
provides algorithms for estimating PVT using one or more GNSS constellations. 
A variety of geometry factors are defined that are used in the estimation of the 
various components (e.g., horizontal, vertical) of the GNSS navigation solution. 
In Section 11.2.5, usage of additional state variables is discussed including meth-
ods to address system time offsets when using measurements from multiple GNSS 
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constellations. This is especially important if a receiver is tracking satellites from 
two or more GNSS constellations; then the difference in system times (e.g., GPS 
System Time, GLONASS System Time, Galileo System Time, BeiDou System Time) 
needs to be accounted for when blending the measurements to form the PVT solu-
tion. Sections 11.3 through 11.5 discuss, respectively, the three other important 
performance metrics of availability, integrity, and continuity. Each of these metrics 
is covered within the context of multiconstellation GNSS. It should be noted that 
the comprehensive treatment of integrity includes a discussion of Advanced Re-
ceiver Autonomous Integrity Monitoring (ARAIM). 

There are many applications that demand higher levels of accuracy, integrity, 
availability, and continuity than provided by standalone GNSS. For such applica-
tions, augmentation is required. There are several classes of augmentation, which 
can be used singly or in combination: DGNSS, Precise Point Positioning (PPP), and 
the use of external sensors. Chapter 12 introduces DGNSS and PPP. Chapter 13 
will discuss various external sensors/systems and their integration with GNSS.

Both DGNSS and PPP are methods to improve the positioning or timing per-
formance of GNSS by making use of measurements from one or more reference 
stations at known locations, each equipped with at least one GNSS receiver. The 
reference station(s) provides information that is useful to improve PNT perfor-
mance (accuracy, integrity, continuity, and availability) for the end user. 

This chapter describes the underlying concepts of DGNSS and details a number 
of operational and planned DGNSS systems. The underlying algorithms and per-
formance of code- and carrier-based DGNSS systems are presented in Sections 12.2 
and 12.3, respectively. PPP systems are addressed in Section 12.4. Some important 
DGNSS message standards are introduced in Section 12.5. The final section, Sec-
tion 12.6, details a number of operational and planned DGNSS and PPP systems.

Chapter 13 focuses on the need to provide continuous navigation between the 
update periods of the GNSS receiver, during periods of shading of the GNSS re-
ceiver’s antenna, and through periods of interference. This is the impetus for inte-
grating GNSS with various additional sensors. In Section 13.2, the motivations for 
GNSS/inertial integration are detailed. The Kalman filter is described, including 
an example of a typical Kalman filter implementation. Various classes of GNSS/
inertial integrations are introduced and discussed. Section 13.3 addresses sensor 
integration for land vehicles. A description of the sensors, their integration with 
the Kalman filter, and test data taken during field testing of a practical multisen-
sor system are presented. Section 13.4 discusses methods of enhancing GNSS per-
formance using network assistance. This section includes descriptions of network 
assistance techniques, performance, and emerging standards. Lastly, Section 13.5 
introduces the topic of extending positioning systems into indoor and other areas 
with GNSS signal blockage using hybrid positioning systems incorporating GNSS, 
low-cost inertial sensors, and various other RF signals available on mobile devices.

Chapter 14 is dedicated to GNSS markets and applications. This chapter starts 
with reviews of numerous market projections and continues with the process in 
which a company would target a specific market segment. Differences between the 
civil and military markets are discussed. It is of prime importance to understand 
these differences when targeting a specific segment of either market. The influence 
of governmental policy on the GNSS market is examined. Numerous civil, govern-
ment, and military applications are presented. 
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2.1  Concept of Ranging Using Time-of-Arrival Measurements

GNSS utilizes the concept of time-of-arrival (TOA) ranging to determine user posi-
tion. This concept entails measuring the time it takes for a signal transmitted by 
an emitter (e.g., foghorn, ground-based radionavigation transmitter, satellite) at a 
known location to reach a user receiver. This time interval, referred to as the signal 
propagation time, is then multiplied by the speed of the signal propagation (e.g., 
speed of sound, speed of light) to obtain the emitter to-receiver distance. By measur-
ing the propagation time of signals broadcast from multiple emitters (i.e., naviga-
tion aids) at known locations, the receiver can determine its position. An example 
of two-dimensional positioning is provided next.

2.1.1  Two-Dimensional Position Determination

Consider the case of a mariner at sea determining his or her vessel’s position from 
a foghorn. (This introductory example was originally presented in [1] and is con-
tained herein because it provides an excellent overview of TOA position determina-
tion concepts.) Assume that the vessel is equipped with an accurate clock and the 
mariner has an approximate knowledge of the vessel’s position. Also, assume that 
the foghorn whistle is sounded precisely on the minute mark and that the vessel’s 
clock is synchronized to the foghorn clock. The mariner notes the elapsed time from 
the minute mark until the foghorn whistle is heard. The foghorn whistle propaga-
tion time is the time it took for the foghorn whistle to leave the foghorn and travel 
to the mariner’s ear. This propagation time multiplied by the speed of sound (ap-
proximately 335 m/s) is the distance from the foghorn to the mariner. If the foghorn 
signal took 5 seconds to reach the mariner’s ear, then the distance to the foghorn 
is 1,675m. Let this distance be denoted as R1. Thus, with only one measurement, 
the mariner knows that the vessel is somewhere on a circle with radius R1 centered 
about the foghorn, which is denoted as Foghorn 1 in Figure 2.1.
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Hypothetically, if the mariner simultaneously measured the range from a sec-
ond foghorn in the same way, the vessel would be at range R1 from Foghorn 1 and 
range R2 from Foghorn 2, as shown in Figure 2.2. It is assumed that the foghorn 
transmissions are synchronized to a common time base and the mariner has knowl-
edge of both foghorn whistle transmission times. Therefore, the vessel relative to 
the foghorns is at one of the intersections of the range circles. Since it was assumed 
that the mariner has approximate knowledge of the vessel’s position, the unlikely 
fix can be discarded. Resolving the ambiguity can also be achieved by making a 
range measurement to a third foghorn, as shown in Figure 2.3.

Figure 2.1  Range determination from a single source. (After: [1].)

Figure 2.2  Ambiguity resulting from measurements to two sources. (After: [1].)
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2.1.1.1  Common Clock Offset and Compensation

The above development assumed that the vessel’s clock was precisely synchronized 
with the foghorn time base. However, this might not be the case. Let us presume 
that the vessel’s clock is advanced with respect to the foghorn time base by 1 sec-
ond. That is, the vessel’s clock believes the minute mark is occurring 1 second ear-
lier. The propagation intervals measured by the mariner will be larger by 1 second 
due to the offset. The timing offsets are the same for each measurement (i.e., the 
offsets are common) because the same incorrect time base is being used for each 
measurement. The timing offset equates to a range error of 335m and is denoted 
as ε in Figure 2.4. The separation of intersections C, D, and E from the true vessel 
position, A, is a function of the vessel’s clock offset. If the offset could be removed 
or compensated for, the range circles would then intersect at point A.

2.1.1.2  Effect of Independent Measurement Errors on Position Certainty

If this hypothetical scenario were realized, the TOA measurements would not be 
perfect due to errors from atmospheric effects, foghorn clock offset from the fog-
horn time base, and interfering sounds. Unlike the vessel’s clock offset condition 
cited above, these errors would be generally independent and not common to all 
measurements. They would affect each measurement in a unique manner and result 
in inaccurate distance computations. Figure 2.5 shows the effect of independent 

Figure 2.3  Position ambiguity removal by additional measurement. (After: [1].)
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errors (i.e., ε1, ε2, and ε3) on position determination assuming foghorn time base/
mariner clock synchronization. Instead of the three range circles intersecting at a 
single point, the vessel location is somewhere within the triangular error space.

2.1.2  Principle of Position Determination via Satellite-Generated Ranging 
Codes

GNSS employs TOA ranging for user position determination. By making TOA 
measurements to multiple satellites, three-dimensional positioning is achieved. We 
will observe that this technique is analogous to the preceding foghorn example; 
however, satellite ranging codes travel at the speed of light, which is approximately  
3 × 108 m/s. It is assumed that the satellite ephemerides are accurate (i.e., the satel-
lite locations are precisely known).

2.1.2.1  Three-Dimensional Position Location Via Intersection of Multiple Spheres

Assume that there is a single satellite transmitting a ranging signal. A clock onboard 
the satellite controls the timing of the ranging signal broadcast. This clock and 
others onboard each of the satellites within a particular SATNAV constellation are 
effectively synchronized to an internal system time scale herein referred to as sys-
tem time (e.g., GPS system time). The user’s receiver also contains a clock that (for 

Figure 2.4  Effect of receiver clock offset on TOA measurements. (After: [1].)
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the moment) we assume to be synchronized to system time. Timing information is 
embedded within the satellite ranging signal that enables the receiver to calculate 
when the signal left the satellite based on the satellite clock time. This is discussed 
in more detail in Section 2.5.1. By noting the time when the signal was received, the 
satellite-to-user propagation time can be computed. The product of the satellite-to-
user propagation time and the speed of light yields the satellite-to-user range, R. 
As a result of this measurement process, the user would be located somewhere on 
the surface of a sphere centered about the satellite as shown in Figure 2.6(a). If a 
measurement was simultaneously made using the ranging code of a second satellite, 
the user would also be located on the surface of a second sphere that is concentric 
about the second satellite. Thus, the user would then be somewhere on the surface 
of both spheres, which could be either on the perimeter of the shaded circle in 
Figure 2.6(b) that denotes the plane of intersection of these spheres or at a single 
point tangent to both spheres (i.e., where the spheres just touch). This latter case 
could only occur if the user was collinear with the satellites, which is not the typical 
case. The plane of intersection is perpendicular to a line connecting the satellites, as 
shown in Figure 2.6(c).

Repeating the measurement process using a third satellite, the user is at the 
intersection of the perimeter of the circle and the surface of the third sphere. This 
third sphere intersects the shaded circle perimeter at two points; however, only 
one of the points is the correct user position, as shown in Figure 2.6(d). A view 
of the intersection is shown in Figure 2.6(e). It can be observed that the candidate 

Figure 2.5  Effect of independent measurement errors on position certainty.
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locations are mirror images of one another with respect to the plane of the satel-
lites. For a user on the Earth’s surface, it is apparent that the lower point will be 
the true position. However, users that are above the Earth’s surface may employ 
measurements from satellites at negative elevation angles. This complicates the de-
termination of an unambiguous solution. Airborne/spaceborne receiver solutions 
may be above or below the plane containing the satellites, and it may not be clear 
which point to select unless the user has ancillary information.

2.2  Reference Coordinate Systems

To formulate the mathematics of the satellite navigation problem, it is necessary to 
choose a reference coordinate system in which the states of both the satellite and 

Figure 2.6   (a) User located on surface of sphere; (b) user located on perimeter of shaded circle 
(source: [2], reprinted with permission); (c) plane of intersection; (d) user located at one of two 
points on shaded circle (source: [2], reprinted with permission); and (e) user located at one of two 
points on circle perimeter.
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the receiver can be represented. In this formulation, it is typical to describe satellite 
and receiver states in terms of position and velocity vectors measured in a Cartesian 
coordinate system. The Cartesian coordinate systems can be categorized as inertial 
and rotating systems, and as Earth-centered and local (topocentric) systems. In this 
section, an overview is provided of the coordinate systems used in conjunction with 
GNSS.

2.2.1  Earth-Centered Inertial (ECI) Coordinate System

For the purposes of measuring and determining the orbits of satellites, it is conve-
nient to use an Earth-centered inertial (ECI) coordinate system, in which the origin 
is at the center of mass of the Earth and whose axes are pointing in fixed directions 
with respect to the stars. A satellite’s position and velocity may be modeled with 
Newton’s laws of motion and gravitation in an ECI coordinate system. In typical 
ECI coordinate systems, the xy-plane is taken to coincide with the Earth’s equa-
torial plane, the +x-axis is permanently fixed in a particular direction relative to 
the celestial sphere, the +z-axis is taken normal to the xy-plane in the direction of 
the North Pole, and the +y-axis is chosen so as to form a right-handed coordinate 

Figure 2.6   (continued)
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system. Determination and subsequent prediction of satellite orbits are carried out 
in an ECI coordinate system.

There is an inherent problem in defining an ECI system in terms of the Earth’s 
equatorial plane. The Earth is subject to motions of precession, nutation, and polar 
motion. The Earth’s shape is oblate, and due largely to the gravitational pull of the 
Sun and the Moon on the Earth’s equatorial bulge, the equatorial plane moves with 
respect to the celestial sphere. Because the z-axis is defined relative to the equatorial 
plane, the Earth’s motions would cause the ECI system as defined above to have 
an orientation which changes in time. The solution to this problem is to define the 
orientation of the axes at a particular instant in time or epoch. 

It is customary to define an ECI coordinate system with the orientation of the 
equatorial plane at 1200 hr TT on January 1, 2000, denoted as the J2000 system. 
The +x-axis is taken to point from the center of mass of the Earth to the direction 
of vernal equinox, and the y- and z-axes are defined above, all at the aforemen-
tioned epoch. Terrestrial time (TT) is a uniform time system representing an ideal-
ized clock on the Earth’s geoid. TT has replaced the old Ephemeris Time (ET), and 
TT is ahead of International Atomic Time (TAI) by 32.184 seconds.

2.2.2  Earth-Centered Earth-Fixed (ECEF) Coordinate System

For the purpose of computing the position of a GNSS receiver, it is more convenient 
to use a coordinate system that rotates with the Earth, known as an Earth-centered 
Earth-fixed (ECEF) system. In such a coordinate system, it is easier to compute the 
latitude, longitude, and height. The ECEF coordinate system used for GNSS has its 
xy-plane coincident with the Earth’s equatorial plane. In the ECEF system, the +x-
axis points in the direction of 0° longitude and the +y-axis points in the direction of 
90° East longitude. The x- and y-axes rotate with the Earth and no longer describe 
fixed directions in inertial space. The +z-axis is chosen to be normal to the instanta-
neous equatorial plane in the direction of the geographical North Pole (i.e., where 
the lines of longitude meet in the northern hemisphere), forming a right-handed 
coordinate system. The z-axis will trace a path across the celestial sphere due to the 
Earth’s precession, nutation, and polar motion.

Agencies that perform precision GNSS orbit computation include the transfor-
mations between the ECI and the ECEF coordinate systems to very high degrees 
of accuracy. Such transformations are accomplished by the application of rotation 
matrices to the satellite position and velocity vectors originally computed in the 
ECI coordinate system, as described below. By contrast, broadcast orbit computa-
tions (see [3] for a GPS example) typically generate satellite position and velocity 
directly in the ECEF frame. Precise orbits from numerous computation centers also 
express satellite position and velocity in ECEF. The Earth motions of precession, 
nutation, UT1 difference, and polar motion are small for a short time interval (e.g., 
interval of a navigation message). Thus, with one provision, we may usually pro-
ceed to formulate a GNSS navigation problem in the ECEF system without discuss-
ing the details of the orbit determination or the transformation to the ECEF system. 

The exception is the average rotation of the Earth. Earth rotation is not neg-
ligible for the signal transit interval from satellite to Earth surface. When formu-
lating signal propagation in a rotating, noninertial, ECEF system, a correction is 
needed. This is known as the Sagnac effect and is further described in Section 



2.2  Reference Coordinate Systems	 27

10.2.3. Alternatively, one must compute geometric range from the ECI coordinates 
for satellite and receiver.

As a result of the navigation computation process, the Cartesian coordinates 
(xu, yu, zu) of the user’s receiver are computed in the ECEF system, as described in 
Section 2.5.2. It is common to transform these Cartesian coordinates to latitude, 
longitude, and height of the receiver, as detailed in Section 2.2.5.

2.2.2.1  Rotation Matrices

It is useful to consider a coordinate set or a vector u = (xu, yu, zu) not only in an 
ECEF system, but also transformed into an arbitrary system, including the ECI 
system. Such a vector transformation can be computed by multiplication with the 
rotation matrices [3–5]:

	
( ) ( ) ( )1 2 3

1 0 0 cos 0 sin cos sin 0

0 cos sin 0 1 0 sin cos 0

0 sin cos sin 0 cos 0 0 1

θ θ θ θ

θ θ θ θ θ θ θ
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Here, R1(θ), R2(θ), and R3(θ), denote rotation by an angle, θ, about the x, y, 
and z axes, respectively. A positive θ denotes a counterclockwise rotation of the 
respective axis when the origin is viewed from the positive end of that axis. An 
example of an R1(θ) rotation is portrayed in Figure 2.7.

An arbitrary rotation, R, is constructed by successive application of elemen-
tary axial rotations. Multiplication by the rotation matrices will not change the 
handedness of the new coordinate system. Rotation matrices and their products 
are orthogonal, R−1(α) = Rt(α). Due to the contents of a rotation matrix, R−1(α) = 
R(–α). So, for example, if R = R1(α) R2(β), then

		
( ) ( )( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )11 1 1

1 2 2 1 2 1 2 1
t tα β β α β α β α

−− − −= = = = − −R R R R R R R R R 	

Figure 2.7  Example axial rotation, R1(θ) (x axis, positive q).
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2.2.2.2  Transformation Between ECEF and ECI

Applications seldom require access to the base ECI coordinate system or the com-
plete ECEF-ECI transformation. It is sufficient to merely sketch the transformation. 
Following [5],

	 M S N P    

ECEF ECI

x x

y y

z z

   
   =   
      

R R R R 	

where the composite rotation transformation matrices are:

Precession RP = R3(−Ζ) R2(θ) R3(−z)

Nutation RN = R1(ε− ∆ε) R3(−∆ψ) R1(ε)

Earth Rotation RS = R3(GAST)

Polar Motion RM = R2(−yp) R1(−xp)

and where the precession parameters (Z, θ, ζ) and the nutation parameters (ε, ∆ε, 
∆ψ) are computed by power series [5]. GAST symbolizes Greenwich Apparent Side-
real Time, which is computed from a few elements that include the UT1-UTC dif-
ference, ∆UT1. The x-axis and y-axis polar motion is xp and yp, respectively. Note 
that the precession and nutation parameters are documented as part of J2000 and 
are functions of time. However, the Earth orientation components (∆UT1, xp, yp) 
vary with time and are not accurately predictable. Various agencies monitor Earth 
orientation components and provide them to the public. Some GNSS navigation 
messages transmit the Earth orientation components.

Since rotation matrices are orthogonal, we may immediately write the ECEF-
to-ECI transformation as
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2.2.3  Local Tangent Plane (Local Level) Coordinate Systems

Local tangent plane systems form a useful category of coordinate systems. Refer to 
Figure 2.8, which displays both ECEF and local tangent systems. 

Local tangent systems have their origin, P, at or near the Earth’s surface, Q, 
and have a horizontal plane (the en-plane) approximately coincident with local 
level. Thus, they easily model the experience of an observer. The vertical axis may 
be aligned with the geocentric radius vector, aligned with the ellipsoidal normal, 
u (portrayed in Figure 2.8), or aligned with the local gravity vector. Without loss 
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of generality, we focus on the ellipsoidal tangent plane system, portrayed in Figure 
2.8. 

The principal alignments are the vertical (up-down) along the ellipsoidal nor-
mal, the North-South axis tangent to the geodetic meridian expressed in an Earth-
fixed realization, and the East-West axis perpendicular to these other two axes. In 
practice, a variety of local ellipsoidal tangent systems are defined. They vary with 
the choices between Up-Down, North-South, and East-West, and with the ordering 
of axes to express coordinates. Both right-hand and left-hand tangent systems are 
found in use.

As an illustrative example, consider the ENU (East-North-Up) ellipsoidal tan-
gent plane system. This is a right-handed system. Let the origin of the ENU sys-
tem, (xo, yo, zo) at point P, have geodetic latitude and longitude (ϕ, λ). Latitude 
is reckoned positive North, and longitude is positive East. Denote the local level 
coordinate system components with (e, n, u). The Cartesian ECEF system can be 
brought into the tangent plane system by a translation and a combined rotation. 
The translation is obtained by subtraction of the local level origin, (xo, yo, zo). The 
combined rotation is a rotation of π/2 + λ about the z axis, followed by rotation of 
π/2 − ϕ about the new x-axis. This is expressed formally through rotation matrices 
and through their explicit product:

	 1 3

sin cos 0
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2 2

cos cos cos  sin sin

o o

o o

o o

e x x x x
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π
− − −      

          = − + − = − − −             
      − −      

R R 	

Note that the matrix multiplications do not commute. They are applied right 
to left in the specified order. Rotation matrices and their products are orthogonal. 
Hence, the inverse transformation is merely the transpose of the explicit product.

Now, as a second example, consider the left-handed system, NEU (North-East-
Up), with ellipsoidal tangent plane coordinates (u, v, w). Exchange of any two axes 

Figure 2.8  Relationships of ECEF and local tangent plane coordinate systems.
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of a three-dimensional Cartesian system will reverse the handedness of the system. 
Thus, exchange of the East and North axes will convert the right-handed ENU sys-
tem into the left-handed NEU system. The explicit transformation is immediately 
obtained by row exchange:

	
sin  cos sin  sin cos

  sin cos 0

cos cos cos  sin sin

o

o

o

u x x

v y y

w z z

ϕ λ ϕ λ ϕ

λ λ

ϕ λ ϕ λ ϕ

− − −    
    = − −    
     −     

	

This section is closed with a sample application of the NEU system. The geo-
centric vectors in an ECEF system to an observer, uo, and a satellite, us, may be 
differenced to obtain a relative, observer-to-satellite vector, u = (x, y, z). The matrix 
expression above will immediately convert the observer-satellite vector into the 
local ellipsoidal tangent NEU system. One may then write simple expressions for 
azimuth, α, and vertical angle, σ, as: 

	 α σ− −   = =      +
1 1

2 2
tan tan

 

v w
u u v

	

where azimuth is reckoned clockwise from the North, and vertical angle is positive 
upwards. These would be the look angles from an observer to a satellite.

2.2.4  Local Body Frame Coordinate Systems

Coordinate systems affixed to vehicles or objects are needed for numerous applica-
tions. They may be used to establish object attitude, orientation of a sensor pack-
age, modeling of effects such as atmospheric drag, or fusion of on-board systems, 
such as inertial and GNSS.

As with the local tangent plane systems, a variety of local body frame systems 
have been defined. The origin may be the center of mass of a vehicle, although that 
is not a strict requirement. The body frame coordinate axes can correspond to the 
principal axes of the vehicle. However, once again, variations occur in how the 
body frame axes are associated with a vehicle’s axes of symmetry.

Following the example of [6], a right-hand coordinate system is constructed. 
The positive y′ axis points along the nose of the vehicle. The positive z′ axis points 
through the top of the vehicle. The third axis, the x′ axis, extends to the right of the 
vehicle. This arrangement is displayed in Figure 2.9.

The transformation of coordinates from a vehicle-centered ENU tangent plane 
system into the local body frame system is obtained by a combined rotation formed 
from three elementary axial rotations that lead from the ENU system into the de-
sired local body frame.

The transformation is visualized most easily by imagining a starting vehicle as 
level and aligned to the North in the ENU system. The first rotation is around the 
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z′ axis, and is called yaw, y. In this starting condition, the z′ axis equals the e axis. 
The second rotation is around the new x′ axis, and is called pitch, p. The final rota-
tion is around an even newer y′ axis, and is called roll, r. (The use of the symbol 
y for yaw is for mnemonic reasons, and should not be confused with an ECF or 
ECEF y axis.)

The combined rotation from the ENU ellipsoidal tangent plane system into the 
local body frame coordinate system is obtained by multiplication of the elementary 
rotation matrices:

	 ( ) ( ) ( )2 1 3   

x e

y r p y n

z u

′   
   =′   
   ′   

R R R 	

The coordinate transformation is written explicitly as:

	
cos cos sin sin sin cos sin sin sin cos sin cos

 cos sin cos cos sin

sin cos  cos sin sin sin sin cos sin cos cos cos

x r y r p y r y r p y r p e

y p y p y p n

z r y r p y r y r p y r p u

− + −′     
     = −′     
     + −′     

	

As before, the rotation matrices and their products are orthogonal. The inverse 
transformation is merely the transpose of the explicit product.

2.2.5  Geodetic (Ellipsoidal) Coordinates

We are concerned here with estimating the latitude, longitude, and height of a 
GNSS receiver. This is accomplished with an ellipsoidal model of the Earth’s shape, 
as shown in Figure 2.10. In this model, cross-sections of the Earth parallel to the 
equatorial plane are circular. The cross-sections of the Earth normal to the equato-
rial plane are ellipsoidal. The ellipsoidal cross-section has a semimajor axis length, 
a, and a semiminor axis length, b. The eccentricity of the Earth ellipsoid, e, can be 
determined by

Figure 2.9  Example local body frame coordinate system.
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Another parameter sometimes used to characterize the reference ellipsoid is the 
second eccentricity, e′, which is defined as follows:

	 = − =′
2

2 1
a a

e e
bb

	

2.2.5.1  Determination of User Geodetic Coordinates: Latitude, Longitude, and 
Height

The ECEF coordinate system is affixed to the reference ellipsoid, as shown in Figure 
2.10, with the point O corresponding to the center of the Earth. We can now define 
the parameters of latitude, longitude, and height with respect to the reference el-
lipsoid. When defined in this manner, these parameters are called geodetic. Given a 
user receiver’s position vector of u = (xu, yu, zu) in the ECEF system, we can compute 
the geodetic longitude, λ, as the angle between the user and the x-axis, measured in 
the xy-plane
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	 (2.1)

Figure 2.10  Ellipsoidal model of Earth (cross-section normal to equatorial plane).



2.2  Reference Coordinate Systems	 33

In (2.1), negative angles correspond to degrees West longitude. The geodetic 
parameters of latitude, f, and height, h, are defined in terms of the ellipsoid normal 
at the user’s receiver. The ellipsoid normal is depicted by the unit vector n in Figure 
2.10. Notice that unless the user is on the poles or the equator, the ellipsoid normal 
does not point exactly toward the center of the Earth. A GNSS receiver computes 
height relative to the reference ellipsoid. However, the height above sea level given 
on a map can be quite different from GNSS-derived height due to the difference be-
tween the reference ellipsoid and the geoid (local mean sea level). In the horizontal 
plane, differences between a local datum [e.g., North American Datum 1983 (NAD 
83) and European Datum 1950 (ED 50)], and GNSS-based horizontal position can 
also be significant. 

Geodetic height, h, is simply the minimum distance between the user S (at the 
endpoint of the vector u) and the reference ellipsoid. Notice that the direction of 
minimum distance from the user to the surface of the reference ellipsoid will be in 
the direction of the vector n. Notice, also, that S may be below the surface of the 
ellipsoid, and that the ellipsoidal height, h, will be negative in those cases.

Geodetic latitude, f, is the angle between the ellipsoid normal vector n and 
the projection of n into the equatorial xy-plane. Conventionally, f is taken to be 
positive if zu > 0 (i.e., if the user is in the northern hemisphere) and f is taken to be 
negative if zu < 0. With respect to Figure 2.10, geodetic latitude is the angle NPA. 
N is the closest point on the reference ellipsoid to the user. P is the point where a 
line in the direction of n intersects the equatorial plane. Numerous solutions, both 
closed-form and iterative, have been devised for the computation of geodetic cur-
vilinear coordinates (f, λ, h) from Cartesian coordinates (x, y, z). A popular and 
highly convergent iterative method by Bowring [7] is described in Table 2.1. For 
the computations shown in Table 2.1, a, b, e2, and e′2 are the geodetic quantities 
described previously. Note that the use of N in Table 2.1 follows Bowring [7] and 
does not refer to geoid height described in Section 2.2.6.

2.2.5.2  Conversion from Geodetic Coordinates to Cartesian Coordinates in an 
ECEF System

For completeness, equations for transforming from geodetic coordinates back to 
Cartesian coordinates in the ECEF system are provided next. Given the geodetic 
parameters λ, f, and h, we can compute u = (xu, yu, zu) in a closed form as follows:
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2.2.6  Height Coordinates and the Geoid

The ellipsoid height, h, is the height of a point, P, above the surface of the ellipsoid, 
E, as described in Section 2.2.5.1. This corresponds to the directed line segment EP 
in Figure 2.11, where positive sign denotes a point P further from the center of the 
Earth than point E. Note that P need not be on the surface of the Earth, but could 
also be above or below the Earth’s surface. As discussed in the previous sections, 
ellipsoid height is easily computed from Cartesian ECEF coordinates.

Historically, heights have not been measured relative to the ellipsoid but, in-
stead, relative to a surface called the geoid. The geoid is that surface of constant 
geopotential, W = W0, which corresponds to global mean sea level in a least squares 
sense. Heights measured relative to the geoid are called orthometric heights, or, less 
formally, heights above the mean sea level. Orthometric heights are important, 
because these are the types of height found on innumerable topographic maps and 
in paper and digital data sets. 

The geoid height, N, is the height of a point, G, above the ellipsoid, E. This 
corresponds to the directed line segment EG in Figure 2.11, where positive sign 
denotes point G further from the center of the Earth than point E. The orthometric 
height, H, is the height of a point P, above the geoid, G. Hence, we can immediately 
write the equation

	 = +h H N 	 (2.2)

Table 2.1  Determination of 
Geodetic Height and Latitude 
in Terms of ECEF Parameters
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Note that Figure 2.11 is illustrative, and that G and/or P may be below point 
E. Similarly, any or all terms of (2.2) may be positive or negative. For example, in 
the conterminous United States, the geoid height, N, is negative.

The geoid is a complex surface, with undulations that reflect topographic, 
bathymetric (i.e., measurements derived from bodies of water), and geologic den-
sity variations of the Earth. The magnitude of geoid height can be several tens of 
meters. Geoid height ranges from a low of about –105m at the southern tip of 
India, to a high of about +85m at New Guinea. Thus, for many applications, the 
geoid is not a negligible quantity, and one must avoid mistaking an orthometric 
height for an ellipsoidal height.

In contrast to the ellipsoid, the geoid is a natural feature of the Earth. Like 
topography, there is no simple equation to describe the spatial variation of geoid 
height. Geoid height is modeled and tabulated by several geodetic agencies. Global 
geoid height models are represented by sets of spherical harmonic coefficients, and, 
also, by regular grids of geoid height values. Regional geoid height models can 
span large areas, such as the entire conterminous United States, and are invariably 
expressed as regular grids. Recent global models contain harmonic coefficients to 
degree and order 2190. As such, their resolution is 5 arc-minutes, and their accu-
racy is limited by truncation error. Regional models, by contrast, are computed to a 
much higher resolution. One arc-minute resolution is not uncommon, and trunca-
tion error is seldom encountered.

The best-known global geoid model is the NGA (National Geospatial-Intelli-
gence Agency) EGM2008 - WGS 84 version Geopotential Model, hereafter referred 
to as EGM2008 [8]. This product is a set of coefficients to degree and order 2190 
and a companion set of correction coefficients needed to compute geoid height over 
land. EGM2008 replaces EGM96, complete to degree and order 360, and WGS 84 
(180,180), complete up to degree and order 180. Most of that latter WGS 84 coef-
ficient set was originally classified in 1985, and only coefficients through degree 
and order 18 were released. Hence, the first public distributions of WGS 84 geoid 
height only had a 10 arc-degree resolution and suffered many meters of truncation 

Figure 2.11  Relationships between topography, geoid, and ellipsoid.
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error. Therefore, historical references to WGS 84 geoid values must be used with 
caution.

Within the conterminous United States, the current high-resolution geoid height 
grid is GEOID12B, developed by the National Geodetic Survey, NOAA. This prod-
uct is a grid of geoid heights, at 1 arc-minute resolution, and has an accuracy of 
2–4 cm, one sigma. Work is underway on a series of test models (e.g. xGEOID14B) 
that span a region of 80° of latitude and 180° of longitude. It is anticipated this new 
geoid model will be declared operational in 2022.

When height accuracy requirements approach the meter level, then one must 
also become aware of the datum differences between height coordinates. For exam-
ple, the origin of the NAD 83 reference frame is offset about 2.2m from the center 
of the Earth, causing about 0.5–1.5m differences in ellipsoidal heights. Estimates 
place the origin of the U.S. orthometric height datum, NAVD 88, about 30 to 50 
cm below the EGM 96 reference geopotential surface. Because of these two datum 
offsets, GEOID12B was constructed to accommodate these origin differences, and 
directly convert between NAD 83 and NAVD 88, rather than express a region of 
an idealized global geoid. In addition, offsets of one half meter or more in national 
height data are common, as tabulated in [9]. For these reasons, (2.2) is valid as a 
conceptual model, but may be problematic in actual precision applications. De-
tailed treatment of height systems is beyond the scope of this text. However, more 
information may be found in [10, 11]. 

2.2.7  International Terrestrial Reference Frame (ITRF)

The foregoing material outlines the theory of reference systems applicable to GNSS. 
Following the nomenclature of the International Earth Rotation and Reference Sys-
tems Service (IERS) [12], a sharp distinction is now made between reference systems 
and reference frames. Briefly, a reference system provides the theory to obtain co-
ordinates, whereas a reference frame is an actual materialization of coordinates. A 
reference frame is needed to conduct practical GNSS applications.

The fundamental ECEF reference frame is the International Terrestrial Refer-
ence Frame (ITRF). The ITRF is maintained through the international cooperation 
of scientists through the IERS. The IERS is established by the International Astro-
nomical Union and the International Union of Geodesy and Geophysics, and oper-
ates as a service under the International Association of Geodesy (IAG). The IERS 
provides reference systems and reference frames in both ECI and ECEF forms, 
Earth orientation parameters to convert between ECI and ECEF, and recommended 
theory and practices in establishing reference systems and reference frames [12–14].

The work of the IERS is not restricted to GNSS. Rather, the IERS incorporates 
every suitable technology in establishing an ITRF. The IERS Techniques Centers 
are the International GNSS Service (IGS), the International Laser Ranging Service, 
the International Very Long Baseline Interferometry (VLBI) Service, and the In-
ternational DORIS Service. The different measurement technologies complement 
one another and serve as checks against systematic errors in the ITRF combination 
solutions.

The ITRF realizations are issued on a regular basis. These realizations include 
coordinates and velocities of permanent ground stations. Each combination uses 
the latest theory and methods, and includes the newest measurements from both 
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legacy and modernized systems. The progression of longer and improved data sets 
and theory insures a continual improvement in the ITRF. Past materializations 
include ITRF94, ITRF96, ITRF97, ITRF2000, ITRF2005, and ITRF2008. Since 
January 21, 2016, the newest ITRF frame is ITRF2014 [15].

ITRF realizations are in ECEF Cartesian coordinates. The IERS does not es-
tablish an ellipsoidal figure of the Earth. However, the International Association of 
Geodesy (IAG) adopted a figure called the Geodetic Reference System 1980 (GRS 
80) ellipsoid, which is in widespread use. Quantities suitable for use with coordi-
nate conversion by Table 2.2 are provided next.

For GNSS applications, access to the ITRF is obtained through the products of 
the IGS. The IGS is a voluntary federation of over 200 organizations throughout 
the world. The IGS objective is to provide GNSS satellite orbits and clock models 
of the highest accuracy. This is achieved with a global network of over 400 refer-
ence stations [16].

The principal IGS products are satellite orbit and clock error values in an ECEF 
frame denoted IGS14. This frame is aligned with the ITRF2014, and carries a dif-
ferent designation due to its method of computation. As of this edition, IGS rou-
tinely distributes ultrarapid, rapid, and final orbits and clocks for GPS, and final 
orbits for GLONASS. In addition, IGS provides station coordinates and veloci-
ties, GNSS receiver and satellite antenna models, and tropospheric, ionospheric, 
and Earth orientation parameters. With these products and suitable GNSS receiver 
data, it is possible to obtain ITRF2014 coordinates at the highest levels of accuracy.

IGS products were initially developed to support postprocessing applications. 
In time, the products grew to include near-real-time and real-time needs. However, 
from the beginning, SATNAV systems were engineered to function in a standalone 
mode, without the presence of supporting Internet data streams. The standalone 
mode entails satellite orbit and clock data transmitted in navigation messages as 
part of a GNSS signal. Also, various SATNAV systems can maintain their own 
tracking networks, and establish their own versions of an ECEF reference frame. 
Such SATNAV system reference frames may or may not have a close coincidence 
with ITRF2014. Further description of specific SATNAV system reference frames 
and their relationships with ITRF are found in subsequent chapters detailing these 
various GNSS components.

2.3  Fundamentals of Satellite Orbits

2.3.1  Orbital Mechanics

As described in Section 2.1, a GNSS user needs accurate information about the po-
sitions of GNSS satellites to determine his or her position. Therefore, it is important 

Table 2.2   Quantities for the GRS 80 Ellipsoid
Parameter Value

Semimajor axis, a 6,378.137 km

Semiminor axis, b 6,356.7523141 km

Square eccentricity, e2 0.00669438002290

Square second eccentricity, e′2 0.00673949677548
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to understand how GNSS orbits are characterized. We begin by describing the forces 
acting on a satellite, the most significant of which is the Earth’s gravitation. If the 
Earth were perfectly spherical and of uniform density, then the Earth’s gravitation 
would behave as if the Earth were a point mass. Let an object of mass m be located 
at position vector r in an ECI coordinate system. If G is the universal gravitational 
constant, M is the mass of the Earth, and the Earth’s gravitation acts as a point 
mass, then, according to Newton’s laws, the force, F, acting on the object would 
be given by

	 = = − 3

mM
m G

r
F a r 	 (2.3)

where a is the acceleration of the object, and r = |r|. The minus sign on the right 
side of (2.3) results from the fact that gravitational forces are always attractive. 
Since acceleration is the second time derivative of position, (2.3) can be rewritten 
as follows:

	 µ
= −

2

2 3

d
dt r

r
r 	 (2.4)

where µ is the product of the universal gravitation constant and the mass of the 
Earth. Equation (2.4) is the expression of two-body or Keplerian satellite motion, 
in which the only force acting on the satellite is the point-mass Earth. Because the 
Earth is not spherical and has an uneven distribution of mass, (2.4) does not model 
the true acceleration due to the Earth’s gravitation. If the function V measures the 
true gravitational potential of the Earth at an arbitrary point in space, then (2.4) 
may be rewritten as follows:

	 = ∇
2

2

d
V

dt
r 	 (2.5)

where ∇ is the gradient operator, defined as follows:
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Notice that for two-body motion, V = µ/r:
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Therefore, with V = µ/r, (2.5) is equivalent to (2.4) for two-body motion. In 
the case of true satellite motion, the Earth’s gravitational potential is modeled by 
a spherical harmonic series. In such a representation, the gravitational potential at 
a point P is defined in terms of the point’s spherical coordinates (r, f′, α), where 
r = |r|, f′ is the geocentric latitude of the point P (i.e., the angle between r and the 
xy-plane), and a is the right ascension of P (i.e., the angle measured in the xy-plane 
between the x-axis and the projection of P into the xy-plane). The geometry is il-
lustrated in Figure 2.12. Note that geocentric latitude is defined differently from 
geodetic latitude, as defined in Section 2.2.5.1.

The spherical harmonic series representation of the Earth’s gravitational po-
tential as a function of the spherical coordinates of a position vector r = (r, f′, α), 
is as follows:
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Figure 2.12  Illustration of spherical coordinate geometry
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where

r = distance of P from the origin

f′ = geocentric latitude of P 

α = right ascension of P 

a = mean equatorial radius of the Earth 

Plm = associated Legendre function

Clm = spherical harmonic cosine coefficient of degree l and order m

Slm = spherical harmonic sine coefficient of degree l and order m

Notice that the first term of (2.6) is the two-body potential function. Addition-
al forces acting on satellites include the third-body gravitation from the Sun and 
Moon. Modeling third-body gravitation requires knowledge of the solar and lunar 
positions in the ECI coordinate system as a function of time. Polynomial functions 
of time are generally used to provide the orbital elements of the Sun and Moon 
as functions of time. A number of alternative sources and formulations exist for 
such polynomials with respect to various coordinate systems; for example, see [17]. 
Another force acting on satellites is solar radiation pressure, which results from 
momentum transfer from solar photons to a satellite. Solar radiation pressure is a 
function of the Sun’s position, the projected area of the satellite in the plane normal 
to the solar line of sight, and the mass and reflectivity of the satellite. There are 
additional forces acting on a satellite, including outgassing (i.e., the slow release of 
gases trapped in the structure of a satellite), the Earth’s tidal variations, and orbital 
maneuvers. To model a satellite’s orbit very accurately, all these perturbations to 
the Earth’s gravitational field must be modeled. For the purposes of this text, we 
will collect all these perturbing accelerations in a term ad, so that the equations of 
motion can be written as

	 = ∇ +
2

2 d

d
V

dt
r

a 	 (2.7)

There are various methods of representing the orbital parameters of a satellite. 
One obvious representation is to define a satellite’s position vector, r0 = r(t0), and 
velocity vector, v0 = v(t0), at some reference time, t0. Given these initial conditions, 
we could solve the equations of motion (2.7) for the position vector r(t) and the 
velocity vector v(t) at any other time t. Only the two-body equation of motion (2.4) 
has an analytical solution, and even in that simplified case, the solution cannot be 
accomplished entirely in a closed form. The computation of orbital parameters 
from the fully perturbed equations of motion (2.7) requires numerical integration. 

Although many applications, including GNSS, require the accuracy provided 
by the fully perturbed equations of motion, orbital parameters are often defined in 
terms of the solution to the two-body problem. It can be shown that there are six 
constants of integration, or integrals for the equation of two-body motion, (2.4). 
Given six integrals of motion and an initial time, one can find the position and ve-
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locity vectors of a satellite on a two-body orbit at any point in time from the initial 
conditions. 

One of the most popular (and oldest) ways to formulate and solve the two-
body problem uses a particular set of six integrals or constants of motion known as 
the Keplerian orbital elements. These Keplerian elements depend on the fact that, 
for any initial conditions r0 and v0 at time t0, the solution to (2.4) (i.e., the orbit), 
will be a planar conic section. The first three Keplerian orbital elements, illustrated 
in Figure 2.13, define the shape of the orbit. Figure 2.13 shows an elliptical orbit 
that has semimajor axis a and eccentricity e. (Hyperbolic and parabolic trajectories 
are possible but not relevant for Earth-orbiting satellites, such as in GNSS.) For 
elliptical orbits, the eccentricity, e, is related to the semimajor axis, a, and the semi-
minor axis, b, as follows:

	 = −
2

21
b

e
a

	

In Figure 2.13, the elliptical orbit has a focus at point F, which corresponds to 
the center of mass of the Earth (and hence the origin of an ECI or ECEF coordinate 
system). The time t0 at which the satellite is at some reference point A in its orbit 
is known as the epoch. The point P where the satellite is closest to the center of 
the Earth is known as perigee, and the time at which the satellite passes perigee, 
τ, is another Keplerian orbital parameter. In summary, the three Keplerian orbital 
elements that define the shape of the elliptical orbit and time relative to perigee are 
as follows: a = semimajor axis of the ellipse, e = eccentricity of the ellipse, and τ = 
time of perigee passage.

Although the Keplerian integrals of two-body motion use time of perigee pas-
sage as one of the constants of motion, there is an equivalent parameter used in 
GNSS applications known as the mean anomaly at epoch. Mean anomaly is an 
angle that is related to the true anomaly at epoch, which is illustrated in Figure 2.13 
as the angle ν. After defining true anomaly precisely, the transformation to mean 

Figure 2.13  The three Keplerian orbital elements defining the shape of the satellite’s orbit.
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anomaly and the demonstration of equivalence to time of perigee passage will be 
shown.

True anomaly is the angle in the orbital plane measured counterclockwise from 
the direction of perigee to the satellite. In Figure 2.13, the true anomaly at epoch is 
ν = ∠PFA. From Kepler’s laws of two-body motion, it is known that true anomaly 
does not vary linearly in time for noncircular orbits. Because it is desirable to define 
a parameter that does vary linearly in time, two definitions are made that trans-
form the true anomaly to the mean anomaly, which is linear in time. The first trans-
formation produces the eccentric anomaly, which is illustrated in Figure 2.14 with 
the true anomaly. Geometrically, the eccentric anomaly is constructed from the true 
anomaly first by circumscribing a circle around the elliptical orbit. Next, a perpen-
dicular is dropped from the point A on the orbit to the major axis of the orbit, and 
this perpendicular is extended upward until it intersects the circumscribed circle 
at point B. The eccentric anomaly is the angle measured at the center of the circle, 
O, counterclockwise from the direction of perigee to the line segment OB. In other 
words, E = ∠POB. A useful analytical relationship between eccentric anomaly and 
true anomaly is as follows [17]:

	 ν
 −  =    + 

1 1
2arctan tan

1 2
e

E
e 	 (2.8)

Once the eccentric anomaly has been computed, the mean anomaly is given by 
Kepler’s equation

Figure 2.14  Relationship between eccentric anomaly and true anomaly.
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	 = − sinM E e E 	 (2.9)

As stated previously, the importance of transforming from the true to the mean 
anomaly is that time varies linearly with the mean anomaly. That linear relation-
ship is as follows:

	 ( )µ
− = −0 03M M t t

a
	 (2.10)

where M0 is the mean anomaly at epoch t0, and M is the mean anomaly at time t. 
From Figures 2.13 and 2.14 and (2.8) and (2.9), it can be verified that M = E = ν = 
0 at the time of perigee passage. Therefore, if we let t = τ, (2.10) provides a trans-
formation between mean anomaly and time of perigee passage:

	 ( )µ
τ= − −0 03M t

a
	 (2.11)

From (2.11), it is possible to characterize the two-body orbit in terms of the 
mean anomaly, M0, at epoch t0, instead of the time of perigee passage τ.

Another parameter commonly used by GNSS systems to characterize orbits is 
known as mean motion, which is given the symbol n and is defined to be the time 
derivative of the mean anomaly. Since the mean anomaly was constructed to be 
linear in time for two-body orbits, mean motion is a constant. From (2.10), we find 
the mean motion as follows:

	 µ
= = 3def

dM
n

dt a
	

From this definition, (2.10) can be rewritten as M – M0 = n(t – t0). 
Mean motion can also be used to express the orbital period P of a satellite in 

two-body motion. Since mean motion is the (constant) rate of change of the mean 
anomaly, the orbital period is the ratio of the angle subtended by the mean anomaly 
over one orbital period to the mean motion. It can be verified that the mean anom-
aly passes through an angle of 2π radians during one orbit. Therefore, the orbital 
period is calculated as follows:

	
π

π
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Figure 2.15 illustrates the three additional Keplerian orbital elements that de-
fine the orientation of an elliptical orbit. The coordinates in Figure 2.15 could refer 
either to an ECI or to an ECEF coordinate system, in which the xy-plane is the 
Earth’s equatorial plane. The following three Keplerian orbital elements define the 
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orientation of the orbit in the ECEF coordinate system: i = inclination of orbit, Ω = 
longitude of the ascending node, and ω = argument of perigee.

Inclination is the dihedral angle between the Earth’s equatorial plane and the 
satellite’s orbital plane. The other two Keplerian orbital elements in Figure 2.15 are 
defined in relation to the ascending node, which is the point in the satellite’s orbit 
where it crosses the equatorial plane with a +z component of velocity (i.e., going 
from the southern to the northern hemisphere). The orbital element that defines the 
angle between the +x-axis and the direction of the ascending node is called the right 
ascension of the ascending node, abbreviated as RAAN. Because the +x-axis is 
fixed in the direction of the prime meridian (0° longitude) in the ECEF coordinate 
system, the right ascension of the ascending node is actually the longitude of the 
ascending node, Ω, if an ECEF coordinate system is being used. The final orbital 
element, known as the argument of perigee, ω, measures the angle from the ascend-
ing node to the direction of perigee in the orbit. Notice that Ω is measured in the 
equatorial plane, whereas ω is measured in the orbital plane.

In the case of the fully perturbed equation of motion, (2.7), it is still possible 
to characterize the orbit in terms of the six integrals of two-body motion, but 
those six parameters will no longer be constant. A reference time is associated with 
two-body orbital parameters used to characterize the orbit of a satellite moving 
under the influence of perturbing forces. At the exact reference time, the reference 
orbital parameters will describe the true position and velocity vectors of the satel-
lite, but as time progresses beyond (or before) the reference time, the true position 

Figure 2.15  The three Keplerian orbital elements defining the orientation of the orbit.
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and velocity of the satellite will increasingly deviate from the position and velocity 
described by the six two-body integrals or parameters.

2.3.2  Constellation Design 

A satellite constellation (i.e., group of satellites fulfilling an overall mission) is char-
acterized by the set of orbital parameters for the individual satellites in that constel-
lation. The orbital parameters used are often the Keplerian orbital elements defined 
in Section 2.3.1. The design of a satellite constellation entails the selection of orbital 
parameters that optimize some objective function of the constellation [typically to 
maximize some set of performance parameters at minimum cost (i.e., with the few-
est satellites)]. The design of satellite constellations has been the subject of numer-
ous studies and publications, some of which are summarized next. Our purpose 
here is to provide a general overview of satellite constellation design, to summarize 
the salient considerations in the design of constellations for satellite navigation, to 
provide some perspective on the selection of the global (i.e., core) constellations 
(BeiDou, Galileo, GLONASS, and GPS). 

2.3.2.1  Overview of Constellation Design

Given innumerable combinations of satellite orbital parameters in a constellation, 
it is convenient to segregate orbits into categories. One categorization of orbits is 
by eccentricity:

•• Circular orbits have zero (or nearly zero) eccentricity.

•• Highly elliptical orbits (HEO) have large eccentricities (typically with e > 
0.6).

•• Here we will address only circular orbits. Another categorization of orbits is 
by altitude: Geosynchronous Earth orbit (GEO) is an orbit with period equal 
to the duration of the sidereal day [substituting P = 23 hours, 56 minutes, 4.1 
seconds into (2.12) yields a = 42,164.17 km as the orbital semimajor axis for 
GEO, or an altitude of 35,786 km].

•• Low Earth orbit (LEO) is a class of orbits with altitude typically less than 
1,500 km.

•• Medium Earth orbit (MEO) is a class of orbits with altitudes below GEO 
and above LEO, with most practical examples being in the range of roughly 
10,000–25,000-km altitude.

•• Supersynchronous orbits are those with altitude greater than GEO (greater 
than 35,786 km).

Note that GEO defines an orbital altitude such that the period of the orbit 
equals the period of rotation of the Earth in inertial space (the sidereal day). A 
geostationary orbit is a GEO orbit with zero inclination and zero eccentricity. In 
this special case, a satellite in geostationary orbit has no apparent motion to an 
observer on Earth, because the relative position vector from the observer to the 
satellite (in ECEF coordinates) remains fixed over time. In practice, due to orbital 
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perturbations, satellites never stay in exactly geostationary orbit; therefore, even 
geostationary satellites have some small residual motion relative to users on the 
Earth. Geostationary GEO satellites are used most often for satellite communica-
tions. However, it is also sometimes of interest to incline a GEO orbit to provide 
coverage also of the Earth’s poles, but at the expense of the satellite having greater 
residual motion relative to the earth. As we will see, the Chinese BeiDou constel-
lation and Japanese QZSS specifically make use of such inclined GEO satellites.

Another categorization of orbits is by inclination:

•• Equatorial orbits have zero inclination; hence a satellite in equatorial orbit 
travels in the Earth’s equatorial plane.

•• Polar orbits have 90° inclination (or close to 90° inclination); hence, a satel-
lite in polar orbit passes through (or near) the Earth’s axis of rotation.

•• Prograde orbits have nonzero inclination with right ascension of the ascend-
ing node less than 180° (and hence have ground tracks that go in general 
from southwest to northeast).

•• Retrograde orbits have nonzero inclination with right ascension of the as-
cending node greater than 180° (and hence have ground tracks that go in 
general from northwest to southeast).

•• Collectively, prograde and retrograde orbits are known as “inclined.”

Finally, there are specialized classes of orbits that combine orbital parameters 
in specific ways to achieve unique orbital characteristics. One such example is Sun-
synchronous orbits, which are used for many optical Earth-observing satellite mis-
sions. A Sun-synchronous orbit is one in which the orbit is nearly polar, and the 
local time (i.e., at the subsatellite point on Earth) when the satellite crosses through 
the equatorial plane is the same on every orbital pass. In this way, the satellite mo-
tion is synchronized relative to the Sun, which is achieved by selecting a specific 
inclination as a function of desired orbital altitude.

Selection of a class of orbits for a particular application is made based on the 
requirements of that application. For example, in many high-bandwidth satellite 
communications applications (e.g., direct broadcast video or high rate data trunk-
ing), it is desirable to have a nearly geostationary orbit to maintain a fixed line 
of sight from the user to the satellite to avoid the need for the user to have an ex-
pensive steerable or phased array antenna. However, for lower-bandwidth mobile 
satellite service applications where lower data latency is desirable, it is preferable to 
use LEO or MEO satellites to reduce range from the user to the satellite. For satel-
lite navigation applications, it is necessary to have multiple (at least four) satellites 
in view at all time, usually worldwide.

Apart from orbital geometry, there are several other significant considerations 
when configuring a satellite constellation. One such consideration is the require-
ment to maintain orbital parameters within a specified range. Such orbital main-
tenance is called stationkeeping, and it is desirable to minimize the frequency and 
magnitude of maneuvers required over the lifetime of a satellite. This is true in all 
applications because of the life-limiting factor of available fuel on the satellite, and 
it is particularly true for satellite navigation applications, because satellites are not 
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immediately available to users after a stationkeeping maneuver while orbital and 
clock parameters are stabilized and ephemeris messages are updated. Therefore, 
more frequent stationkeeping maneuvers both reduce the useful lifetime of satel-
lites and reduce the overall availability of the constellation to users. Some orbits 
have a resonance effect, in which there is an increasing perturbation in a satellite’s 
orbit due to the harmonic effects of (2.6). Such orbits are undesirable because they 
require more stationkeeping maneuvers to maintain a nominal orbit.

Another consideration in constellation design is radiation environment, caused 
by the Van Allen radiation belts, in which charged particles are trapped by the 
Earth’s magnetic field. The radiation environment (measured by flux of trapped 
protons and electrons) is a function of height above the Earth’s surface and of the 
out-of-plane angle relative to the equator. LEO satellites below 1,000 km altitude 
operate in a relatively benign radiation environment, whereas MEO satellites at 
15,000–25,000-km altitude will pass through the radiation environment at every 
equatorial plane crossing. A high radiation environment drives satellite design in a 
number of ways, including the need for space-class electronics components, install-
ing redundant equipment, and shielding all the way from component to spacecraft 
level. These design impacts result in increased mass and cost of the satellite.

2.3.2.2  Inclined Circular Orbits

Theoretical studies of satellite constellations typically focus on some particular sub-
set of orbital categories. For example, Walker extensively studied inclined circular 
orbits [18], Rider further studied inclined circular orbits to include both global and 
zonal coverage [19], and Adams and Rider studied circular polar orbits [20]. These 
studies all focus on determining the set of orbits in their categories that require the 
fewest satellites to provide a particular level of coverage (i.e., the number of satel-
lites in view from some region on Earth above some minimum elevation angle). 
The studies determine the optimal orbital parameters for a given category of orbits 
that minimize the number of satellites required to achieve the desired level of cover-
age. Satellites in a constellation are segregated into orbital planes, where an orbital 
plane is defined as a set of orbits with the same right ascension of the ascending 
node (and hence the satellites travel in the same plane in an ECI coordinate system). 
In the most general approach, Walker addresses constellations of satellites where 
each satellite can be in a different orbital plane, or there can be multiple satellites 
per plane. Rider’s work assumes multiple satellites per orbital plane. In each case, 
the point of the study is to find the particular combination of orbital parameters 
(how many satellites, in how many planes, in what exact geometrical configuration 
and phasing) that minimize the number of satellites required to obtain a particular 
level of coverage. Usually this can be obtained with a Walker constellation with one 
satellite per orbital plane. However, there are additional considerations beyond just 
minimizing the total number of satellites in a constellation. For example, since on-
orbit spares are usually desired for a constellation, and since maneuvers to change 
orbital planes consume considerable fuel, it is usually desired to suboptimize by 
selecting a constellation with multiple satellites per orbital plane, even though this 
usually requires a few extra satellites to achieve a given level of coverage.

One important result from the studies [18–20] is that the required number of 
satellites to achieve a desired level of coverage increases significantly the lower the 
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orbital altitude selected. This effect is illustrated in Figure 2.16, which shows the 
number of satellites required to achieve single worldwide coverage (above 0° eleva-
tion angle) as a function of orbital altitude, as shown by Rider [19]. In general, for 
every 50% reduction in orbital altitude, the required number of satellites increases 
by 75%. This becomes important when trading off satellite complexity versus or-
bital altitude in constellation design, as discussed next. 

Practical applications of the theoretical work [18–20] have included the IRID-
IUM LEO mobile satellite communications constellation, which was originally 
planned to be an Adams/Rider 77-satellite polar constellation and ended up as a 
66-satellite polar constellation, the Globalstar LEO mobile satellite communica-
tions constellation, which was originally planned to be a Walker 48-satellite in-
clined circular constellation of 8 planes, and most recently a proposed constellation 
called OneWeb with 648 satellites in polar orbits to provide internet service. In ad-
dition, the global constellations (GPS, GLONASS, Galileo, and BeiDou) all employ 
constellations making use of the principles set forth in [18, 19].

Rider Constellations
As an example of how to use one of these constellation design studies, consider Rid-
er’s work [19] on inclined circular orbits. Rider studied the class of orbits that are 
circular and of equal altitude and inclination. In Rider’s work, the constellation is 
divided into a number of orbital planes, P, with a number of satellites per plane, S. 
Also, the satellites in this study are assumed to have equal phasing between planes 
(i.e., satellite 1 in plane 1 passes through its ascending node at the same time as 
satellite 1 in plane 2). Figure 2.17 illustrates equal versus unequal phasing between 
planes in the case of two orbital plans with three equally spaced satellites per plane 
(P = 2, S = 3). The orbital planes are equally spaced around the equatorial plane, 
so that the difference in right ascension of ascending node between planes equals 
360°/P, and satellites are equally spaced within each orbital plane.

Figure 2.16  Number of satellites required to achieve at least one satellite in view worldwide at all 
times.
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Rider [19] made the following definitions: α = elevation angle, Re = spherical 
radius of the Earth (these studies all assume a spherical Earth), and h = orbital alti-
tude of the constellation being studied. 

Then the Earth central angle, θ, as shown in Figure 2.18, is related to these 
parameters as follows:

	 ( ) α
θ α+ =

+
cos

cos
1 h

Re
	 (2.13)

From (2.13), given an orbital altitude, h¸ and a minimum elevation angle, α, 
the corresponding Earth central angle, θ, can be computed. Rider then defines a 
half street width parameter, c, which is related to the Earth central angle, θ, and the 
number of satellites per orbital plane, S, as follows:

	 ( )( )πθ =cos cos cosc
S

	 (2.14)

Finally, Rider’s analysis produces a number of tables that relate optimal combi-
nations of orbital inclination, i, half street width, c, and number of orbital planes, 
P, for various desired Earth coverage areas (global versus mid-latitude versus equa-
torial versus polar) and various levels of coverage (minimum number of satellites 
in view). 

Walker Constellations
It turns out that the more generalized Walker constellations [18] can produce a 
given level of coverage with fewer satellites in general than the Rider constellations 
[19]. Walker constellations use circular inclined orbits of equal altitude and inclina-
tion, the orbital planes are equally spaced around the equatorial plane, and satellites 

Figure 2.17  Equal versus unequal phasing between orbital planes.
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are equally spaced within orbital planes, as with Rider constellations. However, 
Walker constellations allow more general relationships between the number of sat-
ellites per plane and the phasing between planes. To that end, Walker introduced 
the notation T/P/F, where T is the total number of satellites in the constellation, 
P is the number of orbital planes, and F is the phase offset factor that determines 
the phasing between adjacent orbital planes (see Figure 2.17 for an illustration of 
the concept of phasing between orbital planes). With the number of satellites per 
plane, S, it is obvious that T = S × P. F is an integer such that 0 ≤ F ≤ P – 1, and the 
offset in mean anomaly between the first satellite in each adjacent orbital plane is 
360° × F/P. That is, when the first satellite in plane 2 is at its ascending node, the 
first satellite in plane 1 will have covered an orbital distance of (360° × F/P) degrees 
within its orbital plane.

Typically, with one satellite per plane, a value of F can be found such that a 
Walker constellation can provide a given level of coverage with fewer satellites 
than a Rider constellation. However, such Walker constellations with one satellite 
per plane are less robust against failure than constellations with multiple satellites 
per plane, because on-orbit sparing is nearly impossible with only one satellite per 
plane. In such a sparing scenario, it would be required to reposition the satellite 
from the spare plane into the plane of a failed satellite, but the cost in fuel is ex-
tremely prohibitive to execute such an orbital maneuver. To give an idea, a single 
plane change would require approximately 30 times the amount of fuel that is 

Figure 2.18  Relationship between elevation angle and Earth central angle (q).
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currently budgeted on the Galileo satellites for maneuvers over their entire lifetime. 
Because satellites can therefore be repositioned realistically only within an orbital 
plane, there is greater application of Rider-type constellations or Walker constel-
lations with multiple satellites per plane versus Walker constellations with a single 
satellite per plane.

As a specific example of constellation design using the work of Walker and 
Rider ([18] and [19]), consider a MEO satellite constellation providing 4-fold 
worldwide continuous coverage above a minimum 5° elevation angle for the satel-
lite navigation application. In this example, the objective is to minimize the number 
of satellites providing this level of coverage within the class of Rider orbits. Specifi-
cally, consider the case with h = 20,182 km (corresponding to an orbital period of 
approximately12 hours). With α = 5°, the Earth central angle θ can be computed 
from (2.13) to be 71.2°.

Rider’s results in Table 4 of [19] then show that with 6 orbital planes, the 
optimal inclination is 55°, and c = 44.92°. We now have enough information to 
solve equation (2.14) for S. This solution is S = 2.9, but since satellites come only in 
integer quantities, one must round up to 3 satellites per plane. Hence, Rider’s work 
indicates that with 6 orbital planes, one must have 3 satellites per plane, for a total 
of 18 satellites, to produce continuous worldwide coverage with a minimum of 4 
satellites above a minimum 5° elevation angle. With 5 orbital planes of the same 
altitude and with the same coverage requirement, Rider’s work shows c = 55.08°, 
and S = 3.2, which rounds up to 4 satellites per plane. In this case, 20 total satellites 
would be required to provide the same level of coverage. Likewise, with 7 orbital 
planes, the requirement is 3 satellites per plane, for a total of 21 satellites. There-
fore, the optimal Rider constellation configuration to provide worldwide 4-fold 
coverage above 5 degrees elevation angle is a 6 × 3 constellation (P = 6, S = 3) for 
a total of 18 satellites. It turns out that in the early 1980s, the U.S. Air Force was 
looking at smaller GPS constellation alternatives, consisting of different configura-
tions with 18 total satellites [21]. Note that for the navigation application, where 
there are more considerations than just the total number of satellites in view, it 
turns out to be preferable to modify Walker or Rider constellations, for example, 
by unevenly spacing the satellites in each orbital plane. The details of these addi-
tional considerations will be explored more fully in the following section.

2.3.2.3  Constellation Design Considerations for Satellite Navigation

Satellite navigation constellations have very different geometrical constraints from 
satellite communications systems, the most obvious of which is the need for more 
multiplicity of coverage (i.e., more required simultaneous satellites in view for the 
navigation applications). As discussed in Section 2.5.2, the GNSS navigation solu-
tion requires a minimum of four satellites to be in view of a user to provide the 
minimum of four measurements necessary for the user to determine three-dimen-
sional position and time. Therefore, a critical constraint on a GNSS constellation is 
that it must provide a minimum of 4-fold coverage at all times. In order to ensure 
this level of coverage robustly, a nominal GNSS constellation is designed to provide 
more than fourfold coverage so that the minimum of four satellites in view can be 
maintained even with a satellite failure. Also, more than fourfold coverage is neces-
sary for user equipment to be able to determine autonomously if a GNSS satellite 
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is experiencing a signal or timing anomaly, and therefore to exclude such a satellite 
from the navigation solution (this process is known as integrity monitoring); see 
Section 11.4. Therefore, the practical constraint for coverage of a GNSS constella-
tion is minimum sixfold coverage above a 5° elevation angle.

Constellation design for satellite navigation has the following major constraints 
and considerations:

1. 	 Coverage needs to be global.
2.	 At least 6 satellites need to be in view of any user position at all times.
3.	 To provide the best navigation accuracy, the constellation needs to have 

good geometric properties, which entail a dispersion of satellites in both 
azimuth and elevation angle from users anywhere on the Earth (a discus-
sion of the effects of geometric properties on navigation accuracy is pro-
vided in Section 11.2). 

4.	 The constellation needs to be robust against single satellite failures.
5.	 The constellation must be maintainable, that is, it must be relatively inex-

pensive to reposition satellites within the constellation.
6.	 Stationkeeping requirements need to be manageable. In other words, it 

is preferable to minimize the frequency and magnitude of maneuvers re-
quired to maintain the satellites within the required range of their orbital 
parameters.

7.	 Orbital altitude must be selected to achieve a balance between payload size 
and complexity versus required constellation size to achieve a minimum 
sixfold coverage. The higher the orbital altitude, the fewer the satellites 
required to achieve sixfold coverage, but the larger and more complex the 
payload and hence satellite. Payload complexity increases at higher alti-
tudes, for example, due to the increased transmitter power and antenna 
size required to achieve a certain minimum received signal strength on the 
ground for a user. 

2.4  GNSS Signals

This section provides an overview of GNSS signals including commonly used signal 
components. This discussion is followed by a description of important signal char-
acteristics such as auto-correlation and cross-correlation functions.

2.4.1  Radio Frequency Carrier

Every GNSS signal is generated using one or more radio frequency (RF) carriers, 
which are nominally perfect sinusoidal voltages produced within the transmitter 
(see Figure 2.19). As shown in Figure 2.19, one important characteristic of an RF 
carrier is the time interval, T0, between recurrences of amplitude (e.g., peak-to-
peak) in units of seconds. Such a recurrence in amplitude is referred to as a cycle 
and the time interval corresponding to one cycle is referred to as the period. More 
commonly used in practice to characterize RF carriers is the carrier frequency, 
which is the reciprocal of the period, f0 = 1/T0, expressed in units of cycles/second 
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or equivalently hertz. (By definition 1 Hz is one cycle/second). Metric prefixes are 
frequently encountered, for example, 1 kHz = 103 Hz, 1 MHz = 106 Hz, and 1 GHz 
= 109 Hz. 

Most GNSS signals today use carrier frequencies in the L-band, which is de-
fined by the Institute of Electrical and Electronics Engineers (IEEE) to be the range 
of 1 to 2 GHz. L-band offers several advantages for GNSS signals as compared to 
other bands. At lower frequencies, the Earth’s atmosphere results in larger delays 
and inhomogeneities in the atmosphere cause more severe fading in received sig-
nal strength. At greater frequencies, additional satellite power is required and pre-
cipitation (e.g., rain) attenuation can be significant. Two L-band frequency subsets 
have been allocated globally by the International Telecommunication Union (ITU) 
for radionavigation satellite services (RNSS), which is the name given by the global 
spectrum management community to the services provided by GNSS constella-
tions. The RNSS allocations in L-band are for 1,164–1,300 MHz and 1,559–1,610 
MHz. Two GNSS constellations discussed within this book additionally utilize S-
band (2–4 GHz) navigation signals, and several GNSS service providers are consid-
ering the future addition of navigation signals in C-band (4–8 GHz).

2.4.2  Modulation

GNSS signals are designed to enable several functions:

•• Precise ranging by the user equipment;

•• Conveyance of digital information about the location of the GNSS satellites, 
clock errors, satellite health, and other navigation data; 

•• For some systems, utilization of a common carrier frequency among multiple 
satellites broadcasting simultaneously.

To accomplish these functions, some properties of the RF carrier must be var-
ied with time. Such variation of an RF carrier is referred to as modulation. Con-
sider a signal whose voltage is described by

	 ( ) [ ]π f= +( )cos 2 ( ) ( )s t a t f t t t 	 (2.15)

If the amplitude, a(t), frequency, f(t), and phase offset, f(t), are nominally con-
stant with respect to time, then this equation would describe an unmodulated car-
rier. Variation of amplitude, frequency, and phase, are referred to as amplitude 
modulation, frequency modulation, and phase modulation, respectively. If a(t), f(t), 
or f(t) can take on any of an infinite set of values varying continuously over time, 

Figure 2.19  Radio frequency carrier.
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then the modulation is referred to as analog. The GNSS navigation signals broad-
cast by satellite navigation systems described in this book use digital modulation, 
meaning that the modulation parameters can only take on a finite set of values that 
are only permitted to change at specific, discrete epochs of time.

2.4.2.1  Navigation Data

One example of a digital modulation that is frequently used to convey digital navi-
gation data from GNSS satellites to receivers is binary phase shift keying (BPSK). 
BPSK is a simple digital signaling scheme in which the RF carrier is either transmit-
ted as is or with a 180° phase shift over successive intervals of Tb seconds in time 
depending on whether a digital 0 or 1 is being conveyed by the transmitter to the 
receiver (see, e.g., [22]). From this viewpoint, BPSK is a digital phase modulation 
with two possibilities for the phase offset parameter: f(t) = 0 or f(t) = π.

A BPSK signal can alternatively be viewed as being created using amplitude 
modulation, as illustrated in Figure 2.20. Note, as shown in the figure, that the 
BPSK signal can be formed as the product of two time waveforms: the unmodulat-
ed RF carrier and a data waveform that takes on a value of either +1 or −1 for each 
successive interval of Tb = 1/Rb seconds where Rb is the data rate in bits per second. 
The data waveform amplitude for the k-th interval of Tb seconds can be generated 
from the kth data bit to be transmitted using either the mapping [0, 1] → [−1, +1] 
or [0, 1] → [+1, −1]. Mathematically, the data waveform d(t) can be described as:

	
∞

= −∞

= −∑( ) ( )k b
k

d t d p t kT 	 (2.16)

where dk is the kth data bit (in the set [−1,+1]) and p(t) is a pulse shape. The data 
waveform alone is considered a baseband signal, meaning that its frequency content 
is concentrated around 0 Hz rather than the carrier frequency. Modulation by the 
RF carrier centers the frequency content of the signal about the carrier frequency, 
creating what is known as a bandpass signal.

The BPSK signal shown in Figure 2.20 uses rectangular pulses:

Figure 2.20  BPSK modulation.
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but other pulse shapes may be used. For instance, Manchester encoding is a term 
that is used to describe BPSK signals that use pulses consisting of one cycle of a 
square wave. 

In many modern GNSS signal designs, forward error correction (FEC) is em-
ployed for the navigation data whereby redundant bits (more than the original 
information bits) are transmitted over the channel according to some prescribed 
method, enabling the receiver to detect and correct some errors that may be intro-
duced by noise, interference, or fading. When FEC is employed, common conven-
tion is to replace Tb with Ts and Rb with Rs to distinguish data symbols (actually 
transmitted) from data bits (that contain the information before FEC). The coding 
rate is the ratio Rb/Rs. 

2.4.2.2  Direct Sequence Spread Spectrum

To enable precise ranging, all of the GNSS signals described in this book employ di-
rect sequence spread spectrum (DSSS) modulation. As shown in Figure 2.21, DSSS 
signaling involves the modulation of an RF carrier with a spreading or pseudoran-
dom noise (PRN) waveform, often (as shown in the figure) but not necessarily in 
addition to modulation of the carrier by a navigation data waveform. The spread-
ing and data waveforms are similar but there are two important differences. First, 
the spreading waveform is deterministic (i.e., the digital sequence used to produce 
it is completely known, at least to the intended receivers). Second, the symbol rate 
of the spreading waveform is much higher than the symbol rate of the navigation 
data waveform. The digital sequences used to generate spreading waveforms are 
referred to by various names including ranging code, pseudorandom sequence, and 
PRN code. An excellent overview of pseudorandom sequences, including their gen-
eration, characteristics, and code families with good properties is provided in [23]. 

Figure 2.21  DSSS modulation.
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GNSS signals that are intended to be used by the general public are referred to 
as open signals. Open GNSS signals use ranging codes that are unencrypted and 
periodic, with lengths varying from 511 to 767,250 bits. Some GNSS signals are 
only intended to be employed by authorized (e.g., military) users. To prevent gen-
eral public use, authorized or restricted-use GNSS signals use ranging codes that 
are encrypted and thus aperiodic. Knowledge of the encryption scheme as well as 
secret numbers known as private keys are required to be able to fully process au-
thorized GNSS signals. 

To avoid confusion between information-bearing bits within the navigation 
data and the bits of the ranging code, the latter are often referred to as chips, which 
determine the polarity of the spreading symbols. The time duration of the spread-
ing waveform corresponding to one chip of the ranging code is referred to as the 
chip period, and the reciprocal of the chip period as the chipping rate, Rc. The in-
dependent time parameter for the spreading waveform is often expressed in units of 
chips and referred to as code phase. The signal is called spread spectrum, due to the 
wider bandwidth occupied by the signal after modulation by the high rate spread-
ing waveform. In general, the bandwidth is proportional to the chipping rate. 

There are three primary reasons why DSSS waveforms are employed for satel-
lite navigation. First and most importantly, the frequent phase inversions in the 
signal introduced by the spreading waveform enable precise ranging by the receiver. 
Second, the use of different spreading sequences from a well-designed set enables 
multiple satellites to transmit signals simultaneously and at the same frequency. A 
receiver can distinguish among these signals, based on their different codes. For 
this reason, the transmission of multiple DSSS signals having different spreading 
sequences on a common carrier frequency is referred to as code division multiple 
access (CDMA). Finally, as detailed in Chapter 9, DSSS provides significant rejec-
tion of narrowband interference.

2.4.2.3  Binary Offset Carrier

It should be noted that the spreading symbols in a DSSS signal do not need to be 
rectangular (i.e., a constant amplitude over the chip period), as shown in Figure 
2.21. In principle, any shape could be used and different shapes can be used for 
different chips. Henceforth, we will denote DSSS signals generated using BPSK sig-
naling with rectangular chips as BPSK-R signals. Several variations of the basic 
DSSS signal that employ nonrectangular symbols are used for satellite navigation 
applications. Binary offset carrier (BOC) signals [24] are generated using DSSS 
techniques, but employ portions of a square wave for the spreading symbols. A gen-
eralized treatment of the use of arbitrary binary patterns to generate each spreading 
symbol is provided in [25]. Spreading symbol shapes, such as raised cosines, whose 
amplitudes vary over a wide range of values are used extensively in digital com-
munications. These shapes have also been considered for satellite navigation, but 
to date have not been used for practical reasons. For precise ranging, it is necessary 
for the satellite and user equipment to be able to faithfully reproduce the spread-
ing waveform, which is facilitated through the use of signals that can be generated 
using simple digital means. Furthermore, spectral efficiency, which has motivated 
extensive studies in symbol shaping for communications applications, is generally 
not a concern for satellite navigation and can be detrimental for precise ranging. 
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In addition, DSSS signals with a constant envelope (i.e., those that have constant 
power over time) can be efficiently transmitted using switching-class amplifiers, 
although there are ways to combine multiple waveforms, not binary-valued, into a 
constant-envelope signal.

2.4.2.4  Pilot Components

A feature of many modern GNSS signals is that they split the total power in one 
overall signal between two components that are referred to as the data and pilot 
(or dataless) components. As the names suggest, the data component is modulated 
by navigation data and the pilot component is not modulated by the navigation 
data. Both components are modulated by spreading waveforms and utilize different 
ranging codes. Typical splits of power when separate data and pilot components 
are utilized range from 50%-50% (i.e., equal power in each component) to 25%-
75% (i.e., power in the pilot component is three times that in the data component). 
Why are pilot components utilized? The reason is that a receiver can much more 
robustly track a signal that is not modulated by navigation data, as will be discussed 
in Chapter 8. Thus, pilot components can allow GNSS signals to be tracked in more 
challenging environments (e.g., deeper indoors, or in the presence of greater levels 
of interference) than would be possible without this design feature.

2.4.3  Secondary Codes

Many modern GNSS signals employ both primary ranging codes (discussed in Sec-
tion 2.4.2.2) and secondary (or synchronization) codes. Secondary codes reduce 
interference between GNSS signals and also facilitate robust data bit synchroniza-
tion within GNSS receivers.

A secondary code is a periodic, binary sequence that is generated at the primary 
code repetition rate. Each bit of the secondary code is modulo-2 summed to one 
entire period of the primary code. The GNSS constellations described in Chapters 
3 through 7 use secondary codes of lengths from 4 to 1,800 for various signals.

To illustrate the concept of a secondary code, consider a hypothetical GNSS 
signal that uses a primary ranging code that is 1,023 chips in length, with the first 
10 chip values of [1 0 0 1 1 0 1 0 1 0]. If a 4-bit secondary code of [1 0 1 0] is ap-
plied at the primary ranging code repetition rate (equal to 1/1,023 of the primary 
code chipping rate), every four repetitions of the primary ranging code would be 
modified as follows. For the first and third repetitions, the primary ranging code 
would be inverted, so that it started with the ten chips [0 1 1 0 0 1 0 1 0 1]. For 
the second and fourth repetitions, the primary ranging code would be unchanged, 
and this entire pattern would repeat again after the fourth ranging code repetition. 

2.4.4  Multiplexing Techniques

In satellite navigation applications, it is frequently required to broadcast multiple 
signals from a satellite constellation, from a single satellite, and even upon a single 
carrier frequency. There are a number of techniques to facilitate this sharing of a 
common transmission channel without the broadcast signals interfering with each 
other. The use of different carrier frequencies to transmit multiple signals is referred 
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to as frequency division multiple access (FDMA) or frequency division multiplex-
ing (FDM). Sharing a transmitter over time among two or more signals is referred 
to as time division multiple access (TDMA) or time division multiplexing (TDM). 
CDMA, or the use of different spreading codes to allow the sharing of a common 
carrier frequency, was introduced in Section 2.4.2.2.

When a common transmitter is used to broadcast multiple signals on a single 
carrier, it is desirable to combine these signals in a manner that forms a composite 
signal with a constant envelope for the reason discussed in Section 2.4.2.3. Two 
binary DSSS signals may be combined using quadrature phase shift keying (QPSK). 
In QPSK, the two signals are generated using RF carriers that are in phase quadra-
ture (i.e., they have a relative phase difference of 90° such as cosine and sine func-
tions of the same time parameter and are simply added together). The two constitu-
ents of a QPSK signal are referred to as the in-phase and quadraphase components.

When it is desired to combine more than two signals on a common carrier, 
more complicated multiplexing techniques are required. Interplexing combines 
three binary DSSS signals on a common carrier while retaining constant envelope 
[26]. To accomplish this feat, a fourth signal that is completely determined by the 
three desired signals, is also transmitted. The overall transmitted signal may be 
expressed as in the form of a QPSK signal:

	 π π= −( ) ( )cos(2 ) ( )sin(2 )I c Q cs t s t f t s t f t 	 (2.18)

with in-phase and quadraphase components, sI(t) and sQ(t), respectively, as:
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where s1(t), s2(t), and s3(t), are the three desired signals, fc is the carrier frequency 
and m is an index that is set in conjunction with the power parameters PI and PQ 
to achieve the desired power levels for the four multiplexed (three desired plus one 
additional) signals.

Other techniques for multiplexing more than two binary DSSS signals while 
retaining constant envelope include majority vote [27] and intervoting [28]. In the 
majority vote, an odd number of DSSS signals are combined by taking the major-
ity of their underlying PRN sequence values at every instant in time to generate 
a composite DSSS signal. Intervoting consists of the simultaneous application of 
interplexing and majority vote.

2.4.5  Signal Models and Characteristics

In addition to the general quadrature signal representation in (2.18) for GNSS sig-
nals, we will find it occasionally convenient to use the complex-envelope or lowpass 
representation, sl(t), defined by the relation:

	 { }π= 2( ) Re ( ) cj f t
ls t s t e 	 (2.20)
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where Re{·} denotes the real part of. The in-phase and quadraphase components of 
the real signal s(t) are related to its complex envelope by:

	 = +( ) ( ) ( )l I Qs t s t js t 	 (2.21)

Two signal characteristics of great importance for satellite navigation applica-
tions are the autocorrelation function and power spectral density. The autocorrela-
tion function for a lowpass signal with constant power is defined as:

	 ( )τ τ
→∞ −

= +∫ *1
( ) ( )lim

2

T

l l
T

T

R s t s t dt
T
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where * denotes complex conjugation. The power spectral density is defined to be 
the Fourier transform of the autocorrelation function:

	 π ττ
∞

−

−∞

= ∫ 2( ) ( ) j fS f R e dt 	 (2.23)

The power spectral density describes the distribution of power within the sig-
nal with regards to frequency.

It is often convenient to model some portions of a DSSS signal as being random. 
For instance, the data symbols and ranging code are often modeled as nonrepeating 
coin-flip sequences (i.e., they randomly assume values of either +1 or −1 with each 
outcome occurring with equal probability and with each value being independent 
of other values). The autocorrelation function for a DSSS signal with random com-
ponents is generally taken to be the average or expected value of (2.22). The power 
spectral density remains as defined by (2.23).

As an example, consider a baseband DSSS signal without data employing rect-
angular chips with a perfectly random binary code as shown in Figure 2.22(a). The 
autocorrelation function illustrated in Figure 2.22(b) is described in equation form 
as [29]:
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=

	 (2.24) 

The power spectrum of this signal shown in Figure 2.4(c) (as a function of an-
gular frequency ω = 2πf) may be determined using (2.20) to be:

	 ( )π= 2 2( ) sincc cS f A T fT 	 (2.25)

where ( ) sin
sinc

x
x

x
= . What is important about a DSSS signal using a random binary 

code is that it correlates with itself in one and only one place and it is uncorrelated 
with any other random binary code. Satellite navigation systems employing rect-
angular chips have similar autocorrelation and power spectrum properties to those 
described above for the random binary code case, but employ ranging codes that 
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are perfectly predictable and reproducible. This is why they are called “pseudo” 
random codes. 

To illustrate the effects of finite-length ranging codes, consider a DSSS signal 
without data employing a pseudorandom sequence that repeats every N bits. Fur-
ther, let us assume that this sequence is generated using a linear feedback shift reg-
ister that is of maximum length. A linear feedback shift register is a simple digital 
circuit that consists of n bits of memory and some feedback logic [23], all clocked 
at a certain rate. Every clock cycle, the nth bit value is output from the device, the 

Figure 2.22  (a) A random binary code producing (b) the autocorrelation function and (c) the 
power spectrum of a DSSS signal. 
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logical value in bit 1 is moved to bit 2, the value in bit 2 to bit 3, and so on, and 
finally, a linear function is applied to the prior values of bits 1 to n to create a new 
input value into bit 1 of the device. With an n-bit linear feedback shift register, 
the longest length sequence that can be produced before the output repeats is N 
= 2n − 1. A linear feedback shift register that produces a sequence of this length is 
referred to as maximum-length. During each period, the n bits within the register 
pass through all 2n possible states, except the all-zeros state, since all zeros would 
result in a constant output value of 0. Because the number of negative values (1s) 
is always one larger than the number of positive values (0s) in a maximum-length 
sequence, the autocorrelation function of the spreading waveform PN(t) outside of 
the correlation interval is –A2/N. Recall that the correlation was 0 (uncorrelated) 
in this interval for the DSSS signal with random code in the previous example. 
The autocorrelation function for a maximum length pseudorandom sequence is the 
infinite series of triangular functions with period  NTc(seconds) shown in Figure 
2.23(a). The negative correlation amplitude (–A2/N) is shown in Figure 2.23(a) 
when the time shift, τ, is greater than ±Tc, or multiples of  ±Tc(N±1), and represents 
a DC term in the series. Expressing the equation for the periodic autocorrelation 
function mathematically [30] requires the use of the unit impulse function shifted 
in time by discrete (m) increments of the PRN sequence period NTc: d(t + mNTc). 
Simply stated, this notation (also called a Dirac delta function) represents a unit 
impulse with a discrete phase shift of mNTc  seconds. Using this notation, the au-
tocorrelation function can be expressed as the sum of the DC term and an infinite 
series of the triangle function, R(τ), defined by (2.24). The infinite series of the 
triangle function is obtained by the convolution (denoted by ⊗)of R(τ) with an 
infinite series of the phase shifted unit impulse functions as follows:

Figure 2.23  (a) The autocorrelation function of a DSSS signal generated from a maximum length 
pseudorandom sequence and (b) its line spectrum.
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The power spectrum of the DSSS signal generated from a maximum length 
pseudorandom sequence is derived from the Fourier transform of (2.26) and is the 
line spectrum shown in Figure 2.23(b). The unit impulse function is also required 
to express this in equation form as follows: 
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where m = ±1, ±2, ±3, … 
Observe in Figure 2.23(b) that the envelope of the line spectrum is the same as 

the continuous power spectrum obtained for the random code except for the small 
DC term in the line spectrum and the scale factor Tc. As the period, N (chips), of 
the maximum length sequence increases then the line spacing, 2π/NTc (radians/s) 
or 1/NTc (Hz), of the line spectrum decreases proportionally, so that the power 
spectrum begins to approach a continuous spectrum.

Next consider the general baseband DSSS signal that uses the arbitrary symbol 
g(t):
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If the ranging code values {ak} are assumed to be generated as a random coin-
flip sequence, then the autocorrelation function for this signal may be found by 
taking the mean value of (2.22) resulting in:

	 τ τ
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Although data was neglected in (2.28), its introduction does not change the 
result for a nonrepeating coin-flip sequence. Using this result, along with (2.23) 
for power spectral density, we can express the autocorrelation function and power 
spectrum for unit-power BPSK-R signals, for which
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The notation BPSK-R(n) is often used to denote a BPSK-R signal with n × 
1.023 MHz chipping rate. As will be discussed in Chapters 3, 5, 6, and 7, GPS, Gal-
ileo, BeiDou, and various regional systems employ frequencies that are multiples 
of 1.023 MHz. GPS was the first to use chipping rates that are integer multiples of 
1.023 MHz (based upon a design choice to use a length-1,023 ranging code for one 
of the original GPS navigation signals and the desire for the repetition period to be 
a convenient value of 1 ms). Other systems subsequently adopted chipping rates 
that are integer multiples of 1.023 MHz to be interoperable with GPS.

A BOC signal may be viewed as being the product of a BPSK-R signal with a 
square-wave subcarrier. The autocorrelation and power spectrum are dependent on 
both the chip rate and characteristics of the square wave subcarrier. The number 
of square wave half-periods in a spreading symbol is typically selected to be an 
integer:

	 = c

s

T
k

T
	 (2.32)

where Ts = 1/(2fs) is the half-period of a square wave generated with frequency fs. 
When k is even, a BOC spreading symbol can be described as:

	 ( )π ψ−  = + ( ) ( )sgn sin /BOC BPSK R sg t g t t T 	 (2.33)

where sgn is the signum function (1 if the argument is positive, −1 if the argument 
is negative) and ψ is a selectable phase angle. When k is odd, a BOC signal may be 
viewed as using two symbols over every two consecutive chip periods, that given 
in (2.33) for the first spreading symbol in every pair and its inverse for the second. 
Two common values of ψ are 0° or 90°, for which the resultant BOC signals are 
referred to as sine-phased or cosine-phased, respectively. 

With a perfect coin-flip spreading sequence, the autocorrelation functions for 
cosine- and sine-phased BOC signals resemble saw teeth, piece-wise linear functions 
between the peak values as shown in Table 2.3. The expression for the autocorrela-
tion function applies for k odd and k even when a random code is assumed. The 
notation BOC(m,n) used in the table is shorthand for a BOC modulation generated 
using a m × 1.023 MHz square wave frequency and a n × 1.023 MHz chipping 
rate. The subscripts s and c refer to sine-phased and cosine-phased, respectively.

The power spectral density for a sine-phased BOC modulation is [24]:

Table 2.3  Autocorrelation Function Characteristics for BOC Modulations

Modulation

Number of Positive 
and Negative Peaks 
in Autocorrelation 
Function Delay Values of Peaks (s)

Autocorrelation Function Values 
for Peak at τ = jTS/2 

j even j odd

BOCs(m, n) 2k – 1 τ = jTS/2,
–2k + 2 ≤ j ≤ 2k – 2

(–1)j/2(k–|j/2|)/k (–1)( |j|–1)/2/(2k)

BOCc(m, n) 2k + 1 τ = jTS/2, 

–2k + 1 ≤ j ≤ 2k – 1

(–1)j/2(k–|j/2|)/k (–1)( |j|+1)/2/(2k)
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and the power spectral density for a cosine-phased BOC modulation is:
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A binary coded symbol (BCS) modulation [25] uses a spreading symbol defined 
by an arbitrary bit pattern {cm} of length M as:
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where c / ( )T Mp t  is a pulse taking on the value 1 cT  over the interval [0,Tc/M) and 
zero elsewhere. The notation BCS([c0, c1, …, cM–1], n) is used to denote a BCS 
modulation that uses the sequence ([c0, c1, …, cM–1] for each symbol and a chipping 
rate of Rc = n ×1.023 MHz = 1/Tc. As shown in [25], the autocorrelation function 
for a BCS([c0, c1, …, cK–1], n) modulation with perfect spreading code is a piecewise 
linear function between the values:
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where n is an integer with magnitude less than or equal to M and where it is under-
stood that cm = 0 for m ∉ [0, M − 1]. The power spectral density is:

	 π π

π

−
−

=

= ∑
2 21

2 /
2

0

sin ( / )1
( )

( / )
c

M
j mfT M c

BCS c m
m c

fT M
S f T c e

M fT M
	 (2.38)

Given the success of BPSK-R modulations, why consider more advanced modu-
lations like BOC or BCS? Compared to BPSK-R modulations, which only allow the 
signal designer to select carrier frequency and chip rate, BOC and BCS modulations 
provide additional design parameters for waveform designers to use. The resulting 
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modulation designs can provide enhanced performance when bandwidth is limited 
(due to implementation constraints at transmitter and receiver or due to spectrum 
allocations). Also, modulations can be designed to better share limited frequency 
bands available for use by multiple GNSS constellations. The spectra can be shaped 
in order to limit interference and otherwise spectrally separate different signals. 
To obtain adequate performance, such modulation design activities must carefully 
consider a variety of signal characteristics in the time and frequency domains and 
should not concentrate exclusively on spectrum shape.

2.5  Positioning Determination Using Ranging Codes

As mentioned in Section 2.4, GNSS satellite transmissions utilize DSSS modulation. 
DSSS provides the structure for the transmission of ranging codes and essential 
navigation data such as satellite ephemerides and satellite health. The ranging codes 
modulate the satellite carrier frequencies. These codes look like and have spectral 
properties similar to random binary sequences but are actually deterministic. A 
simple example of a short ranging code sequence is shown in Figure 2.24. These 
codes have a predictable pattern, which is periodic and can be replicated by a suit-
ably equipped receiver. 

2.5.1  Determining Satellite-to-User Range

Earlier, we examined the theoretical aspects of using satellite ranging codes and 
multiple spheres to solve for user position in three dimensions. That example was 
predicated on the assumption that the receiver clock was perfectly synchronized 
to system time. In actuality, this is generally not the case. Prior to solving for the 
three-dimensional user position, we will examine the fundamental concepts involv-
ing satellite-to-user range determination with nonsynchronized clocks and ranging 
codes. There are a number of error sources that affect range measurement accuracy 
(e.g., measurement noise, propagation delays); however, these can generally be con-
sidered negligible when compared to the errors experienced from nonsynchronized 
clocks. Therefore, in our development of basic concepts, errors other than clock 
offset are omitted. Extensive treatment of these error sources is provided in Section 
10.2.

In Figure 2.25, we wish to determine vector u, which represents a user receiv-
er’s position with respect to the ECEF coordinate system origin. The user’s position 
coordinates xu, yu, zu are considered unknown. Vector r represents the vector offset 
from the user to the satellite. The satellite is located at coordinates xs, ys, zs within 
the ECEF Cartesian coordinate system. Vector s represents the position of the sat-
ellite relative to the coordinate origin. Vector s is computed using ephemeris data 
broadcast by the satellite. The satellite-to-user vector r is

Figure 2.24  Ranging code.
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	 = −    r s u 	 (2.39)

The magnitude of vector r is

	 = − r s u 	 (2.40)

Let r represent the magnitude of r

	 = −r s u 	 (2.41)

The distance r is computed by measuring the propagation time required for 
a satellite-generated ranging code to transit from the satellite to the user receiver 
antenna. The propagation time measurement process is illustrated in Figure 2.26. 
As an example, a specific code phase generated by the satellite at t1 arrives at the 
receiver at t2. The propagation time is represented by ∆t. Within the receiver, an 
identical coded ranging code denoted as the replica code is generated at t, with 
respect to the receiver clock. This replica code is shifted in time until it achieves 
correlation with the satellite generated ranging code. If the satellite clock and the 
receiver clock were perfectly synchronized, the correlation process would yield the 
true propagation time. By multiplying this propagation time, ∆t, by the speed of 
light, the true (i.e., geometric) satellite-to-user distance can be computed. We would 

Figure 2.25  User position vector representation.
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then have the ideal case described in Section 2.1.2.1. However, the satellite and 
receiver clocks are generally not synchronized.

The receiver clock will generally have a bias error from system time. Further, 
the satellite timing system (usually referred to as the satellite clock) is based on a 
highly accurate free running atomic frequency standards (AFS) described in Section 
2.7.1.5. Therefore, the satellite timing system is typically offset from system time. 
Thus, the range determined by the correlation process is denoted as the pseudor-
ange ρ. The measurement is called pseudorange because it is the range determined 
by multiplying the signal propagation velocity, c, by the time difference between 
two nonsynchronized clocks (the satellite clock and the receiver clock). The mea-
surement contains the geometric satellite-to-user range, an offset attributed to the 
difference between system time and the user clock, and an offset between system 
time and the satellite clock. The timing relationships are shown in Figure 2.27, 
where:

Ts = System time at which the signal left the satellite

Tu = System time at which the signal reached the user receiver

Figure 2.26  Use of replica code to determine satellite code transmission time.
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δt = Offset of the satellite clock from system time [advance is positive; retarda-
tion (delay) is negative]

tu = Offset of the receiver clock from system time

Ts + δt = Satellite clock reading at the time that the signal left the satellite

Tu + tu = User receiver clock reading at the time when the signal reached the 
user receiver

c = speed of light
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,  [( ) ( )]

 ( ) ( )

 ( )

u s

u u s

u s u

u

Geometric range r c T T c t

Pseudorange c T t T t

c T T c t t

r c t t

ρ d

d

d

= − = ∆

= + − +
= − + −
= + −

	

Therefore, (2.39) can be rewritten as:

	 ρ d− − = −( )uc t t s u 	

where tu represents the advance of the receiver clock with respect to system time, 
δt represents the advance of the satellite clock with respect to system time, and c is 
the speed of light. 

The satellite clock offset from system time, δt, is composed of bias and drift 
contributions. A SATNAV system ground monitoring network determines correc-
tions for these offset contributions and transmits the corrections to the satellites 
for rebroadcast to the users in the navigation message. These corrections are ap-
plied within the user receiver to synchronize the transmission of each ranging code 
to system time. Therefore, we assume that this offset is compensated for and no 

Figure 2.27  Range measurement timing relationships.
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longer consider δt an unknown. (There is some residual offset, which is treated in 
Section 10.2.1, but in the context of this discussion we assume that this is negli-
gible.) Hence, the preceding equation can be expressed as

	 ρ − = −uct s u 	 (2.42)

2.5.2  Calculation of User Position

In order to determine user position in three dimensions (xu, yu, zu) and the offset 
tu, pseudorange measurements are made to four satellites resulting in the system of 
equations

	 ρ = − +j j ucts u 	 (2.43)

where j ranges from 1 to 4 and references the satellites. Equation (2.43) can be ex-
panded into the following set of equations in the unknowns xu, yu, zu, and tu:

	 ρ = + − + − +2 2 2
1 1 1 1(  -  ) ( ) ( )u u u ux x y y z z ct 	 (2.44)

	 ρ = − + − + − +2 2 2
2 2 2 2( ) ( ) ( )u u u ux x y y z z ct 	 (2.45)

	 ρ = − + − + − +2 2 2
3 3 3 3( ) ( ) ( )u u u ux x y y z z ct 	 (2.46)

	 ρ = − + − + − +2 2 2
4 4 4 4( ) ( ) ( )u u u ux x y y z z ct 	 (2.47)

where xj, yj, and zj denote the jth satellite’s position in three dimensions.
These nonlinear equations can be solved for the unknowns by employing 

closed form solutions [31–34], iterative techniques based on linearization, or Kal-
man filtering. (Kalman filtering provides a means for improving PVT estimates 
based on optimal processing of time sequence measurements and is described later. 
The following development regarding linearization is based on a similar develop-
ment in [35].) If we know approximately where the receiver is, then we can denote 
the offset of the true position (xu, yu, zu) from the approximate position ( )ˆˆ ˆ, ,u u ux y z
by a displacement ( ,  ,  )u u ux y z∆ ∆ ∆ . By expanding (2.44) to (2.47) in a Taylor series 
about the approximate position, we can obtain the position offset ( ,  ,  )u u ux y z∆ ∆ ∆  
as linear functions of the known coordinates and pseudorange measurements. This 
process is described later.

Let a single pseudorange be represented by

	
( ) ( ) ( )
( )

ρ = − + − + − +

=

2 2 2

, , ,

j j u j u j u u

u u u u

x x y y z z ct

f x y z t
	  (2.48)
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Using the approximate position location ( )ˆˆ ˆ, ,u u ux y z  and time bias estimate ût , 
an approximate pseudorange can be calculated:

	
( ) ( ) ( )
( )

ρ = − + − + − +

=

2 2 2
ˆˆ ˆˆ ˆ

ˆˆˆ ˆ, , ,

j j u j u j u u

u u u u

x x y y z z ct

f x y z t
	 (2.49)

As stated above, the unknown user position and receiver clock offset is con-
sidered to consist of an approximate component and an incremental component:

	

= + ∆
= + ∆
= + ∆
= + ∆

ˆ

ˆ

ˆ

ˆ

u u u

u u u

u u u

u u u

x x x

y y y

z z z

t t t

	 (2.50)

Therefore, we can write

	 = + ∆ + ∆ + ∆ + ∆ˆˆˆ ˆ ( ,  ,  ,  )  ( , , , )u u u u u u u u u u u uf x y z t f x x y y z z t t 	

This latter function can be expanded about the approximate point and associ-
ated predicted receiver clock offset ( )ˆˆˆ ˆ, , ,u u u ux y z t  using a Taylor series:

( )

( ) ( ) ( )

∂
+ ∆ + ∆ + ∆ + ∆ = + ∆
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∂ ∂ ∂
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ˆ

ˆ ˆ ˆˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ, , , , , , , , ,
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u u u u
u u u u u u u u u u u u u

u

u u u u u u u u u u u u
u u u

u u u

f x y z t
f x x y y z z t t f x y z t x

x

f x y z t f x y z t f x y z t
y z t

y z t

	 (2.51)

The expansion has been truncated after the first-order partial derivatives to 
eliminate nonlinear terms. The partial derivatives evaluate as follows:
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	  (2.52)

where
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	 ( ) ( ) ( )= − + − + −
2 2 2

ˆˆ ˆ ˆj j u j u j ur x x y y z z 	

Substituting (2.49) and (2.52) into (2.51) yields

	 ρ ρ
− − −

= − ∆ − ∆ − ∆ +
ˆˆ ˆ

ˆ
ˆ ˆ ˆ

j u j u j u
j j u u u u

j j j

x x y y z z
x y z ct

r r r 	  (2.53)

We have now completed the linearization of (2.48) with respect to the un-
knowns ∆xu, ∆yu, ∆zu, and ∆tu. (It is important to remember that we are neglecting 
secondary error sources such as Earth rotation compensation, measurement noise, 
propagation delays, and relativistic effects, which are treated in detail in Section 
10.2.)

Rearranging the above expression with the known quantities on the left and 
unknowns on right yields

	 ρ ρ
− − −

− = ∆ + ∆ + ∆ −
ˆˆ ˆ

ˆ
ˆ ˆ ˆ

j u j u j u
j j u u u u

j j j

x x y y z z
x y z ct

r r r 	 (2.54)

For convenience, we will simplify the above equation by introducing new vari-
ables where

	

ρ ρ ρ∆ = −

−
=

−
=

−
=

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

j j

j u
xj

j

j u
yj

j

j u
zj

j

x x
a

r

y y
a

r

z z
a

r

	 (2.55)

The axj, ayj, and azj terms in (2.55) denote the direction cosines of the unit 
vector pointing from the approximate user position to the jth satellite. For the jth 
satellite, this unit vector is defined as

	 =  ( ,  ,  )j xj yj zja a aa 	

Equation (2.54) can be rewritten more simply as

	 ρ∆ = ∆ + ∆ + ∆ − ∆j xj u yj u zj u ua x a y a z c t 	
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We now have four unknowns: ∆xu, ∆yu, ∆zu, and ∆tu, which can be solved for 
by making ranging measurements to four satellites. The unknown quantities can be 
determined by solving the set of linear equations next:

	

ρ

ρ

ρ

ρ

∆ = ∆ + ∆ + ∆ − ∆

∆ = ∆ + ∆ + ∆ − ∆

∆ = ∆ + ∆ + ∆ − ∆

∆ = ∆ + ∆ + ∆ − ∆

1 1 1 1

2 2 2 2

3 3 3 3

4 4 4 4

x u y u z u u

x u y u z u u

x u y u z u u

x u y u z u u

a x a y a z c t

a x a y a z c t

a x a y a z c t

a x a y a z c t

	 (2.56)

These equations can be put in matrix form by making the definitions

	

1 1 11

2 2 22

3 3 3 3

4 4 4 4

1

1

1

1

x y z u

x y z u

x y z u

ux y z

a a a x
a a a y

a a a z

c ta a a

ρ

ρ
ρ

ρ

ρ

 ∆ ∆   
    ∆ ∆    ∆ = = ∆ =    ∆ ∆    
  − ∆∆     

H x 	

One obtains, finally,

	 ρ∆ = ∆H x 	  (2.57)

which has the solution

	 1 ρ−∆ = ∆x H 	  (2.58)

Once the unknowns are computed, the user’s coordinates xu, yu, zu and the re-
ceiver clock offset tu are then calculated using (2.50). This linearization scheme will 
work well as long as the displacement (∆xu, ∆yu, ∆zu) is within close proximity of 
the linearization point. The acceptable displacement is dictated by the user’s accu-
racy requirements. If the displacement does exceed the acceptable value, the above 
process is reiterated with ρ̂ being replaced by a new estimate of pseudorange based 
on the calculated point coordinates xu, yu, and zu. In actuality, the true user-to-
satellite measurements are corrupted by uncommon (i.e., independent) errors such 
as measurement noise, deviation of the satellite path from the reported ephemeris, 
and multipath. These errors translate to errors in the components of vector ∆x, as 
shown here:

	 1    −=x measH� � 	 (2.59)

where meas�  is the vector containing the pseudorange measurement errors and x�  is the 
vector representing errors in the user position and receiver clock offset.

The error contribution x�  can be minimized by making measurements to more 
than four satellites, which will result in an overdetermined solution set of equations 
similar to (2.57). Each of these redundant measurements will generally contain in-
dependent error contributions. Redundant measurements can be processed by least 
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squares estimation techniques that obtain improved estimates of the unknowns. 
Various versions of this technique exist and are usually employed in today’s receiv-
ers, which generally employ more than four user to-satellite measurements to com-
pute user position, velocity, and time (PVT). Appendix A provides an introduction 
to least squares techniques.

2.6  Obtaining User Velocity

GNSS provides the capability for determining three-dimensional user velocity, 
which is denoted u . Velocity can be estimated by forming an approximate deriva-
tive of the user position, as shown here:

	
( ) ( )−

= =
−



2 1

2 1

t td
dt t t

u uu
u 	

This approach can be satisfactory provided the user’s velocity is nearly constant 
over the selected time interval (i.e., not subjected to acceleration or jerk) and if the 
errors in the positions u(t2) and u(t1) are small relative to difference u(t2) – u(t1).

In most GNSS receivers, velocity measurements are made by processing carrier-
phase measurements, which enable precise estimation of the Doppler frequency of 
the received satellite signals. The Doppler shift is produced by the relative motion 
of the satellite with respect to the user. The satellite velocity vector v is computed 
using ephemeris information and an orbital model that resides within the receiver. 
Figure 2.28 is a curve of received Doppler frequency as a function of time measured 
by a user at rest on the surface of the Earth from a GNSS satellite. The received fre-
quency increases as the satellite approaches the receiver and decreases as it recedes 
from the user. The reversal in the curve represents the time when the Doppler shift 
is zero and occurs when the satellite is at its closest position relative to the user. At 

Figure 2.28  Received Doppler frequency by user at rest on Earth’s surface.
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this point, the radial component of the velocity of the satellite relative to the user 
is zero. As the satellite passes through this point, the sign of ∆f changes. At the 
receiver antenna, the received frequency, fR, can be approximated by the classical 
Doppler equation as follows:

	
( ) ⋅

= −  
  1 r

R Tf f
c

v a
	 (2.60)

where fT is the transmitted satellite signal frequency, vr is the satellite-to-user rela-
tive velocity vector, a is the unit vector pointing along the line of sight from the user 
to the satellite, and c is the speed of propagation. The dot product vr · a represents 
the radial component of the relative velocity vector along the line of sight to the 
satellite. Vector vr is given as the velocity difference

	 = −   rv v u 	 (2.61)

where v is the velocity of the satellite and u  is the velocity of the user, both refer-
enced to a common ECEF frame. The Doppler offset due to the relative motion is 
obtained from these relations as

	 ( )− ⋅
∆ = − = −



 R T Tf f f f
c

v u a 	

For example, at the GPS L1 frequency, 1,575.42 MHz, the maximum Doppler 
frequency for a stationary user on the Earth is approximately 4 kHz corresponding 
to a maximum line-of-sight velocity of approximately 800 m/s. 

There are several approaches for obtaining user velocity from the received 
Doppler frequency. One technique is described herein. This technique assumes that 
the user position u has been determined and its displacement (∆xu, ∆yu, ∆zu) from 
the linearization point is within the user’s requirements. In addition to computing 
the three-dimensional user velocity   ( ,  ,  )u u ux y z=u   , this particular technique de-
termines the receiver clock drift ut .

For the jth satellite, substituting (2.61) into (2.60) yields

	 ( )  = − − ⋅   


1
  1Rj Tj j jf f

c
v u a 	  (2.62)

The satellite transmitted frequency fTj is the actual transmitted satellite 
frequency.

As stated in Section 2.7.1.5, satellite frequency generation and timing is based 
on a highly accurate free-running AFS, which is typically offset from system time. 
Corrections are generated by the ground control/monitoring network periodically 
to correct for this offset. These corrections are available in the navigation message 
and are applied within the receiver to obtain the actual satellite transmitted fre-
quency. Hence,
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	 = + ∆0    Tj Tjf f f 	  (2.63)

where f0 is the nominal transmitted satellite frequency (i.e., L1) and ∆fTj is the cor-
rection determined from the navigation message update. 

The measured estimate of the received signal frequency is denoted fj for the 
signal from the jth satellite. These measured values are in error and differ from the 
fRj values by a frequency bias offset. This offset can be related to the drift rate ut  of 
the user clock relative to system time. The value ut  has the units seconds/second and 
essentially gives the rate at which the user’s clock is running fast or slow relative to 
system time. The clock drift error, fj, and fRj are related by the formula 

	 = +   (1  )Rj j uf f t 	 (2.64)

where ut  is considered positive if the user clock is running fast. Substitution of 
(2.64) into (2.62), after algebraic manipulation, yields

	 + ⋅ = ⋅ −




(  -  )j Tj j u
j j j

Tj Tj

c f f cf t

f f
v a u a 	

Expanding the dot products in terms of the vector components yields

	 + + + = + + −


 

(  -  )j Tj j u
xj xj yj yj zj zj u xj u yj u zj

Tj Tj

c f f cf t
v a v a v a x a y a z a

f f 	  (2.65)

where vj = (vxj, vyj, vzj), aj = (axj, ayj, azj), and =    ( ,  ,  )u u ux y zu . All of the variables 
on the left side of (2.65) are either calculated or derived from measured values. The 
components of aj are obtained during the solution for the user location (which is as-
sumed to precede the velocity computation). The components of vj are determined 
from the ephemeris data and the satellite orbital model. The fTj can be estimated 
using (2.63) and the frequency corrections derived from the navigation updates. 
(This correction, however, is usually negligible and fTj can normally be replaced by 
f0.) The fj can be expressed in terms of receiver measurements of delta range (see 
Chapter 8 for a more detailed description of receiver processing). To simplify the 
above equation, we introduce the new variable dj, defined by

	
(  -  )j Tj

j xj xj yj yj zj zj
Tj

c f f
d v a v a v a

f
= + + + 	  (2.66)

The term fj /fTj on the right side in (2.66) is numerically very close to 1, typically 
within several parts per million. Little error results by setting this ratio to 1. With 
these simplifications, (2.66) can be rewritten as

	 = + + − 

 j u xj u yj u zj ud x a y a z a ct 	
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We now have four unknowns: = 

    ,  ,  ,u u u ux y z tu  which can be solved by using 
measurements from four satellites. As before, we calculate the unknown quanti-
ties by solving the set of linear equations using matrix algebra. The matrix/vector 
scheme is

	

    
    
    = = =    
    
  −     









1 1 11

2 2 22

3 3 3 3

4 4 4 4

1

1

1

1

x y z u

x y z u

ux y z

ux y z

a a a xd
a a a yd

zd a a a

d cta a a

d H g
	

Note that H is identical to the matrix used in Section 2.5.2 in the formulation 
for the user position determination. In matrix notation,

	 = d Hg 	

and the solution for the velocity and time drift are obtained as

	 −= 1g H d 	

The phase measurements that lead to the frequency estimates used in the veloc-
ity formulation are corrupted by errors such as measurement noise and multipath. 
Furthermore, the computation of user velocity is dependent on user position ac-
curacy and correct knowledge of satellite ephemeris and satellite velocity. The re-
lationship between the errors contributed by these parameters in the computation 
of user velocity is similar to (2.57). If measurements are made to more than four 
satellites, least squares estimation techniques can be employed to obtain improved 
estimates of the unknowns.

2.7  Frequency Sources, Time, and GNSS

Various types of frequency sources are used within GNSS. These range from low-
cost quartz crystal oscillators within user equipment to highly accurate atomic fre-
quency standards (AFSs) onboard the satellites as well as at various ground control 
segment components. Each individual SATNAV system time is based on an ensem-
ble of some or all of these AFSs that are contained within that particular system. 
When combined with a time scale based on astronomical observations, a version of 
UTC is formed. Most civil and military applications use a version of UTC for their 
timekeeping needs.

2.7.1  Frequency Sources

2.7.1.1  Quartz Crystal Oscillators

The fundamental concept of a quartz crystal oscillator is that the crystal behaves 
like a tuned circuit due to its physical characteristics. This is depicted in Figure 
2.29 where Branch 1 represents the crystal and C0 represents the capacitance in 
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the wire leads and the crystal holder [36]. From [37], “a quartz crystal has piezo-
electric characteristics. That is, the crystal strains (expands or contracts) when a 
voltage is applied. When the voltage is removed or reversed in polarity, the strain is 
reversed.” When placed into a circuit shown in Figure 2.30 [36], the voltage from 
the crystal is amplified and then fed back to the crystal thus creating an oscillating 
circuit (i.e., oscillator). The oscillator resonance frequency is determined by the rate 
of crystal expansion and contraction. This resonance frequency is a function of the 
crystal physical characteristics. Note that the oscillator output frequency can be the 
fundamental crystal resonance frequency or at or near a harmonic of the funda-
mental frequency denoted as an overtone [36]. As stated in [36], the vibration setup 
in the quartz crystal may produce both harmonic and nonharmonic signals and 
overtones. The harmonic overtones are desirable since they allow the production 
of higher-frequency crystal resonators using essentially the same crystal cut. How-
ever, nonharmonic overtones are undesirable as they may lead to the generation of 
unwanted signals at frequencies spaced close to the one desired [36]. Most high-
stability oscillators use either the third or fifth overtone frequency to achieve a high 
Q. (It is sometime difficult to tune the circuit with overtones higher than five.) The 
ratio of the resonance frequency to the bandwidth of which the circuit will oscillate 
is denoted as the quality factor, Q. A typical quartz oscillator Q ranges from 104 to 

Figure 2.29  Crystal equivalent circuit. (From: [36].© Keysight Technologies, Inc. May 1997. Repro-
duced with permission, courtesy of Keysight Technologies.)

Figure 2.30  Simplified amplifier feedback (oscillator) circuit using a crystal resonator. (From: 
[36]. © Keysight Technologies, Inc. May 1997. Reproduced with permission, courtesy of Keysight 
Technologies.)
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106, whereas for highly stable oscillators, the maximum Q = 1.6 × 107/f, where f is 
the resonance frequency in megahertz [37].

All crystal oscillators undergo aging, which is a gradual change in frequency 
over many days or months. At a constant temperature, aging has an approximately 
logarithmic dependence on time. The aging rate is highest when it is first turned on. 
When the temperature is changed, a new aging cycle starts. The primary causes of 
aging are stress relief in the crystal’s mounting structure, mass transfer to or from 
the crystal’s surface due to adsorption or desorption of contamination, changes 
in the oscillator circuitry, and impurities and strains in the quartz material. Most 
manufacturers pre-age their crystals by placing their crystals in a high temperature 
oil bath for a number of days. 

The frequency of a crystal is inversely proportional to its thickness. A typical 
5-MHz crystal is on the order of 1 million atomic layers thick. The adsorption or 
desorption of contamination equivalent to the mass of one atomic layer of quartz 
changes the frequency by about 1 part per million (ppm). In order to achieve low 
aging, crystals must be hermetically sealed in an ultra-clean, high-vacuum environ-
ment. The aging rates of typical commercially available crystal oscillators range 
from 5 ppm to 10 ppm per year for an inexpensive XO (crystal oscillator) to 0.5 
ppm per year for a temperature compensated crystal oscillator (TCXO) and to 0.05 
ppm per year for an oven controlled crystal oscillator (OCXO). The highest preci-
sion OCXOs can age a few parts in 1012 per day or less than 0.01 ppm per year.

Causes of short-term instabilities include temperature fluctuations, Johnson 
noise in the crystal, random vibration, noise in the oscillator circuitry, and fluctua-
tions at various resonator interfaces. Long-term performance is limited primarily 
by temperature sensitivity and aging. In a properly designed oscillator, the resona-
tor is the primary noise source close to the carrier and the oscillator circuitry is 
the primary source far from the carrier. The noise close to the carrier has a strong 
inverse relationship to the resonator Q. Optimum low noise performance is only 
achievable in a vibration-free laboratory environment [38, 39].

The Allan variance, σy(τ), is the standard method for describing short-term sta-
bility of oscillators in the time domain. It is a measurement of the frequency jitter 
over short periods of time, normally from 1 microsecond to 1,000 seconds. Stabil-
ity specifications for time periods greater than 1,000 seconds are usually consid-
ered long-term stability measurements. For the Allan variance method, fractional 
frequencies, y = ∆f/f, are measured over a time interval, τ. The differences between 
successive pairs of measurements of y, (yk+1 – yk), are squared and one-half of the 
time average of their sum is calculated over the sampling period.
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The classical variance diverges for some commonly observed noise processes 
such as the random walk where the variance increases with an increasing number of 
data points. However, the Allan variance converges for all noise processes observed 
in precision oscillators. Figure 2.31 displays time-domain stability for a typical 
precision oscillator. For σy(τ) to properly measure random frequency fluctuations, 
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aging must be subtracted from the data for long sample times. Appendix B provides 
additional details on the Allan variance and other measures of frequency stability.

The frequency versus temperature characteristics of crystal oscillators do not 
repeat exactly upon temperature cycling. For a TCXO, this thermal hysteresis is the 
difference between the frequency versus temperature characteristics for increasing 
temperatures and decreasing temperatures. Hysteresis is the major factor limiting 
the stability of TCXOs. Typical values range from 0.1 ppm to 1 ppm when the 
temperature cycling ranges are 0°C to 60°C and –55°C to 85°C. For an OCXO, 
the lack of repeatability is called “retrace” and is defined as the nonrepeatability of 
the frequency versus temperature characteristic at the oven temperature when it is 
cycled on and off. Retrace limits the achievable accuracy in applications where the 
OCXO is on/off cycled. Typical specifications, after a 24-hour off-period at 25°C, 
range from 1 × 10−9 to 2 × 10−8. Low-temperature storage during the off-period 
and extending the off-period usually make the retrace worse.

2.7.1.2  TCXO

In a TCXO, a control network, composed of a temperature sensor (thermistor) and 
a varactor, is used to counteract the temperature-induced frequency change of the 
crystal. In contrast to the OCXO, the power consumption is very low (several mil-
liwatts), which makes the TCXO attractive for handheld receivers, while the stabil-
ity is relatively high. Furthermore, TCXOs are preferred to OCXOs in applications 
where a warm-up period is unacceptable. For a TCXO, the only warm-up time is 
the time required for the components to reach thermal equilibrium. As stated previ-
ously, TCXOs exhibit thermal hysteresis causing the frequency to jump when first 
started up. Keeping the TCXO biased would eliminate this effect. TCXOs provide 
a 20 times improvement in the crystal’s frequency variation versus temperature in 
comparison to noncompensated oscillators [40]. TCXOs have improved in recent 
years to the point where they have comparable performance to oven-stabilized os-
cillators at lower cost and in smaller packages. 

Figure 2.31  Time-domain stability.
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2.7.1.3  MCXO

The microcomputer controlled crystal oscillator (MCXO) exhibits aging and tem-
perature stability that are ten times better than the TCXO. In the MCXO, a self-
temperature sensing method is used that is much more sensitive than the external 
thermometer or thermistor that is used in TCXOs. Two modes of the crystal are 
excited simultaneously and heterodyned to generate a difference frequency that is 
a nearly linear function of temperature. The difference frequency is used to gate 
a reciprocal counter that uses the fundamental frequency as the time base. The 
counter’s output is a number, N1, which varies with temperature, and is actually 
the period of the input signal in multiples of the master clock. The microcomputer 
compares N1 to stored calibration information and outputs a number, N2, to the 
correction circuit. In the active state, the power consumption is higher than that 
of the TCXO for non-CMOS outputs but is comparable to that of TCXOs for 
CMOS outputs. In standby mode, the power consumption is comparable to that 
of TCXOs. Another feature of the MCXO is that it has provisions to correct itself 
with a reference, GPS system time, for example.

2.7.1.4  OCXO

For airborne applications where low-power consumption and small size is not as 
critical, larger-size OCXOs with better performance are used. However, as men-
tioned earlier, the oven’s high-power consumption precludes its use in handheld 
applications. In an OCXO, all temperature-sensitive components of the oscillator 
are maintained at a constant temperature in an oven. The oven temperature is set 
to coincide with the zero slope region of the crystal’s frequency versus temperature 
characteristic. OCXOs require a few minutes to warm up and their power con-
sumption is typically 1W or 2W at room temperature. 

The characteristics of the different crystal oscillator types are summarized in 
Table 2.4.

2.7.1.5  Atomic Frequency Standard Description

A principal enabling technology for the deployment of GNSS is the atomic clock, 
or more precisely, atomic frequency standard (AFS), that each satellite uses to keep 
accurate time and frequency between ground updates. These atomic frequency stan-
dards utilized by GNSS were themselves the culmination of several Nobel Prizes 
in physics throughout the twentieth century. Despite many decades of scientific 

Table 2.4  Summary of Different Crystal Oscillator Types
Oscillator Type TCXO MCXO OCXO

Stability, σy(τ), τ = 1 second 10−9 10−10 10−12

Aging/year 5 × 10−7 5 × 10−8 5 × 10−9

Frequency offset after warm-up 10−6 10−7 to 10−8 10−8 to 10−10

Warm-up time 10−6 to 10 seconds 10−8 to 10 seconds 10−8 to 5 minutes

Power 100 µW 200 µW 1–3W

Weight 50g 100g 200–500 g

Cost $100 $1,000 $2,000
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breakthroughs, these devices are still some of the most complicated and difficult 
technologies to produce reliably and of sufficient quality for the GNSS satellites. In 
this section, we will discuss the basics of how an AFS works and how Nobel Prize-
winning breakthroughs could enable them to work better.

An AFS is built using two fundamental building blocks: one of them is a fre-
quency source or local oscillator (LO), and the other is the atomic system. In GNSS 
and most other applications of frequency standards, the oscillator is a quartz crystal 
oscillator (XO) and usually oven controlled (OCXO). Quartz oscillators are found 
in many devices such as wristwatches, computers, radios, and radar. XOs are not 
stable enough to use for GNSS, so the LO is disciplined by the more accurate and 
stable frequency of the atomic system in a feedback arrangement as shown in Fig-
ures 2.32 and 2.33 for cesium (Cs) and rubidium (Rb) atomic systems, respectively. 

2.7.1.6  AFS Principle of Operation

Within the atomic system, each atomic isotope (e.g., cesium or rubidium) is sensitive 
to particular frequencies determined by the unique arrangement of that isotope’s 
electrons and nucleus as described with quantum mechanics. We do not need to 

Figure 2.33  Rubidium oscillator. (From: [37].)

Figure 2.32  Cesium beam oscillator (From: [37].)
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know quantum mechanics to understand the workings of an AFS within a SATNAV 
system, but we do need to understand the result. The key result is that an atom can 
only exist in a finite number of discrete states that dictate the discrete frequencies, 
and there are rules that govern how the atom can transition between those states. 
Atomic states are separated in energy and allowable transitions between states can 
be executed only when electromagnetic waves with a frequency proportional to the 
energy separation between the states interacts with the atom. The proportionality 
constant is Plank’s constant, h. Therefore for two states, with energy E1 and E2 (E2 
> E1), the transition can occur at frequency, f, if f12h = E2 – E1. Figure 2.34 shows 
an example of what happens when the LO frequency is scanned while the atomic 
is monitored without the feedback turned on. When the feedback is on, the system 
would ideally hold the frequency of the LO to the center of the largest peak of the 
five transitions shown observed in the data. The states are typically labeled by an 
angular momentum nomenclature beyond the scope of this text, but here the strong 
transition is between a state with 3 units of angular momentum to another state 
with 5 units. The data in Figure 2.34 is an example taken from a frequency standard 
in development at the Air Force Research Laboratory [41].

In order for an atomic system to measure the frequency of the LO, a general 
sequence of steps must take place as illustrated in Figure 2.35. In Step 1, the AFS 
needs a gaseous sample of atoms because the atomic interactions of other phases of 
matter are too strong to make quality measurements. These atoms are in a random 
mixture of two states. In Step 2, the gas must be set in a known initial quantum 
state. In the case of cesium, atoms in one of the two states of interest are removed 
with a magnetic discriminator (see Figure 2.32) with a method invented by Otto 
Stern for which he won the Nobel Prize in 1973. In the case of rubidium, the atoms 
are forced into one common state with a mechanism called optical pumping (see 
Figure 2.33), invented by Alfred Kastler for which he won the Nobel Prize in 1966. 

In Step 3, in Figure 2.35, the AFS needs a mechanism for illuminating the at-
oms with the electromagnetic waves from the LO. For both cesium and rubidium 
standards, a microwave frequency, synthesized from the LO, matches the atomic 
transition with the atoms in a microwave cavity. 

Figure 2.34  As the frequency of a local oscillator is scanned, a detector measures the atomic inter-
action. Here, transitions between several pairs of states (labeled by F numbers) occur. 
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Finally, in Step 4, the AFS needs a mechanism for detecting the interaction of 
the waves from the LO with the atoms in the microwave cavity. For both cesium 
and rubidium, the same technique for state selection in Step 2 is used to detect the 
atomic interactions. For cesium, the magnetic discriminator selects the atoms that 
have interacted with the microwave field and directs them towards an ionization 
based detector. In the case of rubidium, the optical pump stops working when all 
of the atoms are pumped into the end state (state 1 in Figure 2.35). When this hap-
pens, the pump light passing through the rubidium gas in Figure 2.33 will not be 
absorbed by the atoms anymore. The microwave field causes transitioning of at-
oms back to the upper state where they can be pumped again. Therefore, a detector 
monitoring the light absorbed by the atoms will see more pump absorption when 
the LO is well matched to the atomic reference frequency.   

The Cs AFS is a wonderful example of science enabling human advances, but 
it is not perfect. One problem is that the Cs AFS will eventually run out of Cs or 
fill up a disposal system because no one has discovered a way to recycle the atoms 
in this system. One could add more atoms, but this increases the size, weight, and 
cost of the system. The second and even more fundamental issue is that this system 
is very sensitive to magnetic fields and effectively couples magnetic field noise into 
frequency noise. To diminish the latter problem, several layers of passive magnetic 
shielding are required, which increases the size and weight of the system.

The rubidium AFS is more compact and longer-lived because the Rb atoms are 
stored in a heated glass cell and used over and over again. The Rb standard thus 
offers several key advantages: atoms are contained, thus increasing the AFS operat-
ing life without increasing the size. Also, the change from sorting magnets used in 
the Cs AFS to optical pumping makes the rubidium system more stable over time 
because it uses more of the atoms to make measurements and therefore produces a 

Figure 2.35  General sequence of steps needed to measure the LO frequency.
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stronger signal. The next generation of GPS (Block III) uses only Rb standards. In 
Figure 2.33, one might notice that there are two rubidium cells with different iso-
topes: 85 and 87. The 85 isotope of Rb is used as an optical filter for the lamp light 
such that the optical pumping works properly on the 87 isotope. This technique 
uniquely works for rubidium which is why the atom of choice switched away from 
cesium. See [42] for a comparison of Rb to Cs on GPS Block IIF. 

2.7.1.7  Advanced Atomic Frequency Standards

Despite the frequency stability offered by the atomic frequency standards on GNSS, 
the standards are still one of the limiters for overall accuracy of the navigation 
signal. The position equivalent time error is roughly equal to the ephemeris error 
(see Section 10.2.2) [43]. Beyond improving system accuracy in ideal conditions, 
improved frequency standards can also decrease system maintenance and improve 
reliability because a lower rate of accumulated time error requires less intervention 
from the ground to maintain GNSS operability. The rubidium and cesium atomic 
frequency standards have several fundamental limitations. The cesium atomic fre-
quency standard performance is limited by the temperature of the atoms. This is 
because the beam of atoms expands in the transverse direction until too few atoms 
pass through the whole system. They are also moving so fast (Cs atoms at 50°C 
have a most probable speed over 200 m/s) that there is not enough time to interact 
with the microwave fields for best results. Also, there is a large spread of possible 
velocities, each of which have a different frequency shift associated with the Dop-
pler effect, meaning that a larger than optimal spread of frequencies will interact 
with the frequency standard. Cold, but still gaseous atoms would be better. 

In 1997, the Nobel Prize was given for laser cooling of atomic gases to William 
Phillips, Steven Chu, and Claude Cohen-Tannoudji. The result of laser cooling is to 
remove nearly all of the thermal energy from a cloud of atoms and then by adjust-
ing those lasers frequencies, the atoms can be launched at a known, slow velocity. 
The result is that the long microwave-atom interaction times can be used and large 
stability and accuracy improvements can be made. Note that these improvements 
are only realizable with commensurate improvements to many other parts of the 
system such as magnetic field and stray light controls as well as stringent alignment 
tolerances. The civilian and military time standards now use this approach opera-
tionally at the National Institute of Standards and Technology (NIST) [44] and the 
U.S. Naval Observatory (USNO).

Today, the state of the art does not use microwaves. Scientists are using opti-
cal transitions at hundreds of terahertz, rather than microwave transitions of the 
order of 10 GHz. Here, a laser acts as the local oscillator. The benefits of optical 
transitions are that the frequency stability is improved by the ratio of the frequency, 
roughly 500 THz to 10 GHz, or about 50,000. Also, many systematic errors reduce 
in a similar way, especially errors due to magnetic fields. However, a frequency 
standard at several hundred terahertz is not particularly useful because the elec-
tronic systems on GNSS would have no way of counting or generating signals 
from such a high frequency. In 2005, the Nobel Prize was awarded to John Hall 
and Theodore Hänsch for inventing a way to solve this problem. Their device, 
called the frequency comb, effectively divides optical frequencies between 100 and 
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500 THz by a factor of roughly 1 million. The frequency comb device is flexible 
meaning that it can be designed to a specific input and output frequency amongst 
a broad range. Today, there are several examples of clocks accurate to a few parts 
in 1018 [45–47] that utilize both laser cooling and frequency combs; that is 1,000 
times better than clocks on GNSS. Thus, the GNSS of the future does not need to 
be limited by the atomic frequency standard technology that enabled its creation.

2.7.2  Time and GNSS

A SATNAV system disseminates a realization of UTC that provides the capability 
for time synchronization of users either worldwide or within its coverage region. 
Applications range from time-tagging of banking transactions to communications 
system packet switching synchronization. Worldwide time dissemination is an espe-
cially useful feature in military frequency-hopping communications systems where 
time synchronization enables all users to change frequencies simultaneously. In 
many countries, UTC is used as the definition of time in legal matters [48].

2.7.2.1  UTC Generation

UTC is a composite time scale. That is, UTC is comprised of inputs from a time 
scale derived from atomic standards and information regarding the Earth’s rotation 
rate. The time scale based on atomic standards is called International Atomic Time 
(TAI). TAI is a uniform time scale based on the atomic second, which is defined as 
the fundamental unit of time in the International System of Units [49]. The atomic 
second is defined as “the duration of 9,192,631,770 periods of the radiation cor-
responding to the transition between the two hyperfine levels of the ground state 
of the caesium 133 atom.” The Bureau International des Poids et Mesures (BIPM) 
is the international body responsible for computing TAI. TAI is derived from more 
than 400 atomic standards located at laboratories in various countries [48]. The 
BIPM statistically processes these inputs to calculate definitive TAI. TAI is referred 
to as a paper time scale because it is not kept by a physical clock [50]. 

The other time scale used to form UTC is called Universal Time 1 (UT1). UT1 
is a measure of the Earth’s rotation angle with respect to the Sun. It is one compo-
nent of the Earth orientation parameters that define the actual orientation of the 
ECEF coordinate system with respect to space and celestial bodies and is treated as 
a time scale in celestial navigation [50]. UT1 remains a nonuniform time scale due 
to variations in the Earth’s rotation. Also, UT1 drifts with respect to atomic time. 
This is on the order of several milliseconds per day and can accumulate to 1 second 
in a 1-year period. The International Earth Rotation and Reference System Service 
(IERS) is responsible for definitively determining UT1. Civil and military timekeep-
ing applications require knowledge of the Earth’s orientation as well as a uniform 
time scale. UTC is a time scale with these characteristics. The IERS determines 
when to add or subtract leap seconds to UTC such that the difference between 
UTC and UT1 does not exceed 0.9 second. Thus, UTC is synchronized with solar 
time at the level of approximately one second [50]. Each SATNAV system provider 
maintains an ensemble of AFSs and forms its own version of UTC. These versions 
are usually kept within nanoseconds of the international standard UTC, provided 
by the BIPM approximately one month in arrears.
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2.7.2.2  SATNAV System Time

As stated earlier in this chapter, a fundamental GNSS principle of operation is the 
need for synchronization of each satellite AFS (i.e., satellite clock) to its corre-
sponding SATNAV system time (e.g., Galileo satellite clocks must be synchronized 
to Galileo system time). System time is an internal time scale within a SATNAV 
system. Based on an ensemble of atomic frequency standards (AFSs), system time 
provides the exact timing needed by a SATNAV system’s users to make precise 
PVT measurements. When combining measurements from multiple GNSS constel-
lations, the difference between SATNAV system times (e.g., BeiDou-GPS) must be 
accounted for (see Chapter 11).

For most SATNAV systems, system time is based on a continuous time scale. 
That is, it is not modified to reflect variations in the Earth’s rotation (i.e., not 
adjusted for leap seconds). SATNAV system time is typically steered to a local re-
alization of UTC, modulo 1 s [48], enabling interoperability with other SATNAV 
systems. The exception to the above is GLONASS system time, which adds or 
subtracts leap seconds to follow UTC. Descriptions of system time are provided for 
each SATNAV system discussed in the following chapters.
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3.1  Overview 

GPS is comprised of three segments: satellite constellation, ground control/moni-
toring network, and user receiving equipment. The formal United States Air Force 
(USAF) GPS Directorate programmatic terms for these components are space, con-
trol, and user equipment segments, respectively. The satellite constellation is the 
set of satellites in orbit that provide the ranging signals and data messages to the 
user equipment. The control segment (CS) tracks and maintains the satellites in 
space. The CS also monitors satellite health and signal integrity and maintains the 
orbital configuration of the satellites. Furthermore, the CS updates the satellite 
clock corrections and ephemerides as well as numerous other parameters essential 
to determining user position, velocity, and time (PVT). The user receiver equipment 
(i.e., user segment) performs the navigation, timing, or other related functions (e.g., 
surveying). An overview of each system segment is provided next followed by fur-
ther elaboration on each segment starting in Section 3.2.

3.1.1  Space Segment Overview

The space segment is the constellation of satellites from which users make rang-
ing measurements. The space vehicles (SVs) (i.e., satellites) transmit pseudorandom 
noise (PRN)-coded signals from which the ranging measurements are made. This 
concept makes Global Positioning System (GPS) a passive system for the user with 
signals only being transmitted and the user passively receiving the signals. Thus, 
an unlimited number of users can simultaneously use GPS. A satellite’s transmitted 
ranging signal is modulated with data that includes information that defines the 
position of the satellite. An SV includes payloads and vehicle control subsystems. 
The primary payload is the navigation payload used to support the GPS PVT mis-
sion, and the secondary payload is the nuclear detonation (NUDET) detection sys-
tem, which supports detection and reporting of Earth-based radiation phenomena. 
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The vehicle control subsystems perform such functions as maintaining the satellite 
pointing to Earth and the solar panels pointing to the Sun.

3.1.2  Control Segment Overview

The CS has responsibility for maintaining the satellites and their proper function-
ing. This includes maintaining the satellites in their proper orbital positions (called 
stationkeeping) and monitoring satellite subsystem health and status. The CS also 
monitors the satellite solar arrays, battery power levels, and propellant levels used 
for maneuvers. Furthermore, the CS activates spare satellites (if available) to main-
tain system availability. The CS updates each satellite’s clock, ephemeris, and alma-
nac and other indicators in the navigation message at least once per day. Updates 
are more frequently scheduled when improved navigation accuracies are required. 
(Frequent clock and ephemeris updates result in reducing the space and control 
contributions to range measurement error. Further elaboration on the effects of 
frequent clock and ephemeris updates is provided in Section 3.3.2. Several analyses 
and studies have shown that users benefit from reduced navigation errors with 
more frequent uploads, thus reducing the upload age of data and accompanying 
broadcast navigation message errors [72, 73].)

The ephemeris parameters are a quasi-Keplerian representation of the GPS sat-
ellite orbits and are valid only for a time interval of 3 or 4 hours with the once-per-
day normal upload schedule. Navigation message data can be stored for at least 
a 60-day duration with time validity intervals that grow progressively longer but 
with decreased accuracy in the event that an upload cannot be provided for an ex-
tended period. Initially, Block IIR SVs had the requirement of storing 180 + 30 days 
of navigation data. This requirement has been reduced to 60 days.

The almanac is a reduced precision subset of the ephemeris parameters. Alma-
nac data is used to predict the approximate satellite position and aid in satellite 
signal acquisition. Furthermore, the CS resolves satellite anomalies, and collects 
pseudorange and carrier phase measurements at the remote monitor stations to 
determine satellite clock corrections, almanac, and ephemeris. To accomplish the 
above functions, the CS is comprised of three different physical components: the 
master control station (MCS), monitor stations, and the ground antennas, each of 
which is described in more detail in Section 3.3.

3.1.3  User Segment Overview

The user receiving equipment comprises the user segment. Each set of equipment is 
typically referred to as a GPS receiver, which processes the L-band signals transmit-
ted from the satellites to determine user PVT. While PVT determination is the most 
common use, receivers are designed for other applications such as computing user 
platform attitude (i.e., heading, pitch, and roll) or as a timing source. Section 3.4 
provides further discussion on the user segment.
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3.2  Space Segment Description

The space segment has two principal aspects. One aspect is the constellation of 
satellites in terms of the orbits and positioning within the orbits. The other aspect 
is the features of the satellites that occupy each orbital slot. Each aspect is described 
next.

3.2.1  GPS Satellite Constellation Description 

The nominal GPS constellation consists officially of 24 satellites in 6 MEO orbital 
planes, known as the baseline 24-slot constellation. For many years, the U.S. Air 
Force has been operating the constellation with more than the baseline number of 
satellites. In June 2011, the U.S. Air Force formalized this by introducing the con-
cept of an expandable 24-slot constellation, in which 3 of the 24 baseline orbital 
slots are expanded to contain two satellites. That is, in each of 3 expanded orbital 
slots, 2 satellites are inserted, yielding an expanded GPS constellation size of up 
to 27 satellites. This reconfiguration resulted in improved coverage and geometric 
properties in most parts of the world [1]. (Section 11.2.1 discusses geometric prop-
erties.) Additional satellites (beyond 27) are typically located next to satellites that 
are expected to need replacement in the near future. 

Within the baseline 24-slot GPS constellation, the satellites are positioned in 
six Earth-centered orbital planes with four satellites in each plane. The nominal 
orbital period of a GPS satellite is one-half of a sidereal day or 11 hours 58 minutes 
[2], yielding an orbital radius (i.e., nominal distance from the center of mass of the 
Earth to the satellite) of approximately 26,600 km. The orbits are nearly circular 
with a nominal inclination relative to the equatorial plane of 55°, and the orbital 
planes are equally spaced about the equator at a 60° separation. This satellite con-
stellation provides a continuous global user navigation and time determination 
capability. 

Figure 3.1 depicts a view from space of the baseline 24-slot GPS constellation, 
while Figure 3.2 shows the satellite orbits in a planar projection referenced to the 
epoch time of 0000 h 1 July 1993 UTC(USNO). Thinking of an orbit as a ring, 
Figure 3.2 opens each orbit and lays it flat on a plane. Similarly, for the Earth’s 
equator, it is like a ring that has been opened and laid on a flat surface. The slope 
of each orbit represents its inclination with respect to the Earth’s equatorial plane, 
which is nominally 55°. Also depicted in Figure 3.2 are the three orbital slots that 
form the basis of the expandable constellation. Note that two satellites in expanded 
slots (shown in white in Figure 3.2) replace the original single baseline slot.

The orbital plane locations with respect to the Earth are defined by the right 
ascension of the ascending node (RAAN), while the location of the satellite within 
the orbital plane is defined by the argument of latitude. The RAAN is the point of 
intersection of each satellite orbit when the satellite is traveling northward with the 
equatorial plane in inertial space. 

The orbital slot assignments of the baseline and expandable 24-slot GPS con-
stellations are contained in [3] and are provided in Tables 3.1 and 3.2. Tables 3.1 
and 3.3 define the nominal, properly geometrically spaced, baseline 24-slot constel-
lation for GPS. Slots for the expandable constellation are noted with an asterisk 
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in the table, and at the bottom, the parameters in the expanded configuration are 
shown.

Several different notations are used to refer to the satellites in their orbits. 
One nomenclature assigns a letter to each orbital plane (i.e., A, B, C, D, E, and F) 
with each satellite within a plane assigned a number from 1 to 4. Thus, a satellite 
referenced as B3 refers to satellite number 3 in orbital plane B. As shown in Table 
3.2, the B1, D2, and F2 slots are expandable. When the slots are expanded, an “F” 
or “A” is appended to the letter/number designator to denote whether the satel-
lite is in the fore or aft expanded slot (e.g., B1F is ahead of B1A when the B1 slot 
is expanded). A second notation used is a NAVSTAR satellite number assigned by 
the U.S. Air Force. This notation is in the form of space vehicle number (SVN) 60 
to refer to NAVSTAR satellite 60. The third notation represents the configuration 
of the PRN code generators onboard the satellite. These PRN code generators are 

Figure 3.2  GPS constellation planar projection.

Figure 3.1  Nominal GPS satellite constellation. (Source: Lockheed Martin Corp. Reprinted with 
permission.)
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Table 3.1  Baseline 24-Slot Constellation Slot Assignments as of the Defined Epoch [3]

Slot RAAN (deg)
Argument of  
Latitude (deg) Slot RAAN (deg)

Argument of  
Latitude (deg)

A1 272.847 268.126 D1 92.847 135.226

A2 272.847 161.786 D2* 92.847 265.446

A3 272.847 11.676 D3 92.847 35.136

A4 272.847 41.806 D4 92.847 167.356

B1* 332.847 80.956 E1 152.847 197.046

B2 332.847 173.336 E2 152.847 302.596

B3 332.847 309.976 E3 152.847 66.066

B4 332.847 204.376 E4 152.847 333.686

C1 32.847 111.876 F1 212.847 238.886

C2 32.847 11.796 F2* 212.847 345.226

C3 32.847 339.666 F3 212.847 105.206

C4 32.847 241.556 F4 212.847 135.346

Source: [3].

Table 3.2  Expandable 24-Slot Constellation Slot 
Assignments as of the Defined Epoch [3]

Expandable Slot
Expanded 
Slot RAAN

Argument 
of Latitude

B1 expands to: B1F 332.847 94.916

B1A 332.847 66.356

D2 expands to: D2F 92.847 282.676

D2A 92.847 257.976

F2 expands to: F2F 212.847 0.456

F2A 212.847 334.016

Source: [3]. RAAN = right ascension of the ascending node, argu-

ment of latitude = geodetic latitude at the given epoch, coordinate 

system reference = Fundamental Katalog (FK)5/J2000.00, and 

epoch: 0000Z, 1 July 1993; Greenwich Hour Angle: 18 hours 36 

minutes 14.4 seconds.

Table 3.3  Reference Orbit Parameters

Reference Orbit Parameter
Nominal 
Value

Operational 
Range

Required 
Tolerance

Semimajor axis (km) 26,559.7 Note 1 Note 2

Eccentricity 0.0 0.0 to 0.02 0.0 to 0.03

Inclination (°) 55.0 ±3 N/A

RAAN (°) Note 3 ±180 N/A

Argument of perigee (°) 0.0 ±180 N/A

Argument of latitude at epoch (°) Note 3 ±180 Note 1

Source: [3]. Note 1: The semi-major axis and orbital period will be adjusted to maintain the 

relative spacing of the satellite mean arguments of latitude to within 4° of the epoch values, 

with one year or more between orbit adjustments. Note 2: The nominal value shown provides 

stationary ground tracks. 
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configured uniquely on each satellite, thereby producing unique versions of its nav-
igation broadcast signals. Thus, a satellite can be identified by the PRN codes that 
it generates. Occasionally, the PRN assignment for a given SVN can change during 
the satellite’s mission duration. (GPS satellite signals are described in Section 3.7.)

3.2.2  Constellation Design Guidelines

This section provides a basic overview of the constraints and considerations lead-
ing to the selection of the nominal GPS constellation, known as the baseline 24-slot 
constellation. Section 3.2.2.1 details the main considerations leading to the original 
24-slot constellation, and then Section 3.2.2.2 presents the ability to add up to three 
satellites to the baseline constellation in the configuration known as the expandable 
24-slot constellation. 

As discussed in Section 2.3.2, several considerations are involved in the design 
of the GPS constellation. One primary optimization parameter is the geometric 
contribution to navigation accuracy; the constellation must be designed to ensure 
the satellite geometry is sufficiently diverse to provide good observability to users 
throughout the world. This geometry is measured by a parameter called dilution of 
precision (DOP) and is described in more detail in Section 11.2.1. Studies have been 
ongoing for decades concerning trade-offs on different possible satellite configura-
tions. Some studies have investigated the use of 30 satellites in 3 orbital planes as 
well as the utility of geostationary satellites. Most of this work is done with a nomi-
nal constellation assuming that all satellites are healthy and operational, but more 
sophisticated studies consider satellite failures. Single or multiple satellite failures 
provide a new dimension around which to optimize performance from a geometry 
consideration. Another overall design consideration is line-of-sight observability of 
the satellites by the ground stations to maintain the ephemeris of the satellites and 
the uploading of this data.

3.2.2.1  Baseline GPS Constellation 

This section presents the main trade-offs leading to the selection of the baseline 
24-slot GPS constellation. We refer to the seven constellation design considerations 
presented in Section 2.3.2.3 in this discussion of the trade-offs leading to the base-
line GPS constellation.

The need for global coverage and the need for good and changing geometric 
diversity worldwide eliminate the use of geostationary satellites for navigation, al-
though a constellation of geosynchronous satellites with enough inclination could 
theoretically be used to provide global coverage including the poles. One factor 
weighing against the use of an inclined GEO constellation to provide global cover-
age for navigation includes consideration regarding increased satellite power (and 
thus payload weight) required from GEO to provide the necessary power flux den-
sity at the surface of the Earth relative to satellites at lower altitudes. Another fac-
tor weighing against the use of inclined GEOs for satellite navigation is the regula-
tory coordination issue associated with GEO orbits. Thus, the constraint of global 
coverage, geometric diversity, and practical considerations drove the GPS satellite 
navigation constellation to inclined LEO or MEO orbits.
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Constraint for minimum sixfold coverage, plus the need to minimize the size 
of the constellation for cost reasons, drove the desired GPS constellation to higher 
altitude. With satellite costs in excess of $100 million [4], even for small satellites 
like GPS, the differences in constellation size drive the desired altitude to MEO. 
To the first approximation, an order of magnitude more satellites would be re-
quired to provide the necessary sixfold coverage from LEO versus MEO, which, 
when launch costs are factored in, drives the overall cost differential between LEO 
and MEO to be billions of dollars. Moreover, constellations of LEO satellites tend 
to have worse geometric properties from a dilution of precision perspective than 
MEOs. With LEO and GEO altitudes shown to be undesirable, MEO altitudes 
were determined to be preferable for GPS. Ultimately, inclined orbits were selected 
for GPS with approximately 12-hour periods. This was seen as the best compro-
mise between coverage, DOP characteristics, and cost. The exact nominal orbital 
altitude selected was 20,182 km (orbital radius of 26,560 km), which results in an 
orbital period of one half the sidereal day. Some desirable characteristics of this 
orbital altitude include daily repeating ground tracks, a relatively high altitude, 
which, in turn, produces good DOP properties, and a relatively low number of 
satellites required to provide the redundancy of coverage required for navigation. 
It is true that stationkeeping is more frequent at the GPS 12-hour orbital altitude 
than other potential altitudes in the 20,000–25,000-km range due to the resonance 
issue discussed is Section 2.3.2.1, and so other satellite navigation architectures, 
such as that for Galileo, address consideration for constellation design and make 
slight modifications to the exact orbital altitude of the MEO constellation. (Galileo 
is discussed in Chapter 5.)

The robustness considerations drove the desire for multiple satellites per or-
bital plane versus a more generalized Walker-type constellation that could provide 
the same level of coverage with fewer satellites but in separate orbital planes (see 
the discussion at the end of Section 2.3.2.2). Ultimately, a 6-plane configuration 
was selected with 4 satellites per plane for GPS. The orbital planes are inclined by 
55°, in accordance with Walker’s results. The planes are equally spaced by 60° in 
right ascension of the ascending node around the Equator. Satellites are not equally 
spaced within the planes, and there are phase offsets between planes to achieve 
improved DOP characteristics of the constellation when probable failures are con-
sidered. Some design choices were also influenced by historical constraints that are 
no longer relevant. For instance, the space shuttle was originally planned to be used 
to deploy the GPS constellation until the Challenger disaster in 1986. Hence, the 
GPS constellation can be considered a tailored Walker constellation.

3.2.2.2  Expandable GPS Constellation

Even though the GPS baseline constellation consists of 24 orbital slots, the U.S. Air 
Force maintains more than 24 satellites on orbit today. This was formalized in 2011 
by the definition of the expandable 24-slot constellation shown in Tables 3.1 and 
3.2 [1, 3]. The additional 3 slots were added to three alternating orbital planes (B, 
D, and F). One of the four baseline slots in those three planes is expandable to two 
slots, one fore and one aft of the baseline slot. The idea is that the U.S. Air Force 
could add one, two, or three satellites to the baseline constellation simply by relo-
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cating a baseline satellite within that plane to a nearby slot and adding a satellite in 
that plane. The expansion slots are depicted graphically in Figure 3.2.

Today, the U.S. Air Force flies even more than the 27 satellites in the expand-
able constellation configuration. At the time of this writing, there are 31 GPS satel-
lites operational on-orbit. The greater number of satellites on orbit provides greater 
accuracy and robustness of the constellation. This has been enabled by two facts. 
The GPS satellites have lived much longer than their design life, and the U.S. gov-
ernment has worked hard to maintain its stringent commitments to the world re-
garding the size of the GPS constellation. In particular, the U.S. government is com-
mitted to maintaining 24 satellites with 95% confidence, and 21 specific orbital 
slots with 98% confidence, and both commitments are formally documented in 
the Standard Positioning Service Performance Standard and the Precise Positioning 
Service Performance Standard [3, 5]. In order to keep these commitments to the 
world, the U.S. government maintains a high assurance approach when scheduling 
satellite acquisitions and launches.

3.2.3  Space Segment Phased Development

The development of the control and space segments has been phased in over many 
years, starting in the mid-1970s, and is continuing. This development started with 
a concept validation phase and has progressed to several production phases. The 
satellites associated with each phase of development are called a block of satellites. 
Characteristics of each phase and block are presented in the following sections.

3.2.3.1  Satellite Block Development

Seven satellite blocks have been developed to date. The initial concept validation 
satellites were called Block I. The last remaining prototype Block I satellite was dis-
posed of in the fall of 1995. Block II satellites were the initial production satellites 
while Block IIA refers to upgraded production satellites. With the exception of one 
Block I launch failure, all Block I, II, and IIA satellites were launched and decom-
missioned. Block IIR satellites, denoted as the replenishment satellites, have been 
deployed. Modernized Block IIR versions denoted as Block IIR-M have also been 
launched. Block IIF satellites, referred to as the follow-on or sustainment satellites 
are also on orbit. At the time of this writing, the first GPS III satellite is planned 
for launch in the 2018 timeframe [6]. Since satellites are launched only as replace-
ments for satellite failures, their scheduling is difficult to predict, especially when 
most satellites have far out lived their design lifetime. Also at the time of this writ-
ing, the constellation consisted of 31 operational satellites [7]. Table 3.4 describes 
the configuration of the current satellite constellation. Thus, the current optimized 
constellation has up to 7 orbital slots unevenly spaced around each plane with some 
satellites in relatively close proximity to provide redundant coverage for near-term 
predicted failures (i.e., expanded residual/test, or auxiliary orbital slots) [8]: 

The term “residual/test” status is defined as a satellite that is partially functional 
but the signals are not part of the PNT solution. A satellite in an auxiliary slot 
broadcasts GPS signals but not in one of the 24 primary slots. Most of the auxiliary 
satellites are available for users full-time but are “paired” with other satellites with 
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known failed components to minimize the user impact if one satellite in the pair 
fails unexpectedly. A satellite is maintained as an on-orbit auxiliary only if it can 
still provide users the expected level of performance, does not degrade the overall 
constellation, and is not in danger of failing in such a manner as to prevent proper 
disposal.

Since the state of the constellation varies, the Internet is the best source for cur-
rent status information. One such Web site is operated and maintained by the U.S. 
Coast Guard Navigation Center [7].

Table 3.4  Satellite Constellation Configuration as of August 2016

SVN PRN Launch Date Usable Date
Orbital 
Slot

Type: Block IIR

43 13 July 23, 1997 January 31, 1998 F2F

46 11 October 7, 1999 January 3, 2000 D2F

51 20 May 11, 2000 June 1, 2000 E7

44 28 July 16, 2000 August 17, 2000 B3

41 14 November 10, 2000 December 10, 2000 F1

54 18 January 30, 2001 February 15, 2001 E4

56 16 January 29, 2003 February 18, 2003 B1A

45 21 March 31, 2003 April 12, 2003 D3

47 22 December 21, 2003 January 12, 2004 E6

59 19 March 20, 2004 April 5, 2004 C5

60 23 June 23, 2004 July 9, 2004 F4

61 02 November 6, 2004 November 22, 2004 D1

Type: Block IIR-M

53 17 September 26, 2005 December 16, 2005 C4

52 31 September 25, 2006 October 12, 2006 A2

58 12 November 17, 2006 December 13, 2006 B4

55 15 October 17, 2007 October 31, 2007 F2A

57 29 December 20, 2007 January 2, 2008 C1

48 07 March 15, 2008 March 24, 2008 A4

50 05 August 17, 2009 August 27, 2009 E3

Type: Block IIF

62 25 May 28, 2010 August 27, 2010 B2

63 01 July 16, 2011 October 14, 2011 D2A

65 24 October 4, 2012 November 14, 2012 A1

66 27 May 15, 2013 June 21, 2013 C2

64 30 February 21, 2014 May 30, 2014 A3

67 06 May 17, 2014 June 10, 2014 D4

68 09 August 2, 2014 September 17, 2014 F3

69 03 October 29, 2014 December 12, 2014 E1

71 26 March 25, 2015 April 20, 2015 B1F

72 08 July 15, 2015 August 12, 2015 C3

73 10 October 31, 2015 December 9, 2015 E2

70 32 February 5, 2016 March 9, 2016 F5

Source: [9].
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3.2.3.2  Navigation Payload Overview

The navigation payload is responsible for the generation and transmission of rang-
ing codes and navigation data on the L1, L2, and (starting with Block IIF) L5 carrier 
frequencies to the control and user segments. Control of the navigation payload 
is via reception of the data from the CS via the tracking, telemetry and control 
(TT&C) links. The navigation payload is only one part of the spacecraft with other 
systems being responsible for such functions as attitude control and solar panel 
pointing. Figure 3.3 is a generic block diagram of a navigation payload. Atomic 
frequency standards (AFSs) are used as the basis for generating the extremely stable 
ranging codes and carrier frequencies transmitted by the payload. Each satellite 
contains multiple AFSs to meet the mission reliability requirements, with only one 
AFS operating at any time. Since the AFSs operate at their natural frequencies, a 
frequency synthesizer, phase-locked to the AFS, generates the basic 10.23-MHz ref-
erence that serves as the timing reference within the payload for ranging signal and 
transmit-frequency generation. (Note that the actual generated reference frequency 
is adjusted to compensate for relativistic effects. This is discussed in Section 10.2.3.) 
The navigation data unit (NDU) in the Block IIF, known as the mission data unit 
(MDU) in the Block IIR, IIR-M and GPS III designs, contains the ranging code gen-
erators that generate the signals listed in Table 3.5. (Details of each ranging code 
and navigation message are provided in Section 3.7.) The NDU/MDU also contains 
a processor that stores the uploads received from the CS containing multiple days 
of navigation message data, and assures that the current issue of navigation mes-
sage data is provided. The combined baseband ranging codes are then sent to the L-
band subsystem where they are modulated onto the L-band carrier frequencies and 
amplified for transmission to the user. The L-band subsystem contains numerous 
components including the L1, L2, and L5 (Block IIF and GPS III only) transmitters 

Figure 3.3  Satellite navigation payload.
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and associated antennas. The NDU/MDU processor also interfaces to the crosslink 
receiver/transmitter for intersatellite communication as well as ranging on Block 
IIR, IIR-M, and IIF SVs. This crosslink receiver/transmitter uses a separate antenna 
and feed system. (It should be noted that the intersatellite ranging is functional on 
these SVs (this capability is denoted as AutoNav); however, the U.S. government 
has chosen not to add this capability to the CS.) As stated above, the primary and 
secondary SV payloads are navigation and NUDET, respectively. Occasionally, two 
of the Block IIA satellites had carried additional payloads such as laser reflectors 
for satellite laser ranging (i.e., validation of predicted ephemeris), and free electron 
measurement experiments. The U.S. Air Force is planning to add both laser reflec-
tors and a Distress Alerting Satellite System (DASS) payload to GPS III SVs 11+ [10]. 

3.2.3.3  Block I Initial Concept Validation Satellites

Block I satellites were developmental prototypes to validate the initial GPS concept. 
These satellites demonstrated that navigation was possible from moving pseudor-
ange transmitters, atomic clocks could operate in space, momentum management 
could be done with magnets, thermal control could be accomplished by yaw steer-
ing with reaction wheels, and satellites can fly in the harsh radiation environment 
(i.e., Van Allen belts) of MEO. Ten were launched in all. The Block I satellites, built 
by Rockwell International, were launched between 1978 and 1985 from Vanden-
berg Air Force Base, California. The onboard storage capability supported about 
3.5 days of navigation messages. The navigation message data was transmitted for 
a 1-hour period and was valid for an additional 3 hours. All of the Block I satellites 
carried three rubidium atomic frequency standards (AFSs) and from the fourth SV 
each also carried one cesium AFS. These satellites were designed for a mean mission 
duration (MMD) of 4.5 years, a design life of 5 years and inventory expendable (e.g. 
fuel, battery life, and solar panel power capacity) of 7 years. AFS failures were com-
mon on the first satellites requiring that a second source vendor be developed. This 
also caused the mindset that two different AFS technologies needed to be flown to 
ensure mission success. Another discovery was that the onboard memory in which 
the navigation message data were stored was very susceptible to single event upsets 
caused by ionized radiation particle strikes. At that time, all operational crews were 
trained to recognize this condition and quickly correct it by uploading a new navi-
gation data to the satellite. Some Block I satellites operated for more than double 
their design life. A picture of a Block I satellite is presented in Figure 3.4.

Table 3.5  Satellite Block Ranging Signals and Associated Navigation Data Type
Satellite Type Ranging Signals Navigation Data Type

Block IIR L1: C/A, P(Y); L2: P(Y) Legacy

Block IIR-M L1: C/A, P(Y), M; L2: L2C, P(Y), 
M

Legacy: C/A, P(Y); MNAV: M; 
CNAV: L2C

Block IIF L1: C/A, P(Y), M; L2: L2C, P(Y), 
M; L5

Legacy: C/A, P(Y); MNAV: M; 
CNAV: L2C, L5

GPS III L1: C/A, P(Y), M, L1C; L2: L2C, 
P(Y), M; L5

Legacy: C/A, P(Y); MNAV: M; 
CNAV: L2C, L5; CNAV-2: L1C
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3.2.3.4  Block II-Initial Production Satellites

On-orbit operation of the Block I satellites provided valuable experience that led 
to several significant capability enhancements in subsystem design for the Block II 
operational satellites (see Figure 3.5). These improvements included radiation hard-
ening to prevent random memory upset from events such as cosmic rays to improve 
reliability and survivability. Besides these enhancements, several other refinements 
were incorporated to support the fully operational GPS system requirements. While 
most of the changes affected only the CS/space interface, some also affected the 
user signal interface. The significant changes are identified as the following. To 
provide security, selective availability (SA) and antispoofing (AS) capabilities were 
added. (SA was discontinued on May 1, 2000. The United States has no intention 
to use SA again [1].). System integrity was improved by the addition of automatic 

Figure 3.4  Block I satellite.

Figure 3.5  Block II satellite.
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error detection for certain error conditions. After detection of these error condi-
tions, there is a changeover to the transmission of a nonstandard PRN code to 
prevent the usage of a corrupted signal or data. Nine Block II satellites were built 
by Rockwell International, and the first was launched in February 1989 from Cape 
Canaveral Air Force Station, Florida. The onboard navigation message storage ca-
pacity was sized for a 14-day mission. Autonomous onboard momentum control 
was implemented in the satellite within the attitude and velocity control system, 
thus eliminating the need for ground contact to perform momentum dumping. Two 
cesium and two rubidium AFSs were onboard. These satellites were designed for a 
mean mission duration (MMD) of 6 years, a design life of 7.5 years, and inventory 
expendables (e.g., fuel, battery life, and solar panel power capacity) of 10 years. 
The last Block II satellite, SVN 15, was removed from service in August 2006 after 
15.84 years of operational service. The Block II average life was 11.92 years. 

3.2.3.5  Block IIA-Upgraded Production Satellites

The Block IIA satellites were very similar to the Block II satellites, but with a num-
ber of system enhancements to allow an extended operation period out to 180 
days (see Figure 3.6). The onboard navigation data storage capability was tested to 
assure retention for the 180-day period. For approximately the first day on-orbit, 
the navigation message data was broadcast for a 2-hour period and was valid over 
a 4-hour interval. For the remainder of the first 14 days, the navigation message 
was broadcast for a 4-hour period with a validity period of 6 hours (two additional 
hours). Following this initial 14-day period, the navigation message data broadcast 
periods had gradually extended from 6 hours to 144 hours. With this additional 
onboard storage retention capability, the satellites could function continuously for a 

Figure 3.6  Block IIA satellite.
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period of six months without ground contact. However, the accuracy of the Opera-
tional Control System (OCS) ephemeris and clock predictions and thus the accuracy 
of the navigation message data would have gracefully degraded over time such that 
the position error would have grown to 10,000-m spherical error probable (SEP) 
at 180 days. With no general onboard processing capability, no updates to stored 
reference ephemeris data were possible. So, as a result, full system accuracy was 
only available when the OCS was functioning properly and navigation messages 
were uploaded on a daily basis. Block IIA electronics were radiation hardened. 
Nineteen Block IIA satellites were built by Rockwell International with the first 
launched in November 1990 from Cape Canaveral Air Force Station, Florida, and 
the last launched in November 1997. The life expectancy of the Block IIA was the 
same as that of the Block II. The last operational Block IIA satellite, SVN 23, was 
decommissioned on January 25, 2016, after an operational life of over 25 years. 
The URE performance for the GPS II/IIA averaged approximately 1.1m or better 
for several years easily surpassing the requirement of 6m. The average life of the 
Block IIA satellites was 17.3 years. 

3.2.3.6  Block IIR—Replenishment Satellites

The GPS Block IIR (replenishment) and the GPS Block IIR-M (modernized replen-
ishment) satellites (Figure 3.7) currently perform as the backbone of the GPS con-
stellation. All 21 IIR SVs have been launched since 1997 (the first Block IIR satellite 
was lost in a booster failure early that year). Lockheed Martin built and is now sup-
porting the operation of these satellites.

The Block IIR began development following contract award in 1989 as a to-
tally compatible upgrade and replacement to the Block II and Block IIA SVs. All the 
basic GPS features are supported: L-band broadcast signal with C/A and P(Y) code 

Figure 3.7  Artist’s concept of the GPS Block IIR satellite. (Source: Lockheed Martin Corp. Reprinted 
with permission.)
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on L1, and P(Y) on L2, ultrahigh frequency (UHF) crosslink capability, attitude 
determination system to stabilize the SV bus platform, reaction control system to 
maintain the on-orbit location in the constellation, and sufficient electrical power 
capacity for the life of the vehicle.  

There are two versions of the Block IIR SV. The classic IIR and its AFSs, au-
tonomy, reprogrammability, and improved antenna panel will be described first. 
The features of the modernized IIR (the IIR-M) will be covered later in this section.

Classic IIR
The baseline (nonmodernized) GPS Block IIR is sometimes called the classic IIR. 

The Block IIR satellites are designed for a MMD of 6 years, a design life of 
7.5 years, and inventory expendables (e.g., fuel, battery life, and solar panel power 
capacity) of 10 years. As of early 2017, there were 12 IIR and 7 IIR-M SVs in the 
operational 31-SV constellation, with a twentieth SV in residual status. The oldest 
IIR SV (SVN 43) was over 19 years old at time of this writing, exceeding its design 
and expendables life requirements by several factors. This SV continues to perform 
among the best in the constellation in terms of availability, accuracy, and lifetime 
[11–13]. See Figure 3.8 for main IIR SV components.

Next-Generation Atomic Frequency Standards
All IIR SVs contain three next-generation rubidium AFSs (RAFS). The IIR design 
has a significantly enhanced physics package that improves stability and reliability 
[14].

Figure 3.8  Major Block IIR satellite subcomponents. (Source: Lockheed Martin Corp. Reprinted 
with permission.)
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The RAFS has a MMD of 7.5-year life. It is coupled with a redundant voltage 
controlled VCXO and software functionality into what is called the time-keeping 
system (TKS). The TKS loop provides a timing tuning capability to stabilize and 
control clock performance. To date, only two RAFS have experienced issues requir-
ing activation of a redundant RAFS, although these two units are still available for 
future use. Thus, 40 spare RAFS are available.

IIR Accuracy
An accurate onboard AFS provides the key to good GPS PVT accuracy [11]. The 
IIR specification requires that the total IIR user range error (URE) value should be 
less than 2.2m when operating with a RAFS (URE is the contribution of the pseudo-
range error from the CS and space segment). The URE performance for GPS IIR has 
averaged approximately 0.8m or better for several years [15]. Thus, the required 
specification is easily surpassed. 

There is also a significantly improved solar pressure model (by an order of 
magnitude compared to the original II/IIA model) used in the MCS when com-
puting the orbit of the IIR [16, 17]. This increases the accuracy of the ephemeris 
modeling on the ground. 

Enhanced Autonomy
The advanced capabilities of the Block IIR SV include a redundancy management 
system called REDMAN, which monitors bus subcomponent functionality and pro-
vides for warning and component switching to maintain SV health.

The Block IIR uses nickel hydrogen (NiH2) batteries, which require no recon-
ditioning and accompanying operator burden.

	 When in Earth eclipse, automatic pointing of the solar array panels is ac-
complished via an onboard orbit propagation algorithm to enable quiescent reac-
quisition of the Sun following eclipse exit. This provides a more stable and predic-
tive SV bus platform and orientation for the L-band signal.

Block IIR has an expanded nonstandard code (NSC) capability to protect the 
user from spurious signals. It is enabled automatically in response to the detec-
tion of the most harmful on-orbit RAFS and voltage-controlled crystal oscillator 
(VCXO) discontinuities.

Reprogrammability
There are several reprogrammable computers on board: the redundant SV bus 
spacecraft processor unit (SPU) and the redundant navigation system mission data 
unit (MDU). Reprogrammability allows the CS operator to upload flight soft-
ware changes to on-orbit SVs. This feature has been employed on-orbit in several 
instances. 

The SPU was provided with new rolling buffers to save high-speed telemetry 
data for SV functions even when not in contact with the CS. On-board software 
macros can also be triggered by specified telemetry behavior to handle additional 
autonomous reconfigurations beyond the original SV design.

The MDU was provided with diagnostic buffers to give detailed insight into 
the behavior of the TKS. It was also given a jumpstart capability allowing current 
TKS parameters to be saved to a special area of memory and reused following the 
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load of a new program. This feature reduces by about 4 hours, the time required 
to recover from a new program load. The MDU software was also upgraded to 
support IIR modernization, the addition of the selective availability/antispoofing 
module (SAASM) capability, the addition of on-orbit storage buffers, and numer-
ous other changes. 

Improved Antenna Panel
Lockheed Martin, under an internal research and development effort, developed 
new L-band and UHF antenna element designs [18]. Figure 3.9 presents the aver-
age directivity of the new antenna panel broadcast pattern for the L1 signal for all 
12 improved antenna panels (SV-specific directivity plots, as well as SV-specific 
directivity and phase data, are available online at http://www.lockheedmartin.com/
us/products/gps/gps-publications.html). The new L1 power received on the ground 
(Earth service; space service is the signal beyond the edge of Earth) is at least −154.5 
dBW (edge-of-Earth, as compared to the current typical IIR performance of −155.5 
dBW) and the new L2 power received on the ground is at least −159.5 dBW (edge-
of-Earth, as compared to the current typical IIR performance of −161.5 dBW). This 
provides greater signal power to the user. The last 4 of the 12 classic IIRs and all of 
the modernized IIRs have the improved antenna panel. 

Block IIR-M-Modernized Replenishment Satellites
Beginning in 2005, the GPS IIR-M initiated new services to military and civilian 
users [19, 20]. The IIR-M was the result of an effort to bring this modernized 

Figure 3.9  Average improved antenna pattern, L1 signal. (Source: Lockheed Martin Corp. Reprinted with 
permission.)
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functionality to IIR SVs that were built years earlier and placed into storage un-
til they were needed for launch. This modernization program was accomplished 
within existing solar array capability, available on-board processor margins, and 
available vehicle structural capabilities.

Eight Block IIR SVs were modernized. These SVs were launched between late 
2005 and late 2009. Following the launch, the first IIR-M SV began broadcasting 
the first modernized signals. The first test of the default Civil Navigation (CNAV) 
message on the new L2C signal was in September 2009 [21, 22]. As the CS has 
been gradually upgraded, additional testing of signals and data broadcast have 
been tested. Daily CNAV uploads began in late 2014.

Modernized Signals
The new additional L-band signals and increased L-band power significantly im-
proved navigation performance for users worldwide. Three new signals were pro-
vided: two new military codes (denoted as M-code) on L1 and on L2, and a new 
civilian code on L2. The new L2 civil signal denoted as L2C is an improved signal 
sequence over L1 C/A, enabling ionospheric error correction to be done by civilian 
users. The new signal structure is totally backward-compatible with existing L1 
C/A and P(Y) and L2 P(Y). M code provides the authorized user with more signal 
security. (Refer to Section 3.7.2.3 for further details.)

Modernized Hardware
The new navigation panel boxes consist of a redesigned L1 transmitter, a rede-
signed L2 transmitter, and the new waveform generator/modulator/intermediate 
power amplifier/dc-dc converter (WGMIC) (Figure 3.10). The WGMIC is a new 
box coupling the brand-new waveform generator with the functionality of the L1 
signal modulator/intermediate power amplifier (IPA), the L2 signal modulator/IPA, 
and the dc-to-dc converter. The waveform generator provides much of the new 
modernized signal structure and controls the power settings on the new transmit-
ters. To manage the thermal environment of these higher-power boxes, heat pipes 
were incorporated into the fabrication of the structural panel. Lockheed Martin has 
successfully used similar heat pipes on other satellites it has built for this thermal 
control.

The improved IIR antenna panel discussed earlier in this section was also in-
stalled on all 8 IIR-M SVs (refer to Table 3.6 for the various IIR SV and antenna 
panel versions). This provides greater signal power to the user. The antenna re-
design effort was begun prior to the modernization decision, but significantly en-
hances the new IIR-M features. L-band power was increased on both L1 and L2 
frequencies. Received L1 was increased at least double the power, and received L2 
was increased by at least quadruple power at lower elevation angles [18].

3.2.3.7  Block IIF-Follow-On Sustainment Satellites

In 1995, the Air Force GPS JPO released a request for proposal (RFP) for a set of 
satellites to sustain the GPS constellation, designated as Block II Follow-on, or IIF. 
The RFP also requested the offeror to include the modifications to the GPS control 
segment necessary to operate the IIF SV. While necessary for service sustainment, 
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the IIF SV procurement afforded the Air Force the opportunity to start adding 
new signals and additional flexibility to the system beyond the capabilities and 
improvements of the IIR SV. A new military acquisition code on L2 was required, 
as well as an option for a new civil L5 signal at a frequency within 102.3 MHz of 
the existing L2 frequency of 1227.6 MHz. The L5 frequency that was eventually 
settled upon was 1,176.45 MHz, placing it in a frequency band that is protected 
for Aeronautical Radionavigation Services. (L5 signal characteristics are described 
in Section 3.7.2.2.)

The RFP also allowed the offeror to provide additional best-value features 
that could be considered during the proposal evaluation. Boeing (then Rockwell) 
included several best value features in its proposal and was awarded the IIF con-
tract in April 1996. Several of these features were to improve service performance, 
including a URE 3m or less in AutoNav mode, an age of data for the URE of 
less than 3 hours using the UHF crosslink to update the navigation message, and 
design goals for AFS Allan variance performance better than specification. Other 
features supported the addition of auxiliary payloads on the IIF SV and reduction 
of operational complexity for the operators via greater use of the UHF crosslink 
communication system. 

The original planned launch date for the first IIF SV was April 2001. However, 
due to the longevity of the Block II and IIA SVs and projected service life of the IIR 
SVs, the need date for a IIF launch was extended sufficiently to allow the Air Force 
to direct modifications to the IIF SV that resulted in the present design. The first 

Table 3.6  IIR/IIR-M Antenna Versions
SV Type Antenna Panel Type

SVN 
(Launch 
Order)

Classic 
IIR SV

IIR-M 
SV

Legacy 
Antenna 
Panel

Improved 
Antenna 
Panel

43 X — X —

46 X — X —

51 X — X —

44 X — X —

41 X — X —

54 X — X —

56 X — X —

45 X — X —

47 X — — X

59 X — — X

60 X — — X

61 X — — X

53 — X — X

52 — X — X

58 — X — X

55 — X — X

57 — X — X

48 — X — X

49 — X — X

50 — X — X
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modification was enabled when the Delta II launch vehicle (LV) was deselected for 
IIF, leaving the larger Evolved Expendable Launch Vehicle (EELV) as the primary 
LV. The larger fairing of the EELV enabled the “Big Bird” modification to the 
IIF SV, which expanded the spacecraft volume, nadir surface area, power genera-
tion and thermal dissipation capability. Around the same time, extensive studies 
were performed by the GPS Modernization Signal Development Team (GMSDT) 
to evaluate new capabilities needed from GPS, primarily to add new military and 
civil ranging signals. The GMSDT was formed as a Government/FFRDC/Industry 
team to evaluate the deficiencies of the existing signal structure and recommend 
a new signal structure that would address the key areas of modulation and signal 
acquisition, security, data message structure, and system implementation. Today’s 
M-code signal structure is the result of those studies. The complete list of ranging 
signals provided by the IIF SV is shown in Table 3.7. (Details of all GPS signals are 
provided in Section 3.7.) It should be noted that the new ranging signals also carry 
improved versions of the SV clock offset and ephemeris data in their respective 
navigation messages to eliminate some of the resolution limitations the original 
navigation message had imposed as the URE has continued to improve. 

The original flexibility and expandability features of the IIF SV in both the 
spacecraft and navigation payload designs allowed the addition of these new sig-
nals without major revisions to the IIF design. An expanded view of the Block IIF 
SV is depicted in Figure 3.11. The figure shows all the components of the spacecraft 
subsystems such as: attitude determination and control subsystem which keeps the 
antennas pointing at the Earth and the solar panels at the Sun; the electrical power 
subsystem that generates, regulates, stores and shunts the dc power for the satellite; 
and the TT&C subsystem, which allows the MCS operators to communicate with 
and control the satellite on-orbit. To support the increase in dc power requirement 
due to the increased transmit power, the solar arrays were switched from silicon 
technology to higher efficiency triple-junction gallium arsenide. Additionally, the 
thermal design had to be revised to accommodate the additional transmitter ther-
mal loads. Other than some realignment to maintain weight and thermal balance, 
no other modifications were required for the spacecraft. 

The navigation payload on the Block IIF SV includes two rubidium AFSs and 
one cesium AFS per the contract requirement for dual technology. These AFSs pro-
vide the tight frequency stability necessary to generate high accuracy ranging sig-
nals. The Navigation Data Unit (NDU) generates all the baseband forms of the 
ranging signals. The original NDU design included a spare slot which allowed the 
addition of M-code and L5 codes within the same envelope. The original NDU 
computer was designed with 300% expansion memory margin and 300% compu-
tational reserve (throughput margin), so that there was sufficient reserve to sup-
port the generation of the new navigation messages for M-code and L5 plus other 
modernization requirements. The computer program is reprogrammable on-orbit 
and is loaded from onboard EEPROM memory when power is applied, avoiding 

Table 3.7  Block IIF Ranging Signal Set
Link (Frequency) L1 (1,575.42 MHz) L2 (1,227.6 MHz) L5 (1,176.45 MHz)

Open (civil) signals C/A-code CM-code, CL-code I5-code, Q5-code

Military (restricted) signals P(Y)-code, M-code P(Y)-code, M-code —
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the need for large blocks of contact time with the ground antennas. The L-band 
subsystem generates about 350W of RF power for transmitting the three sets of 
signals in Table 3.7. 

The Block IIF SV is designed for a 12-year design life with a MMD of 9.9 
years. The Block IIF SV transmits all the same signals as the IIR-M, plus L5. An 
on-orbit depiction of the Block IIF SV is shown in Figure 3.12. The nadir facing 
side contains a set of UHF and L-band antennas and other components that are 
very reminiscent of all the previous GPS satellites. 

The original IIF contract was for a basic buy of six SVs and two options of 15 
and 12 SVs in groups of three for a possible total of 33 SVs. The Air Force exer-
cised its option to buy an additional six SVs for a total of 12. The first Block IIF SV 
was launched in May 2010 and the twelfth was launched in February 2016. The 
URE performance for GPS IIF has ranged from 0.25m to 0.5m, once again easily 
surpassing the required performance of 3m. 

3.2.3.8  GPS III Satellites

The GPS III SV (Figure 3.13) has been designed and is now being built to bring 
new capabilities to both military and civil PVT users throughout the globe. GPS 

Figure 3.12  Block IIF satellite. (Source: The Boeing Company, Reprinted with permission.)

Figure 3.13  GPS III satellite. (Source: Lockheed Martin Corp. Reprinted with permission.)
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III is fully backward compatible with existing GPS capabilities, but with important 
improvements as well as an expansion capability for the future of GPS.

GPS III contract award was announced in May 2008. The SV Critical De-
sign Review (CDR) was successfully completed in August 2010 [23], marking the 
completion of the GPS III design phase. At the time of this writing, the production 
phase was well underway for several SVs, including integration and test (Figure 
3.14), and the first GPS III SV is available for launch. These SVs are being built 
by Lockheed Martin, its navigation payload subcontractor, Harris (formerly ITT), 
communications payload subcontractor, General Dynamics, and numerous other 
subcontractors. 

The new expandable GPS III design is based on the Lockheed Martin A2100 
bus design and its long heritage. Important elements have also been pulled from 
the successful GPS Block IIR and IIR-M SVs and their heritage of over 250 years of 
accumulated on-orbit performance. The GPS III SV design itself has the capacity to 
accommodate new advanced capabilities in the active production line, as soon as 
they are mature and determined ready to add to the SV allowing it to readily adapt 
to new or changing requirements as it serves the user in the future. This includes 
the addition of a new civil signal (L1C) designed to be interoperable with similar 
signals broadcast by other GNSS constellations. (L1C characteristics are described 
in Section 3.7.2.4.)

Performance Requirements
On orbit, the GPS III SV will provide longer SV life, improved accuracy, and im-
proved availability compared to all previous GPS generations. Table 3.8 provides 
a summary of the critical performance requirements for the program and parallel 
requirements for all earlier GPS versions, where available [24, 25]. Based on factory 
test results, GPS III will meet or exceed all of these critical requirements. 

The GPS III SV requirements include a 12-year MMD and a 15-year design life 
[24]. The GPS III L-band signals will consist of the heritage L1 C/A, L1 P(Y), and 
L2 P(Y); the modernized L1M, L2C, and L2M; and full support for the new L5 
and L1C civilian signals. The GPS III M-code received signal power at Earth will 

Figure 3.14  GPS III satellite in integration and testing.
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be boosted to at least –153 dBW at 5° elevation as compaired to –158 dBW for 
IIR and IIF. This will provide for significantly improved service for military users 
in stressed conditions.

Navigation accuracy is one of the primary concerns for users. The GPS Block 
II and IIA SVs were required to meet a daily requirement of 7.6-m URE. The IIR 
is required to meet 2.2m at 24 hours when operating with a rubidium RAFS. IIF 
is required to meet 3-m URE at 24 hours. GPS III will be required to meet a 1.0-m 
URE requirement at 24 hours, a twofold to threefold improvement over current 
operational satellites.

GPS III Design Overview
The basic GPS III SV design can be highlighted by examining its various elements 
and subsystems: the navigation payload element (NPE), the network communica-
tions element (NCE), the hosted payload element (HPE), the antenna subsystem ele-
ment, and the vehicle bus element with its subsystems. Figure 3.15 is an expanded 
view of the GPS III SV [24] showing its basic structure and notional component 
location. A brief description of each element and subsystem follows.

The NPE includes the payload computer [the mission data unit (MDU)], the 
L-band transmitters (L1, L2, L3, L5), the atomic frequency standards (AFSs), sig-
nal combiners, and signal filters. The MDU incorporates the waveform generator 
functionality first introduced in the modernized IIR-M SV [19, 20, 26]. The GPS 
III MDU has other significant advanced capabilities, including on-board ephem-
eris propagation, which uses a very small daily navigation upload to generate the 
broadcast navigation message for all legacy and modernized signals.

Each GPS III SV has three enhanced rubidium AFS units (“clocks”) which build 
upon the strong heritage from the GPS IIR/IIR-M SVs [14]. The GPS III SV also 
includes a fourth slot for an enhanced new or experimental frequency standard 

Table 3.8  Comparison of GPS Satellite Specifications
Specifications I II IIA IIR IIR-M IIF III

Accuracy (meters)
User Range 

Error at 1 day
— 7.6 7.6 2.2 2.2 3.0 1.0

SV Lifetime (years)

MMD Req. 4.5 6 6 6 6 9.9 12

Design Life 5 7.5 7.5 7.5 7.5 12 15

Expendables 7 10 10 10 10 — —

Signal Power 
(dBW)

L1C/A –160.0 –160.0 –158.5 –158.5 –158.5 –158.5 –158.5

L1P –163.0 –163.0 –161.5 –161.5 –161.5 –161.5 –161.5

L1M — — — — –158.0 –158.0 –158.0

L1C — — — — — — –157.0

L2C — — — — –160.0 –160.0 –158.5

L2P –166.0 –166.0 –164.5 –164.5 –161.5 –161.5 –161.5

L2M — — — — –161.5 –161.0 –158.0

L5 — — — — — –157.9 –157.0

SV Availability %
Avail. levied on full constellation at 98% 
with SV goal of 95%

98.08% 99.45%

The L1C value is the total received power from both data and pilot channels, whereas the L5 values represent only the in-phase 

signal component power levels. The L5 total power levels (sum of in-phase and quadrature components) is 3 dB greater
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Figure 3.15  GPS III expanded view.
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design, such as a hydrogen MASER. GPS III has a significant capability to operate 
and monitor a backup AFS, including the experimental AFS, for stability perfor-
mance measurement and characterization. Redundant time-keeping system loops 
allow independent operation of the accurate hardware/software control loops. This 
capability is not available on any of the previous generations of GPS satellites [27].

The NCE provides communications capability to the SV. It consists of the en-
hanced crosslink transponder subsystem (ECTS), the thin communications unit 
(TCU) to distribute commands and collect telemetry, and the S-band boxes.

The HPE hosts several government-furnished equipment (GFE) items provided 
to GPS III. The antenna subsystem consists of the Earth coverage L-band antenna 
panel (based on IIR-M technology [18, 28]), the S-band antennas, and the UHF 
antennas.

The vehicle bus element includes numerous subsystems: the attitude control 
subsystem (ACS), the electrical power subsystem (EPS), the thermal control sub-
system (TCS), the TT&C, the propulsion subsystem (PSS), and the mechanical 
subsystem (MSS). These subsystems will now be highlighted.

The ACS maintains the attitude knowledge and controls the pointing of the 
SV. This includes the nominal Earth pointing of the L-band antenna panel, and 
pointing the solar arrays at the Sun. It also controls thrust direction for propulsion 
subsystem maneuvers. The ACS consists of a set of sensors and actuators: Sun sen-
sors, Earth sensors, the inertial measurement unit (IMU), reaction wheels for fine 
attitude control, magnetic torque rods for momentum unloading, 0.2-lbf thrusters 
for periodic station-keeping, and 5.0-lbf thrusters for more coarse maneuvers. 

The EPS provides the stable electrical power for the entire SV, including during 
eclipse events. It consists of the solar arrays, nickel-hydrogen (NiH2) batteries, and 
the power regulation unit. The TCS maintains the proper temperature of the vari-
ous SV components within safe limits. It consists of insulation, reflectors, heaters, 
radiators, heat pipes, and thermistors. 

The TT&C subsystem consists of the bus computer [the on-board computer 
(OBC)], the uplink/downlink unit (UDU) for commanding and telemetry commu-
nication with the CS, remote interface units, deployment device control, and event 
detectors. 

The PSS provides the thrust capability to alter the position and attitude of 
the SV. It consists of the Liquid Apogee Engine for final orbit insertion following 
launch, the 5-lbf thrusters for large on-orbit maneuvers, and the 0.2-lbf thrusters 
for attitude and station-keeping maneuvers. 

The MSS consists of the basic SV structure, hinges, and the deployable elements.

GPS III Advanced Capabilities and Capability Insertion
GPS III will bring new capabilities to the user community beyond the current GPS 
generations, notably the new L1C signal. 

GPS III is the first version of GPS SVs capable of selecting pseudo-random 
number (PRN) settings in the range of 38 to 63. This allows for more than 32 ac-
tive SVs in the constellation, a limitation of the current GPS satellites. This capabil-
ity complies with the latest IS-GPS-200 specification [29] and results in improved 
accuracy and greater coverage for all users.
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GPS III can also host a fourth advanced technology clock. This could be used 
as a technology demonstrator or on-orbit performance validation for future clock 
designs which will likely be critical to future advances of the GPS constellation 
accuracy.

Central to the GPS III advanced design is ensuring that the navigation sig-
nals provided by the SV meet the defined criteria for safety-of-life applications 
for navigation users (i.e., signal integrity and continuity). This includes accuracy, 
availability, and protection from misleading signals. This capability is defined by 
the Positioning Signal Integrity and Continuity Assurance (PSICA) requirements. 
PSICA affects various SV subsystems such as design of the OBC and NPE [30].

GPS III is designed with capability insertion in mind. This is enabled by the 
modern, scalable bus design, active parts suppliers, engaged subcontractors, and 
an existing production line. Numerous important capabilities are already being 
pursued for near-term incorporation.

High on the list for capability insertion to GPS III is the Search and Rescue 
(SAR) payload, called the SAR/GPS, which relays distress signals from emergency 
beacons to search and rescue operations [31]. A Laser Reflector Array (LRA) ca-
pability will allow scientists to accurately measure the GPS III SV orbit, leading to 
more accurate modeling of the Earth’s gravitational field and the effects of special 
relativity [10]. 

Other planned enhancements are currently in development for implementa-
tion. A Digital Waveform Generator (DWG) will replace the analog boxes creating 
a fully digital navigation payload capable of generating new navigation signals on-
orbit. Lithium-ion (Li-ion) batteries will reduce SV weight and provide better EPS 
performance. Additionally, more M-code power will be added to provide higher 
power modernized signals to the military.

The New L1C Signal
GPS III will be the first GPS SV to broadcast the new L1C signal [32, 33] (Section 
3.7.2.4 contains technical details of the L1C signal). This will be the fourth civilian 
signal (in addition to L1 C/A, L2C, and L5) and implements the second-generation 
CNAV-2 modernized navigation message. This signal will be interoperable (i.e., 
spectrally compatible) with other SATNAV systems, such as Europe’s Galileo, Ja-
pan’s Quasi-Zenith Satellite System (QZSS), and China’s Beidou. (L1C interoper-
ability (i.e., spectral compatibility) with these systems is discussed in Section 3.7.2.) 

As with other modernized GPS signals, the new L1C signal structure provides 
for improved acquisition and tracking, faster data download and a more accurate 
ranging signal. It brings the modernized structure to the L1 frequency.

The L1C benefits include increased accuracy, acquisition, and tracking. Ad-
ditional data bits in the message provide for greater PNT accuracy in the CNAV-2 
message. Overall, navigation and timing users throughout the globe will benefit 
significantly from having GPS broadcast the L1C signal.

Pathfinder Satellite and Simulators
The GPS III Non-Flight Satellite Testbed (GNST) is the pathfinder unit for the 
GPS III program [34]. A full-sized version of the GPS III SV, populated with fully 
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functional non-flight boxes and loaded with the operational flight software, the 
GNST serves as a risk reduction platform for GPS III. It has provided for physi-
cal fit-checks at the factory and at the launch site, as well as electrical and flight 
software functional verification. It was an important platform for development 
and validation of factory build-and-test procedures. This has significantly reduced 
the risk for SV assembly, test, prelaunch operations, and capability insertion. It 
will now serve as a long-term test article for the entire life of the GPS III program, 
providing SV-level validation, early verification of ground, support, and test equip-
ment, and early confirmation and rehearsal of transportation operations.

A number of high-fidelity and low-fidelity GPS III simulators have been devel-
oped and delivered. This includes the GPS III Spacecraft Simulator (G3SS) located 
at Cape Canaveral, a bus real-time simulator, the Integrated Software Interface 
Test Environment (InSite), and the Space Vehicle Subsystem Models and Simula-
tion (SVSMS). These simulators, in both hardware and software implementations, 
provide support for ground and vehicle system checkout, launch readiness, and SV 
on-orbit maintenance. 

Current Status
The first GPS III Space Vehicle has completed design qualification, environmental 
testing, and is now available for launch to begin a new era in GPS performance 
and capability. It will have advanced and expandable capabilities and will provide 
increased performance to the GPS user. GPS III will provide PVT services and ad-
vanced antijam capabilities yielding superior system security, accuracy, and reli-
ability worldwide.

GPS III will sustain the GPS constellation, replacing older SVs that are well past 
their expected lives. All users, civilian and military, will benefit from the improved 
performance and advanced capabilities of GPS III for the several decades to come. 
The GPS III capabilities with the new L1C signal, higher signal power, greater ac-
curacy, longer SV lifetime, and higher signal availability will maintain GPS as the 
gold standard for worldwide satellite navigation systems [35].

3.3  Control Segment Description

The GPS control segment (CS) provides capabilities for monitoring, commanding, 
and controlling the GPS satellite constellation. Functionally, the CS monitors the 
downlink L-band navigation signals, generates and updates the navigation mes-
sages, and is used to resolve satellite anomalies. Additionally, the CS monitors each 
satellite’s state of health, manages tasks associated with satellite station-keeping 
maneuvers and battery recharging, and commands the satellite bus and payloads, as 
required [36]. After a quick overview, this section will present a detailed discussion 
of the CS’s current configuration and its primary functions, including data process-
ing of the navigation mission of GPS. This will be followed by a short summary of 
recent GPS CS changes, and then a discussion of near-term planned upgrades. The 
satellite commanding and maintenance activities will not be discussed.

The GPS CS, the operational control system (OCS), consists of three subsystems: 
the MCS, L-band monitor stations (MSs), and S-band ground antennas (GAs). The 
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operation of the OCS is performed at the MCS, under the operation of the U.S. Air 
Force Space Command, Second Space Operations Squadron (2 SOPS), located at 
Schriever Air Force Base (AFB) in Colorado Springs, Colorado. The MCS provides 
for continuous GPS services, 24 hours per day, 7 days a week, and serves as the 
mission control center for GPS operations. The Alternate MCS (AMCS), located at 
Vandenberg AFB, California, provides redundancy for the MCS. The major subsys-
tems of the OCS and their functional allocation are shown in Figure 3.16.

The 2 SOPS supports all crew-action-required operations of the GPS constel-
lation, including daily uploading of navigation information to the satellites and 
monitoring, diagnosis, reconfiguration, and station-keeping of all satellites in the 
GPS constellation. Spacecraft prelaunch, launch, and insertion operations are per-
formed by a different control segment element, the launch, anomaly, and disposal 
operations (LADO) system with support from the reserve squadron, Nineteenth 
Space Operations Squadron (19 SOPS), also located at Schriever AFB. If a given SV 
is determined to be incapable of normal operations, the satellite commanding can 
be transferred to LADO for anomaly resolution or test monitoring.

3.3.1  OSC Current Configuration

At the time of this writing, the OCS configuration consists of dual MCSs, six OCS 
MSs, 10 National Geospatial-Intelligence Agency (NGA) MSs, and four GAs (see 
Figure 3.17 [37, 38]). The MCS data processing software, hosted on what is called 
the Architecture Evolution Plan (AEP) client-server platform running a POSIX-
compliant operating system [39], commands and controls the OCS with multiple 
high-definition graphical and textual displays. The transition to the AEP version 

Figure 3.16  OCS overview.
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of the OCS, and its foundation in the Legacy Accuracy Improvement Initiative 
(L-AII) upgrade as well as the full Accuracy Improvement Initiative (AII), will be 
highlighted in Section 3.3.2. 

The OCS MSs and GAs are operated remotely from the active MCS (mainte-
nance personnel are available at each site). The OSC MSs’ and GAs’ data process-
ing software, hosted on a mixed set of computing platforms, communicates with 
the MCS using transmission control protocol/Internet protocol (TCP/IP) commu-
nication protocols. The MCS also has numerous internal and external communica-
tion links, also using TCP/IP. 

3.3.1.1  MCS Description

The MCS provides the central command and control of the GPS constellation. Spe-
cific functions include:

•• Monitoring and maintaining satellite state of health;

•• Monitoring the satellite orbits;

•• Estimating and predicting satellite clock and ephemeris parameters;

•• Estimating the MS clock states;

•• Generating GPS navigation messages;

•• Maintaining the GPS timing service and its synchronization to UTC (USNO);

•• Monitoring the navigation service integrity;

•• End-to-end verifying and logging the navigation data delivered to the GPS 
user;

Figure 3.17  Geographic distribution of OCS facilities [37].
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•• Commanding satellite maneuvers to maintain the GPS orbit and reposition-
ing due to vehicle failures. 

All ground facilities necessary to support the GPS constellation are contained 
within the OCS, as shown in Figure 3.16. The OCS shares other ground antennas, 
the automated remote tracking stations (ARTS), from the Air Force Satellite Con-
trol Network (AFSCN) and additional MSs with NGA, in AEP. The MCS consists 
of data processing, control, display, and communications equipment to support 
these functions. 

The primary task of the MCS is to generate and distribute the navigation data 
messages (sometimes referred to as the NAV Data messages). [Details of the NAV 
Data messages are contained in Sections 3.7.1.3 (Legacy NAV) and 3.7.3 (CNAV).] 
The MCS uses a sequence of steps, including collecting and processing the MS mea-
surements, generating satellite ephemeris and clock estimates and predictions, and 
constructing and distributing the NAV Data messages. The MSs provide the raw 
pseudorange, carrier phase, and meteorological measurements that are smoothed 
by the MCS. A Kalman filter generates the precise satellite ephemeris and clock 
estimates, using these smoothed measurements. It is an epoch-state filter with the 
epoch of the state estimates at a different time than that of the measurements. The 
MCS filter is a linearized Kalman filter, with the ephemeris estimates linearized 
around a nominal reference trajectory. The reference trajectory is computed us-
ing accurate models to describe each satellite’s motion. These ephemeris estimates, 
together with the reference trajectory, construct the precise ephemeris predictions 
that form the basis of the NAV Data message ephemeris parameters. Specifically, a 
least-squares-fit routine converts the predicted positions into the navigation orbital 
elements, in accordance with IS-GPS-200 [29]. The resulting orbital elements are 
uploaded into the satellite’s navigation payload memory and transmitted to the 
GPS user.

Fundamentally, GPS navigation accuracy is derived from a coherent time scale, 
known as GPS system time, with one of the critical components being the satellite’s 
AFS, which provides the stable reference for the satellite clock. As discussed earlier, 
each satellite carries multiple AFSs. The MCS commands the satellite AFSs, moni-
tors their performance, and maintains estimates of satellite clock bias, drift, and 
drift rate (for rubidium only) to support the generation of clock corrections for the 
NAV Data messages. GPS system time is defined relative to an ensemble of selected 
active SV and MS AFSs [54]. The ensemble or composite AFS improves GPS time 
stability and minimizes its vunerability to any single AFS failure in defining such a 
coherent time scale. 

Another important task of the MCS is to monitor the integrity of the navigation 
service. This is part of the L-band monitor processing (LBMON) [40]. Throughout 
the entire data flow from MCS to satellite and back, the MCS ensures the NAV 
Data message parameters are uploaded and transmitted correctly. The MCS main-
tains a complete memory image of the NAV Data message and compares downlink 
messages (received from its MSs) against the expected messages. Significant dif-
ferences between the downlink versus expected navigation message result in an 
alert and corrective action by 2 SOPS. Along with navigation bit errors, the MCS 
monitors the L-band ranging data for consistency across satellites and across MSs. 



3.3  Control Segment Description	 121

When an inconsistency is observed across satellites or MSs, the MCS generates an 
L-band alert within 60 seconds of detection [40].

The OCS depends on external data from USNO and NGA including coordina-
tion with the UTC (USNO) absolute time scale, precise MS coordinates, and Earth 
orientation parameters. 

Role of NGA in GPS
The following has been extracted from [41]: 

NGA and its predecessor organizations have operated Global Positioning System 
(GPS) Monitor Stations for more than 20 years. The NGA GPS Monitor Station 
Network (MSN) supports the DoD reference system WGS 84 and has expanded to 
include direct support to the Air Force (AF) Operational Control Segment. NGA 
stations are located around the world, strategically placed to complement the more 
equatorial Air Force Monitor Stations. These stations use geodetic quality GPS 
receivers and high performance cesium clocks. NGA monitors the behavior of its 
stations remotely to ensure their data integrity and high rate of availability. The 
NGA GPS stations are tightly configured and controlled to achieve the highest ac-
curacy possible.
  NGA plays a vital role in GPS integrity monitoring. Since September 2005, the 
AF GPS MCS Kalman filter has used data from NGA GPS Monitor Stations to 
determine the broadcast orbits of the GPS satellites. NGA data also gives the MCS 
visibility of the satellites from at least two stations at all times. Sending NGA data 
to the MCS in near real time has enhanced both the accuracy and integrity of GPS. 
The computation of the GPS Precise Ephemeris, which is considered DoD truth, 
is an integral part of supporting WGS 84. The ephemeris, computed using NGA, 
AF and a few International GNSS Service (IGS) stations, is provided to the AF and 
posted on NGA’s website for all GPS users.

3.3.1.2  Monitor Station Description

To perform the navigation tracking function, the OCS has a dedicated, globally 
distributed, L-band MS network. At the time of this writing, the OCS network 
consists of 16 MSs, with coverage, as shown in Figure 3.18 (coverage shown be-
tween plus and minus 55° latitude) [42]. The six OCS MSs are Ascension Island, 
Diego Garcia, Kwajalein, Hawaii, Colorado Springs, and Cape Canaveral. The 10 
NGA stations are Bahrain, Australia, Ecuador, the United States Naval Observa-
tory (USNO, Washington, D.C.), Uruguay, United Kingdom, South Africa, South 
Korea, New Zealand, and Alaska. The OCS MSs are located near the equator and 
the NGA MSs provide mid-latitude and high-latitude (both North and South) loca-
tions to maximize L-band coverage. 

Each OCS MS operates under the control of the MCS and consists of the equip-
ment and computer programs necessary to collect satellite-ranging data, satellite 
status data, and local meteorological data. This data is forwarded to the MCS for 
processing. Specifically, an OCS MS consists of a single dual-frequency receiver, 
dual cesium AFSs, meteorological sensors, and local workstations and communica-
tion equipment. Each receiver’s antenna element consists of a conical ground plane 
with annular chokes at the base to produce a 14-dB multipath-to-direct signal 
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rejection ratio for signal paths above 15° elevation. (An in-depth discussion on 
multipath is contained in Chapter 9.) The HP5071 cesium AFSs provide a 5-MHz 
reference to the receiver. Continuous-phase measurements between the AFSs are 
provided to the MCS for independent monitoring of the active atomic clock and 
for support of AFS switchovers. The MCS maintains a coherent MS time scale. At 
AFS switchovers, the MCS provides the phase and frequency difference estimates 
(between AFSs) to the MCS Kalman filter to minimize any time scale disruptions. 
Meteorological sensors provide surface pressure, temperature, and dew point mea-
surements to the MCS Kalman filter to model the troposphere delay. However, 
these meteorological sensors are in disrepair, and their measurements have been 
replaced by monthly tabular data [43]. The local workstations provide commands 
and data collection between the OCS MS and the MCS.

The OCS MSs use a 12-channel, survey-grade, all-in-view receiver. These re-
ceivers, developed by Allen Osbourne Associates (AOA) (now Harris), are based 
on proven Jet Propulsion Laboratory (JPL) Turbo Rogue technology. The AOA 
receiver is designed with complete independence between the L1 and L2 tracking 
loops, with each tracking loop commanded by the MCS under various track ac-
quisition strategies. With such a design, the overall receiver tracking performance 
can be maintained, even when tracking abnormal satellites (e.g., nonstandard code 
or satellite initialization, which require additional acquisition processing). These 
all-digital receivers have no detectable interchannel bias errors. (An earlier OCS 
receiver required external interchannel bias compensation due to its analog design 
with separate correlation and data processing cards. Interchannel bias is a time-
delay difference incurred when processing a common satellite signal through dif-
ferent hardware and data processing paths in a receiver.) 

The OCS MS receivers differ from normal receivers in several areas. First, these 
receivers require external commands for acquisition. Although most user equip-
ment is only designed to acquire and track GPS signals that are in compliance with 
applicable specifications, the OCS receiver needs to track signals even when they 
are not in compliance. The external commands allow the OCS receiver to acquire 
and track abnormal signals from unhealthy satellites. Second, all measurements are 
time tagged to the satellite X1 epoch (see Section 3.7.1.1 for further details on the 

Figure 3.18  OCS and NGA monitoring station coverage [42]. 
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X1 epoch), whereas a typical user receiver time tags range measurements relative 
to the receiver’s X1 epoch. Synchronizing measurements relative to the satellite’s 
X1 epochs facilitates the MCS’s processing of data from the entire distributed OCS 
L-band MS network. The OCS receivers provide the MCS with 1.5-second pseu-
dorange and accumulated delta range measurements [also known as P(Y)-code and 
carrier phase measurements, respectively]. Third, the MCS receives all of the raw 
demodulated navigation bits from each MS (without processing of the Hamming 
code used for error detection) so that problems in the NAV Data message can be 
observed. The returned NAV Data message is compared bit by bit against expected 
values to provide a complete system-level verification of the MCS-GA-satellite-MS 
data path (part of LBMON). Additionally, the OCS receivers provide the MCS with 
various internal signal indicators, such as time of lock of the tracking loops and 
internally measured signal-to-noise ratio (SNR). This additional data is used by the 
MCS to discard questionable measurements from the OCS Kalman filter. As noted 
earlier, the OCS maintains the MS time scale to accommodate station time changes, 
failures, and reinitialization of the station equipment. The Air Force MS coverage 
of the GPS satellites is shown in Figure 3.18, with the grayscale code denoting the 
number of MSs visible to a satellite [42]. Satellite coverage varies from one in the 
region west of South America to as many as five in the continental United States.

The NGA MSs use 12-channel GPS receivers, developed by ITT Industries (now 
Harris), that are similar to the OCS MS receivers. Indeed, the original NGA MS 
receiver contract was awarded to AOA in July 2002, but AOA was subsequently 
acquired by ITT in 2004. 

3.3.1.3  Ground Uplink Antenna Description

To perform the satellite commanding and data transmission function, the OCS in-
cludes a dedicated, globally distributed, GA network. Currently, the OCS network, 
collocated with the Air Force MSs, consists of Ascension Island, Diego Garcia, 
Kwajalein, and Cape Canaveral. The Cape Canaveral facility also serves as part 
of the prelaunch compatibility station supporting prelaunch satellite compatibility 
testing. Additionally, several ARTS GAs located around the world, from the AF-
SCN, serve as GPS GAs, when scheduled. These GAs provide the TT&C interface 
between the OCS and the space segment, and for uploading the navigation data. 

These GAs are full-duplex, S-band communication facilities that have dedicat-
ed command and control sessions with a single SV at a time. Under MCS control, 
multiple simultaneous satellite contacts can be performed. Each GA consists of the 
equipment and computer programs necessary to transmit commands, navigation 
data uploads, and payload control data received from the MCS to the satellites and 
to receive satellite telemetry data that is forwarded to the MCS. All OCS GAs are 
dual-threaded for system redundancy and integrity. The AFSCN ARTS GAs can 
also support S-band ranging. The S-band ranging provides the OCS with the capa-
bility to perform satellite early orbit and anomaly resolution support. The GA cov-
erage of the GPS satellites, between plus and minus 55° latitude, is shown in Figure 
3.19, with the grayscale code denoting the number of GAs visible to a satellite [42].
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3.3.1.4  MCS Data Processing

MCS Measurement Processing

To support the MCS estimation and prediction function, the OCS continuously 
tracks the L1 and L2 P(Y) codes. At track acquisition, the L1 C/A code is sampled 
during the handover to P(Y) code to ensure that it is being broadcast (however, the 
OCS does not continuously track the L1 C/A code). The raw 1.5-second L1 and 
L2 pseudorange and carrier phase (also known as accumulated delta range) mea-
surements are converted at the MCS into 15-minute smoothed measurements. The 
smoothing process uses the carrier phase measurements to smooth the pseudorange 
data to reduce the measurement noise. The process provides smoothed pseudorange 
and sampled carrier phase measurements for use by the MCS Kalman filter.

The smoothing process consists of data editing to remove outliers and cycle 
slips, converting raw dual-frequency measurements to ionosphere-free observables, 
and generating smoothed measurements once a sufficient number of validated 
measurements are available. Figure 3.20 shows a representative 15-minute data 
smoothing interval consisting of 600 pseudorange and carrier phase observations, 
with 595 observations used to form a smoothed pseudorange minus carrier phase 
offset and the 5 remaining observations used to form a carrier phase polynomial.

The MCS data editing limit checks the pseudoranges and performs third-dif-
ference tests on the raw L1 and L2 observables. The third-difference test compares 
consecutive sequences of L1 and L2 observables against thresholds. If the third-
difference test exceeds these thresholds, then those observables are discarded for 
subsequent use in that interval. Such data editing protects the MCS Kalman fil-
ter from questionable measurements. Ionosphere-corrected, L1 pseudorange and 
phase measurements, rc and fc, respectively, are computed using the standard iono-
sphere correction (see Section 10.2.4.1): 

Figure 3.19  Control segment ground antenna coverage [42].
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where α = (154/120)2, and ρi and φi for i = 1, 2 are the validated L1 and L2 pseudo-
range and phase measurements, respectively.

Ionosphere-corrected pseudorange and carrier phase measurements are related 
by a constant offset. By exploiting this fact, a smoothed pseudorange measurement, 

cρ , is formed from a carrier phase as follows: 

	 c c Bρ f= + 	 (3.2)

where B is an unknown constant computed by averaging the L1 ionosphere-cor-
rected pseudorange and carrier phase measurement, ρc and φc, differences 

	 ( )( ) ( )c j c jB z zρ f= −∑ 	 (3.3)

over all validated measurements in the smoothing interval. The MCS pioneered 
such carrier-aided smoothing of pseudoranges in the early 1980s [49].

The MCS Kalman filter performs measurement updates every 15 minutes 
based on its uniform GPS time scale (i.e., GPS system time). The smoothing process 
generates second-order pseudorange and carrier phase measurement polynomials 
in the neighborhood of these Kalman update times. A phase measurement polyno-
mial, consisting of bias, drift and drift rate, ˆ

cX , is formed using a least-squares fit of 
the last five phase measurements in the smoothing interval, c



 : 
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where

Figure 3.20  Representative MCS data-smoothing interval.
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where τ equals 1.5 seconds and {zi, for i = –2, –1, 0, 1, 2} denotes the time tags asso-
ciated with the last five phase measurements in the interval. The weighting matrix, 
W in (3.4), is diagonal with weights derived from the receiver’s reported SNR value. 
The pseudorange measurement polynomial, ˆ

pX , is formed using the constant offset 
in (3.3) as follows:

	 ˆ ˆ 0

0
p c

B 
 = +  
  

X X 	 (3.6)

These smoothed pseudorange and phase measurements, in (3.6) and (3.4), re-
spectively, are interpolated by the MCS Kalman filter to a common GPS time scale, 
using the satellite clock estimates.

MCS Ephemeris and Clock Processing 
The MCS ephemeris and clock processing software continuously estimates the sat-
ellite ephemeris, clock, and MS states, using a Kalman filter with 15-minute updates 
based on the smoothed measurements described above. The MCS ephemeris and 
clock estimates are used to predict the satellite’s position and clock at future times 
to support the generation of the NAV Data message.

The MCS ephemeris and clock processing is decomposed into two components: 
offline processing for generating reference trajectories and real-time processing for 
the inertial-to-geodetic coordinate transformations, the Sun/Moon ephemeris, and 
for maintaining the MCS Kalman filter estimates. The MCS offline processing 
depends on highly accurate models. The MCS reference trajectory force models 
[44, 45] include the 1996 Earth Gravitation Model (EGM 96) with gravitational 
harmonics truncated to degree 12 and order 12, the satellite-unique solar radia-
tion models, the solar and lunar gravitational effects (derived from the JPL Solar 
Ephemeris, DE200) and the IERS 2003 solar and lunar solid tidal effects, including 
vertical and horizontal components. The magnitude of these various forces and 
their corresponding effect on the GPS orbits has been analyzed and is summarized 
in Table 3.9 [46].

The differences on the left and right sides of Table 3.9 quantify the positional 
error due to that component on the ephemeris trajectory and orbit determination, 
respectively. Since the equations of motion describing GPS orbits are nonlinear, 
the MCS linearizes the ephemeris states about a nominal reference trajectory [47, 
49]. To support ephemeris predictions, these ephemeris estimates are maintained 
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relative to the reference trajectory’s epoch states and the trajectory partials (relative 
to the epoch) used to propagate to current or future times.

The MCS Kalman filter tracks the satellite ephemeris in Earth Center Iner-
tial (ECI) coordinates and transforms the satellite positions into Earth-centered, 
Earth-fixed (ECEF) coordinates using a series of rotation matrices. These ECI-to-
ECEF coordinate rotation matrices account for luni-solar and planetary precession, 
nutation, Earth rotation, polar motion and UT1-UTC effects [65]. (Polar motion 
and UT1-UTC Earth orientation predictions are provided daily to the OCS by the 
NGA.)

The MCS Kalman state estimate consists of three ECI positions and velocities, 
two solar pressures and up to three clock states for each satellite, and a tropo-
spheric wet height and two clock states for each MS. The two solar pressure states 
consist of a scaling parameter to the a priori solar pressure model and a Y-body 
axis acceleration. The Kalman filter clock states include a bias, drift and drift rate 
(for Rubidium only). To avoid numerical instability, the MCS Kalman filter is for-
mulated in U-D factored form, where the state covariance (e.g., P) is maintained as:

	 T= ⋅ ⋅P U D U 	 (3.7)

with U and D being upper triangular and diagonal matrices, respectively [48]. The 
U-D filter improves the numerical dynamic range of the MCS filter estimates whose 
time constants vary from several hours to several weeks. The MCS Kalman time 
update has the form:
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where ˆ ˆ( ), () and (), ()⋅ ⋅ ⋅ ⋅U D U D   denote the a priori and a posteriori covariance fac-
tors, respectively, Q(·) denotes the state process noise matrix, and B(·) denotes the 
matrix that maps the process noise to the appropriate state domain. The MCS 
process noises include the satellite and MS clocks, troposphere-wet height, solar 
pressure, and ephemeris velocity (with the latter being in radial, along-track, and 

Table 3.9  Acceleration Forces Perturbing the Satellite Orbit

Perturbing Acceleration

RMS Orbit Differences over 
Three Days (m) RMS Orbit Determination (m)

Radial
Along 
Track

Cross 
Track Total Radial

Along 
Track

Cross 
Track Total

Earth oblateness (C20) 1,341 36,788 18,120 41,030 1,147 1,421 6,841 7,054

Moon gravitation 231 3,540 1,079 3,708 87 126 480 504

Sun gravitation 83 1,755 431 1,809 30 13 6 33

C22 , S22 80 498 10 504 3 3 4 5

Cnm , Snm (n,m=3..8) 11 204 10 204 4 13 5 15

Cnm , Snm (n,m=4..8) 2 41 1 41 1 2 1 2

Cnm , Snm (n,m=5..8) 1 8 0 8 0 0 0 0

Solar radiation pressure 90 258 4 273 0 0 0 0.001
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cross-track coordinates [49]). Periodically, the 2 SOPS retunes the satellite and MS 
clock process noises, using on-orbit GPS Allan and Hadamard clock characteriza-
tion, as provided by the Naval Research Laboratory [50, 51]. The MCS Kalman 
filter performs scalar measurement updates, with a statistically consistent test to de-
tect outliers (based on the measurement residuals or innovation process [47]). The 
MCS measurement model includes a clock polynomial model (up to second-order), 
the Neill/Saastamoinen troposphere model [52, 53], the IERS 2003 station tide 
displacement model (both vertical and horizontal components), periodic relativity, 
and satellite phase center corrections. 

Since a pseudorange measurement is simply the signal transit time between the 
transmitting satellite and the receiving MS, the MCS Kalman filter can estimate 
both the ephemeris and clock errors. However, any error common to all the clocks 
remains unobservable. Essentially, given a system of n clocks, there are only equiva-
lently n − 1 separable clock observables, leaving one unobservable state. An early 
MCS Kalman filter design avoided this unobservablity by artificially forcing a sin-
gle MS clock as the master and referencing all MCS clock estimates to that station. 
Based on the theory of composite clocks, developed in [54], the MCS Kalman filter 
was upgraded to exploit this unobservability and established GPS system time as 
the ensemble of selected active AFSs. At each measurement update, the composite 
clock reduces the clock estimate uncertainties [49]. Also with the composite clock, 
GPS time is steered to the UTC(USNO) absolute time scale (accounting for current 
leap second differences) for consistency with other timing services. Common view 
of the satellites from multiple MSs is critical to the estimation process. This closure 
of the time-transfer function provides the global time scale synchronization neces-
sary to achieve submeter estimation performance. Given such advantages of the 
composite clock, the International GPS Service (IGS) transitioned its products to 
IGS system time along the lines of the composite clock [55].

The MCS Kalman filter has several unique features. First, the MCS Kalman 
filter is decomposed into smaller minifilters, known as partitions. The MCS parti-
tioned Kalman filter was required due to computational limitations in the 1980s, 
but now provides flexibility to remove lesser-performing satellites from the primary 
partition. In a single partition, the Kalman filter estimates up to 32 satellites and 
all MS states, with logic across partitions to coordinate the alignment of the redun-
dant ground estimates. Second, the MCS Kalman filter has constant state estimates, 
that is, filter states with zero covariance. (This feature is used in the cesium and 
rubidium AFS models, which are linear and quadratic polynomials, respectively.) 
Classically, Kalman theory requires the state covariance to be positive-definite. 
However, given the U-D time update in (3.8) and its associated Gram-Schmidt fac-
torization [48], the a posteriori covariance factors, (), ()⋅ ⋅U D  , are constructed to be 
positive semidefinite with selected states having zero covariance. Third, the MCS 
Kalman filter supports Kalman backups. The MCS Kalman backup consists of re-
trieving prior filter states and covariances (up to the past 54 hours) and reprocess-
ing the smoothed measurements under different filter configurations. This backup 
capability is critical to 2 SOPS for managing satellite, GA, or operator-induced 
abnormalities. The MCS Kalman filter has various controls available to 2 SOPS to 
manage special events including AFS runoffs, autonomous satellite jet firings, AFS 
reinitializations and switchovers of AFSs, reference trajectories, and Earth orienta-
tion parameter changes. The MCS Kalman filter has been continuously running 
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since the early 1980s with no filter restarts, including the transition from legacy to 
the AEP system in 2007.

MCS Upload Message Formulation
The MCS upload navigation messages are generated by a sequence of steps. First, 
the MCS generates predicted ECEF satellite antenna phase center positions, de-
noted as ( )sa k E

r t•   , using the most recent Kalman filter estimate at time, tk. Next, 
for the legacy GPS signals, the MCS performs a least-squares fit of these predicted 
positions using the NAV Data message ephemeris parameters. The least-squares fits 
are over either 4-hour or 6-hour time intervals, also known as a subframe. (Note 
that the subframe fitting intervals are longer for the extended operation uploads.) 
The 15 orbital elements [29] can be expressed in vector form as

	 ( ) 0 0 0, , , , , , , , , , , , , ,
T

oe uc us ic is rc rst a e M i i n C C C C C Cω ≡ Ω Ω ∆ X   	 (3.9)

with an associated ephemeris reference time, toe, and are generated using a nonlin-
ear weighted least-squares fit. 

For a given subframe, the orbital elements, X(toe), are chosen to minimize the 
performance objective:
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where geph( ) is a nonlinear function mapping the orbital elements, X(toe), to an 
ECEF satellite antenna phase center position and W(·) is a weighting matrix [29]. 

As defined in (3.10), all position vectors and associated weighting matrices are 
in ECEF coordinates. Since the MCS error budget is defined relative to the URE, 
the weighting matrix is resolved into radial, along-track and cross-track (RAC) co-
ordinates, with the radial given the largest weight. The weighting matrix of (3.10) 
has the form:

	 ( ) ( ) ( ) ( )T
E RAC RAC E RACt t t t← ←= ⋅ ⋅W M W M

   

	 (3.11)

where E RAC←M (·) is a coordinate transformation from RAC-to-ECEF coordinates 
and WRAC is a diagonal RAC weighting matrix. 

For the orbital elements in (3.9), the performance objective in (3.10) can be-
come ill-conditioned for small eccentricity, e. An alternative orbital set is intro-
duced to remove such ill-conditioning; specifically, three auxiliary elements defined 
as follows:

	 0cos , sin ,e e Mα ω β ω γ ω= = = + 	 (3.12)

Thus, the objective function in (3.10) is minimized relative to the alternative 
orbital elements, ( )•X  having the form:
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	 ( ) 0 0, , , , , , , , , , , , , ,
T

oe uc us ic is rc rst a i i n C C C C C Cα β γ ≡ Ω Ω ∆ X   	 (3.13)

The three orbital elements (e, M0, ω) are related to the auxiliary elements (α, β, 
γ) by the inverse mapping

	 ( )2 2 1
0, tan ,e Mα β ω β α γ ω−= + = = − 	 (3.14)

The advantage of minimizing (3.10) with respect to ( )•X  in (3.13) versus X(·) 
in (3.9) is that the auxiliary orbital elements are well defined for small eccentricity.

The minimization problem in (3.10) and (3.14) is simplified by linearizing  
geph( ) about a nominal orbital element set, denoted by ( )nom oetX  such that

( )
( , )

( , ( )) ( , ( ))
( ) ( ) ( )

eph
eph oe eph nom oe

nom oe oe nom oe

g t
g t t g t t

t t t
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λλ

∂
= +

= • −∂
X X

X X X


 

	 (3.15)

and then (3.10) becomes equivalently
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where

	 ( ) ( ) ( , ( ))sa k sa k eph nom oeE E
r t t r t t g t t   ∆ = −    X

  

  	 (3.17)
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	 ( ) ( ) ( )oe oe nom oet t t∆ = −X X X 	 (3.19)

Following classical least square techniques (see description in Appendix A) ap-
plied to the performance objective in (3.16) yields
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where the solution, ( )oet∆X , is referred to as the differential correction. Since geph( ) 
is nonlinear, the optimal orbital elements in (3.16) are obtained by successive itera-
tions: first, a nominal orbital vector, ( )nom oetX  followed by a series of the differential 
corrections, ( )oet∆X  using (3.20), until the differential correction converges to zero. 

Following a similar approach, the almanac navigation parameters are also  
generated [29]. These resulting orbital elements, ( )•X , are then scaled and truncated 
in compliance with the NAV Data message format. Note, these orbital elements, 

( )•X , are quasi-Keplerian and represent a local fit of the satellite ECEF trajectory 
and are not acceptable for overall orbit characterization.

Navigation Upload Curve Fit Errors
The generation of the navigation upload results in some errors from the least-squares 
fit and the LSB representation of the broadcast message. These error sources exist 
for both the legacy LNAV and the modernized CNAV navigation messages. Actual 
measured satellite clock offset and ephemeris fit errors per each SV for a single day, 
associated with the legacy NAV data message generation as described above, are 
shown in Figure 3.21 [56]. For 2-hour broadcast intervals, 4-hour utilization (fit) 
intervals, from August 17, 2016, eight performance metrics are depicted: 

•• For the orbit fit: 

•	 Average upper bound error (AVG UBE) per SV;

•	 Maximum UBE error (MAX UBE) per SV;

•	 Average error (AVG UBE) across all SVs;

•	 Maximum error (MAX UBE) across all SVs.

Figure 3.21  Legacy NAV message clock and orbit fit errors [56].
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•• For the satellite clock offset fit: 

•	 RMS (RMS CLK) per SV;

•	 Maximum (MAX CLK) per SV;

•	 RMS (RMS CLK) across all SVs;

•	 Maximum (MAX CLK) across all SVs.

In Figure 3.21, the orbit fit RMS AVG and the RMS maximum error were 
12.07 and 24.09 cm, respectively. For the SV clock offset fit, the RMS CLK and 
MAX CLK were 6.06 and 10.65 cm, respectively. Since this measured fit error data 
is for a single day, no daily/seasonal variations are included.

Regarding the modernized signals, an CNAV data message representation has 
been implemented with additional parameters and reduced quantization errors. 
Actual measured SV clock offset and ephemeris fit errors associated with the mod-
ernized NAV data message are shown in Figure 3.22 [56]. For 2-hour broadcast 
intervals, 3-hour utilization (fit) intervals, from June 7, 2016, the same eight per-
formance metrics as in Figure 3.21 are depicted. In Figure 3.22, the orbit fit RMS 
AVG and the RMS maximum error were 0.47 and 0.82 cm, respectively. For the 
SV clock offset fit, the RMS CLK and MAX CLK were 0.28 and 0.42 cm, respec-
tively. Similarly, with respect to the legacy NAV data, the modernized measured 
fit error data is for a single day; thus, no daily/seasonal variations are included. A 
comparison with the results of Figure 3.21 shows that the modernized fit errors are 
significantly reduced.

Figure 3.22  Modernized NAV message clock and orbit fit errors [56].
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MCS Upload Message Dissemination
Nominally, each satellite’s NAV Data message is uploaded at least once per day. The 
Legacy LNAV and CNAV Data messages (Sections 3.8.1 and 3.8.2) are generated 
in accordance with IS-GPS-200 [29]. Additionally, the MCS-GA-satellite uploads 
are checked after the navigation data is loaded into the satellite’s memory. Error-
checking processes exist along the entire path of navigation service for integrity. The 
satellite upload communication protocol maximizes the probability of successful 
transmission of data content to the satellite onboard memory.

The NAV Data is based on predictions of the MCS Kalman filter estimates, 
which degrade with the age of data. The 2 SOPS monitors the navigation accuracy 
and performs contingency uploads when the accuracy exceeds specific thresholds. 
Unfortunately, the dissemination of the NAV Data message is a trade-off of upload 
frequency to navigation accuracy. Various upload strategies have been evaluated to 
minimize upload frequency while maintaining an acceptable navigation service [15, 
72]. GPS navigation accuracy depends on many factors, including performance 
of the satellite AFSs, the number and placement of the MSs, measurement errors, 
ephemeris modeling, and filter tuning. A significant improvement in the zero-age-
of-data (ZAOD) accuracy results from the addition of the NGA MSs with L-AII 
and then AEP (as will be shown in the next section), along with more stable AFSs 
in the IIR and IIF satellites.

3.3.2  OCS Transition

The MCS operational software had been hosted on an IBM mainframe since the 
early 1980s. In September 2007, the MCS operation on the legacy mainframe was 
transferred to the AEP OCS, hosted on a distributed architecture of POSIX clients 
and servers [57–60]. The AEP update is an object-oriented software design using 
TCP/IP communication protocols across workstations connected by a 1-GB Ether-
net local area network (LAN). The AEP distributed architecture maintains the MCS 
operational data in an Oracle database (with a failover strategy).

Major upgrades formed the basis of this transition. The L-AII was added to the 
legacy MCS in 2005 [38]. The L-AII upgrade provided additional capabilities to 
the legacy system and then aided the transition to AEP which encompassed the full 
AII capability [61, 62]. With L-AII and then AEP, the number of MSs could be in-
creased to a total of 6 Air Force OCS MSs plus as many as 14 NGA MSs processed 
by the OCS. These additional NGA MSs provide the OCS with continuous L-band 
tracking coverage of the constellation. Prior to L-AII, there had been a satellite 
L-band coverage outage of up to 2 hours. This South Pacific gap no longer exists.

The L-AII upgrade modified the existing MCS mainframe implementation 
to support additional MSs and satellites in a partitioned Kalman filter. Since the 
1980s, the MCS has used a partitioned Kalman filter consisting of up to six satel-
lites and up to six MSs per partition. This partition filter design was due to com-
putational limitations and hindered MCS navigation accuracy. The L-AII upgrade 
enabled the MCS to support up to 20 MSs and up to 32 satellites in a partition. 
(Note that the L-AII MCS Kalman filter maintained the partitioning and back-
up capabilities to support satellite abnormalities.) NGA provided additional MSs 
for the MCS with 15-minute smoothed and 1.5-second raw pseudorange and 
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carrier phase measurements from Harris (formerly ITT) MS SAASM-based receiv-
ers. These smoothed and raw measurements are used in the MCS Kalman filter and 
LBMON [40] processing, respectively. With these improvements operational, the 
MCS Kalman filter zero-age-of-data URE reduced approximately by one-half [15, 
64] and the L-band monitor visibility coverage increased from 1.5 MSs/satellite 
to 3 to 4 MSs/satellite. The combined OCS and NGA MS network was shown in 
Figure 3.18.

The L-AII upgrade (and AEP) included several model improvements to the 
MCS processing. The legacy and AEP models are summarized in Table 3.10. Vari-
ous U.S. government agencies, research laboratories, and the international GPS 
community have developed improved GPS models over the past 30 years. These 
L-AII/AEP model updates of geopotential, station-tide displacement, and Earth ori-
entation parameter enable the MCS processing to be compliant with the conven-
tions of the IERS [65]. The JPL-developed solar pressure model improves the satel-
lite ephemeris dynamic modeling with the inclusion of Y-axis, β-dependent force, 
where β is the angle between the Sun-Earth line and the satellite orbital plane. The 
Neill/Saastamoinen model improves tropospheric modeling at low elevations [67]. 

Zero Age of Data
A primary method for analyzing the performance of the MCS modeling, estima-
tion, and upload generation is through the computation of the ZAOD [37, 70]. The 
ZAOD measurement represents the best estimate of the performance floor prior to 
the propagation to a future epoch (i.e., prediction for a navigation message). The 
ZAOD analysis compares the MCS Kalman filter states at a particular time to an 
independent truth standard. This metric is computed in terms of the URE. The 
ZAOD URE performance metric is valuable since it represents the base accuracy 
of the MCS Kalman filter. It is the highest-quality ephemeris and timing the GPS 
NAV Data message can provide to the GPS User. ZAOD URE aids in differentiating 
between problems with the MCS Kalman filter states and problems in the broadcast 
NAV Data message and how they will contribute to the GPS user’s overall error.

Table 3.10  Legacy and AEP Model Upgrades
Model Legacy MCS Capability [44, 49] AEP MCS Upgrade

Geopotential model WGS84 (8 × 8) gravitational 
harmonics

EGM 96 (12 × 12) gravitational 
harmonics [65]

Station tide 
displacement

Solid tide displacement account-
ing for lunar and solar vertical 
component only

IERS 2003, including vertical and 
horizontal components [65]

Earth orientation 
parameters

No zonal or diurnal/semidiurnal 
tidal compensation

Restoration of zonal tides and ap-
plication of diurnal/semidiurnal tidal 
corrections [65]

Solar radiation pres-
sure model

Rockwell Rock42 model for 
Block II/IIA and Lockheed Martin 
Lookup model for IIR [66]

JPL empirically derived solar pres-
sure model [67]

Troposphere model Hopfield/Black model [68, 69] Neill/Saastamoinen model [52, 53]
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Figure 3.23 shows the ZAOD URE improvement due to the installation of the 
L-AII software and hardware changes in 2005 [37, 71]. The total, ephemeris, and 
clock RMS URE values are shown along with a 7-day moving average of the total 
URE. Several L-AII milestones are labeled to provide an indication of where these 
milestones are located with respect to the data. Prior to L-AII, the average URE was 
around 0.45m. Following L-AII install, it improved to 0.25m.

Once the NAV Data message is generated, even prior to upload to the SV, the 
ZAOD state is left behind and the age of the data (and its NAV Data errors) grows. 
In general, GPS uploads occur on a daily basis. Several analyses and studies have 
shown that users benefit from reduced navigation errors with more frequent up-
loads, thus reducing the upload age of data and accompanying broadcast naviga-
tion message errors [72, 73].

Recent OCS Improvements
AEP provides an integrated suite of commercial off-the-shelf (COTS) products and 
improved graphical user interface displays. AEP was designed with hardware and 
software extensibility in mind. This enabled the addition of support for the IIF sat-
ellites and the modernized signals. In recent years, OCS extensibility has enabled 
the following additional upgrades:

•• The SAASM implementation provided the next generation of security to the 
GPS system.

•• The AEP MODNAV modification incorporated the capability for modern-
ized navigation signals as a series of government off-the-shelf (GOTS) prod-
uct implementations.

Figure 3.23  ZAOD improvement due to L-AII installation [37].
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•• The GPS Intrusion Protection Reinforcement (GIPR) modification provided 
a multitiered communications security capability for the protection of data 
and infrastructure and the enhancement of the sustainability of the system 
and to meet future GPS operational requirements [74].

•• The COTS UPgrade (CUP) modification accomplished the initial phase of 
an ongoing OCS sustainment to update or replace obsolete COTS computer 
hardware and software products.

•• AEP was modified to add the capability to ingest the Earth Orientation pre-
diction data consistent to IERS Technical Note No. 36 (TN36)  [75]. In the 
future, AEP will accommodate TN36 coordinate conversions for the purpose 
of building GPS III SV uploads. Full incorporation of TN36 conversion will 
be included in a future update of the MCS.

•• The CUP Phase 2 (CUP 2) full modification of software and hardware im-
proves the OCS’s information assurance posture and extensibility. It affects 
the server hardware, as well as the operating system, database, network 
management, and command and control software.

•• MODNAV Phase 2 removed the GOTS and integrated the capability into 
the OCS.

As AEP continues to evolve, the OCS will add additional features and 
functionality.

3.3.3  OCS Planned Upgrades

Over the next several years, the OCS will field several major upgrades: 

•• The CUP Phase 3 (CUP 3) modification will complete the modernization of 
AEP servers and will provide integration into the OCS to improve the OCS’s 
extensibility.

•• The GPS Ground Antenna/AFSCN Interface Technology Refresh (GAITR) 
modification will replace obsolete hardware for GA computing equipment.

•• The Monitor Station Technology Improvement and Capability (MSTIC) will 
provide a software-based receiver to replace the existing OCS MS receivers.

•• The Next Generation Operational Control Segment (OCX) will be a com-
plete update and replacement of the current OCS, providing command, con-
trol, and navigation data uploads to the GPS Block IIR/IIR-M and Block IIF 
satellites, as well as full functional support to the new GPS III satellites.

•• The initial phase of OCX will support GPS III launch, early on-orbit test, and 
anomaly resolution. This phase is called the Launch and Checkout Capabil-
ity/Launch and Checkout System (LCC/LCS).

•• The GPS III Contingency Operations (COps) update will provide telemetry, 
commanding, and navigation data upload capability to AEP to support the 
first several GPS III satellites [76].
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3.4  User Segment

While this chapter focuses on GPS, the trend in user receiving equipment is for a 
receiver to utilize signals from one or more: constellations, SBAS services and/or 
regional SATNAV systems [77]. Therefore, we now refer to the receiver as a GNSS 
receiver. Technology trends in component miniaturization and large-scale manu-
facturing have led to a proliferation of low-cost GNSS receiver components. GNSS 
receivers are embedded in many of the items we use in our daily lives. These items 
include cellular telephones, cameras, and automobiles. This is in contrast to the 
initial receiving sets manufactured in the mid-1970s as part of the system concept 
validation phase. These first receivers were primarily analog devices for military ap-
plications and were large, bulky, and heavy. Depending on the application, a GNSS 
receiver is realized in many forms including single chip devices, chipsets, OEM 
(original equipment manufacturer) boards and standalone units. As mentioned 
above, a GNSS receiver processes signals from multiple global constellations, SBASs 
and regional SATNAV systems. An example is the Hemisphere Vector VS330 GNSS 
COMPASS that provides precision heading information using GPS, GLONASS and 
SBAS signals. Another example is the Qualcomm single chip SiRF AtlasVI which 
utilizes signals from GPS, SBAS, GLONASS, Galileo, BeiDou, and QZSS. At the 
time of this writing, the majority of GNSS receivers were chipsets or single chip 
devices integrated into the billions of cellphones in use worldwide (3.08 billion in 
2014 [77]). Many of these single-chip GNSS receivers leverage low voltage bipolar 
complementary metal oxide semiconductor (BiCMOS) silicon germanium (SiGe) 
processes. The BiCMOS SiGe processes enable RF, analog and digital devices to be 
integrated on a single chip that incorporate onboard power management techniques 
to meet the need for small size and low battery drain of handheld devices [78]. 
Selection of a GNSS receiver depends on the user’s application (e.g., civilian versus 
military, platform dynamics, shock and vibration environment, required accuracy, 
use in assisted GPS application). Following an overview of a typical receiver’s com-
ponents, selection criteria are addressed. Chapter 8 provides an in-depth technical 
description of GNSS receiver architectures and signal processing. GNSS receiver 
architectures/integrations for cellular telephone and automotive applications are 
contained in Chapter 13. 

3.4.1  GNSS Receiver Characteristics

A block diagram of a GNSS receiver is shown in Figure 3.24. The GNSS receiver 
consists of five principal components: antenna, receiver front end, processor, input/
output (I/O) device such as a control display unit (CDU), and a power supply.

Antenna
Satellite signals are received via the antenna, which is right-hand circularly polar-
ized (RHCP) and provides near hemispherical coverage. As shown in Figure 3.25, 
typical coverage is 160° with gain variations from about 2.5 dBic at zenith to near 
unity at an elevation angle of 15°. (The RHCP antenna unity gain also can be ex-
pressed as 0 dBic = 0 dB with respect to an isotropic circularly polarized antenna.) 
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Below 15°, the gain is usually negative. Section 8.2 provides a detailed description 
of the various types of GNSS antennas and their respective applications.

Receiver
A detailed description of receiver signal acquisition and tracking operation is pro-
vided in Chapter 8; however, some high-level aspects are described herein to aid 

Figure 3.25  Example of RHCP hemispherical antenna pattern. 

Figure 3.24  Principal GNSS receiver components. 
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our discussion. As stated above, most GNSS receivers will process signals from one 
or more: GNSS constellations, SBAS services and regional SATNAV systems. It is 
envisioned that a number of receiver types will be available. Most likely, these will 
be dual or tri-band to achieve ionospheric compensation and increased interference 
immunity. For safety-of-life applications, Aeronautical Radionavigation Service 
(ARNS) band users will require dual band (L1/E1 and L5/E5) receivers and anten-
nas. High-accuracy applications using carrier phase measurements utilize signals 
from two or three frequency bands. Utilizing the carrier phase as a measurement 
observable enables centimeter-level (or even millimeter-level) measurement accu-
racy. (Carrier-phase measurements are described extensively in Section 12.3.1.2.) 

Most receivers have multiple channels whereby each channel tracks the trans-
mission from a single satellite on a single frequency. A simplified block diagram 
of a multichannel generic GNSS receiver is shown in Figure 3.26. The received RF 
CDMA satellite signals are usually filtered by a passive bandpass prefilter to reduce 
out-of-band RF interference. (Note that multiple prefilters may be required to re-
ceive signals from two or more frequency bands; that is one per frequency band.) 

The prefilter is normally followed by a preamplifier. The RF signals are then 
downconverted to an intermediate frequency (IF). The IF signals are sampled and 
digitized by an analog-to-digital (A/D) converter. The A/D sampling rate is typically 
2 to 20 times the PRN code chipping rate. The minimum sampling rate is twice the 
stopband bandwidth of the codes to satisfy the Nyquist criterion. Oversampling re-
duces the receiver sensitivity to A/D quantization noise, thereby reducing the num-
ber of bits required in the A/D converter. The samples are forwarded to the digital 

Figure 3.26  Generic GNSS receiver. 
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signal processor (DSP). The DSP contains N parallel channels to simultaneously 
track the carriers and codes from up to N satellites and corresponding frequencies. 
(N generally ranges from 12 to more than 100 in today’s receivers.) Some receivers 
have a configurable number of channels depending on the particular user applica-
tion [79]. Each channel contains code and carrier tracking loops to perform code 
and carrier-phase measurements as well as navigation message data demodulation. 
The channel may compute three different satellite-to-user measurement types: pseu-
doranges, carrier phase delta ranges (sometimes referred to as delta pseudorange), 
and integrated Doppler, depending on the implementation. The desired measure-
ments and demodulated navigation message data are forwarded to the processor.

Note that GNSS receivers designed for use in handheld devices need to be pow-
er efficient. These receivers trade off susceptibility to high-power, in-band interfer-
ers to achieve minimum power supply (e.g., battery) drain. High dynamic range 
receiver front ends are needed in interference-resistant receivers and the necessary 
components (e.g., amplifiers and mixers with high intermodulation product levels) 
require high bias voltage levels. Also, the number of RF front ends and digital chan-
nels also are part of the performance versus power efficiency trade.

Navigation/Receiver Processor
A processor is generally required to control and command the receiver through 
its operational sequence, starting with channel signal acquisition and followed by 
signal tracking and NAV data collection. (Some GNSS receivers have an integral 
processing capability within the channel circuitry to perform these signal processing 
functions.) In addition, the processor may also form the PVT solution from the re-
ceiver measurements. In some applications, a separate processor may be dedicated 
to the computation of both PVT and associated navigation functions. Most pro-
cessors provide an independent PVT solution on a 1-Hz basis. However, receivers 
designated for autoland aircraft precision approach and other high-dynamic ap-
plications normally require computation of independent PVT solutions at a mini-
mum of 5 Hz. The formulated PVT solution and other navigation-related data are 
forwarded to the I/O device.

Input/Output Device
The input/output (I/O) device is the interface between the GNSS set and the user. 
I/O devices are of two basic types: integral or external. For many applications, the 
I/O device is a CDU. The CDU permits operator data entry, displays status and 
navigation solution parameters, and usually accesses numerous navigation func-
tions such as waypoint entry and time-to-go. Most handheld units have an integral 
CDU. Other installations, such as those onboard an aircraft or ship, may have the 
I/O device integrated with existing instruments or control panels. In addition to 
the user and operator interface, applications such as integration with other sen-
sors (e.g., INS) require a digital data interface to input and output data. Common 
interfaces include Bluetooth, USB, UART, Ethernet, ARINC 429, MIL-STD-1553B, 
RS-232, and RS-422. 
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Power Supply
The power supply can be integral, external, or a combination of the two. Typically, 
alkaline or lithium batteries are used for integral or self-contained implementations, 
such as handheld portable units; whereas an existing power supply is normally 
used in integrated applications, such as a board-mounted receiver installed within 
a server to provide accurate time. Airborne, automotive, and shipboard GNSS set 
installations normally use platform power but typically have built-in power con-
verters (ac to dc or dc to dc) and regulators. There usually is an internal battery to 
maintain data stored in volatile random access memory (RAM) integrated circuits 
(ICs) and to operate a built-in timepiece (date/time clock) in the event platform 
power is disconnected.

3.4.1.1  GNSS Receiver Selection

At the time of this writing, there were over 45 GNSS receiver providers in the world 
[79]. While some like Qualcomm offer a few different chip set receivers for integra-
tion with other electronic functions, other companies like GARMIN and Trimble 
Navigation have many different end products ranging from handhelds to automo-
bile and aircraft navigators to complex survey receivers. GNSS receiver selection 
is dependent on user application. The intended application strongly influences re-
ceiver design, construction, and capability. For each application, numerous environ-
mental, operational, and performance parameters must be examined. A sampling of 
these parameters is provided here:

•• Shock and vibration requirements, temperature and humidity extremes, as 
well as atmospheric salt content.

•• The necessary independent PVT update rate must be determined. As an ex-
ample, this rate is different for aircraft precision approach than for marine 
oil tanker guidance.

•• Will the receiver be used in a network-assisted GNSS application (e.g., cell-
phone)? If so, is this in a mobile station assisted or mobile station based 
configuration? If mobile station assisted, the position solution is computed in 
the network. Here a network-based processor handles some of the functions 
of a traditional GNSS receiver. For a mobile station based configuration, the 
position solution is computed within the handset. (Elaboration on network 
assisted GNSS is provided in Chapter 13.)

•• Will the receiver have to operate in a high multipath environment (i.e., near 
buildings or on an aircraft where satellite signals are reflected by various fu-
selage surfaces)? If so, multipath mitigation signal processing techniques and 
a choke ring antenna may be required. (Detailed descriptions of multipath 
and multipath mitigation techniques are contained in Chapter 9.)

•• Under what type of dynamic conditions (e.g., acceleration, velocity) will the 
receiver have to operate? GNSS receivers for fighter aircraft applications are 
designed to maintain full performance even while experiencing multiple “g’s” 
of acceleration, whereas sets designated for surveying are not normally de-
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signed for severe dynamic environments. (Chapter 8 provides GNSS receiver 
design guidelines to accommodate anticipated dynamics.)

•• Is a differential GNSS (DGNSS) capability required? (DGNSS is an accuracy 
enhancement technique covered in Chapter 12.) DGNSS provides greater 
accuracy than standalone GNSS operation. Most receivers are manufactured 
with a DGNSS capability.

•• Does the application require reception of a geostationary satellite-based 
overlay service referred to as SBAS broadcasting satellite integrity, ranging, 
and/or DGNSS information? (SBAS is discussed in Chapter 12.) There are 
also commercial geostationary satellite services such as the NavCom Starfire 
system that provide corrections worldwide that can be received and pro-
cessed in the same receiver. This provides centimeter-level precision in what 
appears to be a stand-alone receiver system, but a large, ground-based moni-
toring network and upload system are involved.

•• Waypoint storage capability and the number of routes and legs need to be 
assessed.

•• Does the GNSS receiver have to operate in an environment that requires en-
hanced interference rejection capabilities? Chapter 9 describes several tech-
niques to achieve this.

•• If the receiver has to be interfaced with an external system, does the proper 
I/O hardware and software exist? An example would be if the user requires a 
blended solution consisting of GNSS and other sensors such as an IMU and/
or vision system. 

•• In terms of data input and display features, does the receiver require an ex-
ternal or integral CDU capability. Some aircraft and ships use repeater units 
such that data can be entered or extracted from various physical locations. 
Display requirements such as sunlight-readable or night-vision-goggle-com-
patible must be considered.

•• Are local datum conversions required, or is WGS-84 sufficient? If so, does 
the receiver contain the proper transformations?

•• Is portability for field use required?

•• Economics, physical size, and power consumption must also be considered.

As stated above, these are only a sampling of GNSS set selection parameters. 
One must carefully review the requirements of the user application prior to select-
ing a receiver. In most cases, the selection will be a trade-off that requires awareness 
of the impact of any GNSS set deficiencies for the intended application. 

3.5  GPS Geodesy and Time Scale

3.5.1  Geodesy

3.5.1.1  The GPS ECEF Reference Frame: WGS 84

As discussed in Section 2.2.7, SATNAV system operators may run their own track-
ing networks and may establish their own ECEF reference frame. This is the case for 
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GPS. The ECEF reference frame inherent in the GPS broadcast orbits and clocks is 
the DoD’s World Geodetic System 1984 (WGS 84) [80]. 

It is useful to understand that there have been six realizations of WGS 84 as of 
this edition. The original WGS 84 was used for the broadcast GPS orbit beginning 
January 23, 1987. WGS 84 (G730), where the G730 denotes GPS week, was used 
beginning on June 29, 1994. WGS 84 (G873) started on January 29, 1997. WGS 
84 (G1150) began on January 20, 2002. WGS 84 (G1674) started on February 8, 
2012, and the current frame, WGS 84 (G1762), was introduced on October 16, 
2013. These reference frame realizations have brought the WGS 84 into extremely 
close coincidence with the International Terrestrial Reference Frame (ITRF) de-
scribed in Section 2.2.7. The RMS accuracy between WGS 84 (G1762) and the 
ITRF2008 frame is 1-cm overall [80].

The fact that there have been six realizations of WGS 84 has led to some con-
fusion regarding the relationship between WGS 84 and other reference frames. In 
particular, care must be used when interpreting older references. For example, the 
original WGS 84 and the North American Datum 1983 (NAD 83) were made coin-
cident [81], leading to an assertion that the WGS 84 and NAD 83 frames were iden-
tical. However, as stated above, WGS 84 (G1762) is coincident with ITRF2008. It 
is known that NAD 83 is offset from ITRF2008 by about 2.2m. Hence, the NAD 
83 reference frame and the current realization of WGS 84 can no longer be con-
sidered identical. The National Geodetic Survey, NOAA is working towards a new 
reference frame to replace NAD 83. It has been anticipated that this new frame will 
be available in 2022 and will be aligned with the latest ITRF.

WGS 84 also defines its own ellipsoid. Quantities suitable for use with coordi-
nate conversion by Table 2.1 are provided in Table 3.11.

It should be noted that this ellipsoid is extremely close, but not identical, to 
the Geodetic Reference System 1980 (GRS 80) ellipsoid described in Section 2.2.7. 
These GRS 80 and the WGS 84 ellipsoids only differ by 0.1 mm in the semiminor 
axis, b.

The GPS CNAV message, Type 32, transmits the Earth orientation components 
described in Section 2.2.2.2 [29]. This supports transformations between ECI and 
ECEF frames. For most terrestrial applications one may solve the GPS navigation 
problem in ECEF as discussed in Section 2.2.2.

3.5.2  Time Systems

3.5.2.1  GPS System Time 

Each SATNAV system maintains its own internal reference time scale. For GPS, this 
is referred to as GPS system time (see Section 2.1). GPS system time is a “paper” 
time scale based on statistically processed readings from the atomic clocks in the 

Table 3.11  Quantities for the WGS 84 Ellipsoid
Semimajor axis a = 6,378.137 km

Semiminor axis b = 6,356.7523142 km

Square eccentricity e2 = 0.00669437999014

Square second eccentricity e′2 = 0.00673949674228
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GPS satellites and at various GPS ground control segment components. GPS system 
time is a continuous time scale that is not adjusted for leap seconds. 

3.5.2.2  UTC(USNO)

As mentioned in Section 2.7.2, each SATNAV system disseminates a realization of 
UTC. The U.S. Naval Observatory (USNO) supports GPS by providing its underly-
ing UTC timing reference. This form of UTC is denoted as UTC(USNO). GPS sys-
tem time and UTC(USNO) were coincident at 0 hours, January 6, 1980. At the time 
of this writing, GPS system time led UTC(USNO) by 18 seconds. The GPS control 
segment is required to steer GPS system time within 40 ns (95%) of UTC(USNO) 
(modulo 1 s), but real performance has been better than 2 ns (modulo 1 second) 
for the past 15 years (<750 ps since November 2010 [82]. An epoch in GPS system 
time is distinguished by the number of seconds that have elapsed since Saturday/
Sunday midnight and the GPS week number. GPS weeks are numbered sequentially 
and originate with week 0, which began at 0 hours, January 6, 1980 [29]. 

Receiver Computation of UTC(USNO)
Static Users
It can be observed from (2.44) that if the user’s position (xu, yu, zu) and satellite 
ephemerides (x1, y1, z1) are known, then a static receiver can solve for tu by making 
a single pseudorange measurement, ρ1. Once tu is determined, it can be subtracted 
from the receiver clock time, trcv, to obtain GPS system time, tE. (Note that in the 
development of the user position solution in Section 2.5, GPS system time was de-
noted as Tu, which represented the instant in system time when the satellite signal 
reached the user receiver. However, we need to represent GPS system time at any 
particular time and will use the parameter tE to do so.) 

Expressing receiver clock time at any particular time:

	 rcv E ut t t= + 	

So that:

	 E rcv ut t t= − 	

From IS-GPS-200 [29], UTC(USNO), tUTC, is computed as follows:

	 UTC E UTCt t t= − ∆ 	

where ∆tUTC represents the number of integer leap seconds ∆tLS and a fractional 
estimate of the difference between GPS system time and UTC(USNO) modulo 1 s 
denoted herein as δtA. [The control segment provides polynomial coefficients (a0, 
a1, and a2) in the navigation data message that are used to compute the fractional 
difference between GPS system time and UTC(USNO) [29].] 

Therefore, UTC(USNO), tUTC, can be computed by the receiver as follows:
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UTC E UTC

rcv u UTC

rcv u LS A

t t t

t t t

t t t td

= − ∆
= − − ∆
= − − ∆ −

	

Mobile Users
Mobile users compute UTC(USNO) using the exact methodology described above 
except that they need to solve the system of (2.44) through (2.47) to determine the 
receiver clock offset, tu.

3.6  Services

GPS is a dual-use system. That is, it provides separate services for civil and military 
users. These are called the Standard Positioning Service (SPS) and the Precise Po-
sitioning Service (PPS), respectively. The SPS is designated for the civil community 
and, at the time of this writing, was the predominant satellite navigation service in 
use by millions throughout the world. The PPS is available primarily to the military 
of the United States and its allies for users properly equipped with PPS receivers [5]. 
Access to the GPS PPS is controlled through cryptography. 

The U.S. government guarantees specific levels of performance for both the 
SPS and PPS. These performance levels are formally documented in the SPS Perfor-
mance Specification [3] and PPS Performance Specification [5]. 

As we will see in later parts of this book, in particular Chapter 11, GNSS posi-
tion and time accuracy is a function of error contributions from all three system 
segments: space, control and user. In most cases, only the space and control seg-
ment error contributions are under the GNSS provider control. The reason being 
is that user equipment (i.e., the GNSS receiver) can range from inexpensive single 
chip devices for cellphone use to high precision receivers for survey applications. 
In light of this, the U.S. government only guarantees the accuracy and integrity of 
the GPS signal-in-space (SIS). Key attributes of both the SPS and PPS performance 
standards (PSs) are provided next.

3.6.1  SPS Performance Standard

3.6.1.1  Assumptions

This SPS PS [3] is conditioned upon certain assumptions regarding use of the SPS 
SIS. The following assumptions have been extracted from [3]:

•• SPS user: This SPS PS assumes a SPS user with a SPS receiver. This SPS PS 
assumes the GPS receiver complies with the technical requirements related 
to the interface between the Space Segment and SPS receivers as established 
by IS-GPS-200 [29].

•• C/A code: This SPS PS assumes the GPS receiver is tracking, processing, and 
using the C/A code signals transmitted by the GPS satellites. Pseudorange 
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measurements are assumed to be made by C/A code tracking with an early-
minus-late correlator at 1-chip spacing using an exact replica of the wave-
form within an ideal sharp-cutoff filter bandwidth at 24 MHz with linear 
phase centered at the L1 frequency. Carrier phase measurement processing 
is not assumed.

•• Single-frequency operation: This SPS PS assumes a GPS receiver which only 
has the hardware capability to track and use the C/A code signals transmit-
ted by the satellites on L1. The performance standards in Section 3 of [3] 
are independent of whether the GPS receiver uses the satellite-transmitted 
ionospheric parameters for single-frequency model-based ionospheric delay 
compensation purposes or not. This SPS PS assumes that a GPS receiver will 
apply the single-frequency group delay time correction (TGD) term in accor-
dance with IS-GPS-200 [29].

3.6.1.2  SPS SIS URE Accuracy 

Table 3.4-1 from [3] contains the SPS SIS URE accuracy standards. The following 
are those excerpts from this table that are a function of Age of Data. (AOD is the 
time between fresh uploads of SV clock offset and ephemeris data from the Control 
Segment to the SV.)

•• Overall AODs: <= 7.8m 95% global average URE during normal operations; 

•• At Zero AOD: <= 6.0m 95% global average URE during normal operations; 

•• At Any AOD: <= 12.8m 95% global average URE during normal operations.

Note: The reader is referred to [3] to obtain additional performance standards 
(e.g., availability and integrity) for other conditions and constraints.

3.6.1.3  GPS Constellation Geometry 

The conditions and constraints are:

•• Defined for a position/time solution meeting the representative user condi-
tions and operating within the service volume over any 24-hour interval;

•	 PDOP availability standards: ≥ 98% global PDOP of 6 or less and ≥ 
88% worst site PDOP of 6 or less.

3.6.1.4  SPS Position/Time Accuracy Standards

The conditions and constraints are:

•• Defined for a position/time solution meeting the representative user condi-
tions and operating within the service volume over any 24-hour interval;
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•• Standards based on a measurement interval of 24 hours averaged over all 
points in the service volume;

•	 Global average position domain accuracy: <= 9m 95% horizontal error 
and <= 15m 95% vertical error;

•	 Worst site position domain accuracy: <= 17m 95% horizontal error and 
<= 37m 95% vertical error;

•	 Time transfer domain accuracy: <= 40 ns time transfer error 95% of time 
(SIS only).

Measured SPS Data
SPS measured data is contained in the GPS SPS Performance Analysis Reports [83], 
which are published quarterly by the U.S. Federal Aviation Authority (FAA). This 
report contains measured data of the following performance categories stated in 
[3]: PDOP Availability Standard, Service Availability Standard, Service Reliability 
Standard, and Positioning, Ranging and Timing Accuracy Standard.

Measured data is collected at 28 Wide Area Augmentation System (WAAS) 
reference station locations: Bethel, Alaska; Billings, Montana; Fairbanks, Alaska; 
Cold Bay, Alaska; Kotzebue, Alaska; Juneau, Alaska; Albuquerque, New Mexico; 
Anchorage, Alaska; Boston, Massachusetts; Washington, D.C.; Honolulu, Hawaii; 
Houston, Texas; Kansas City, Kansas; Los Angeles, California; Salt Lake City, 
Utah; Miami, Florida; Minneapolis, Minnesota; Oakland, California; Cleveland, 
Ohio; Seattle, Washington; San Juan, Puerto Rico; Atlanta, Georgia; Barrow, Alas-
ka; Merida, Mexico; Gander, Canada; Tapachula, Mexico; San Jose Del Cabo, 
Mexico; and Iqaluit, Canada. 

Measured SPS URE Data
For the period from April 1, 2010, through March 31, 2016, and the constraints 
and conditions cited in [3], it can be observed from Figure 3.27 that the maximum 
measured URE varied from 3.13m to 5.96m. This data was obtained from quar-
terly FAA GPS Performance Analysis (PAN) Reports #70 through #93 [83]. These 
reports can be found at http://www.nstb.tc.faa.gov.

Measured SPS Position and Time Data
During the same time period that the URE was measured, the following position 
and data were measured and provided in the PAN reports for the conditions and 
constraints cited in [3]:

•• Global average position domain accuracy, horizontal error;

•• Global average position domain accuracy, vertical error;

•• Worst site position domain accuracy, horizontal error;

•• Worst site position domain accuracy, vertical error;

•• Time transfer domain accuracy (SIS only).

These data sets are shown in Figure 3.28.
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3.6.2  PPS Performance Standard

The PPS PS defines the levels of SIS performance to be provided by the DoD to the 
authorized PPS user community. It is established to provide a basis for certification 
of PPS receivers for use in aviation Instrument Flight Rules (IFR) and to establish a 
minimum performance level that the GPS constellation must sustain [5].

Figure 3.28  Measured SPS maximum position and time error [83].

Figure 3.27  Measured maximum SPS URE [83]. 
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3.6.2.1  Assumptions

There are numerous assumptions made for PPS user operation. These are contained 
in Section 2.4 of [5]. A few key assumptions are:

•• An authorized user with a keyed GPS receiver. Specifically, the GPS receiver 
is assumed to contain current valid PPS keys and have the requisite hard-
ware/software capabilities to be able to properly use those PPS keys.

•• The GPS receiver is tracking and using the Y-code signals transmitted by the 
satellites for best PVT solution purposes.

•• A keyed GPS receiver, which has the hardware capability to track and use the 
P(Y)-code signals transmitted by the satellites on L1 and on L2, will track 
and use both signals for dual-frequency, measurement-based ionospheric de-
lay compensation purposes.

•• A GPS receiver that only has the hardware capability to track and use the 
P(Y)-code signals transmitted by the satellites on L1 will track and use that 
signal for PVT solution purposes and the receiver will use the satellite-trans-
mitted ionospheric parameters for single-frequency model-based ionospheric 
delay compensation purposes.

•• The GPS receiver will track healthy SVs as defined in [5].

•• This PPS PS does not take into consideration any error source that is not un-
der direct control of the space segment or control segment. These excluded 
errors are listed in Section 2.4.5 of [5] and include receiver noise, multipath 
as well as receiver tropospheric delay compensation.

3.6.2.2  PPS Accuracy Standards

PPS SIS URE accuracy standards in Table 3.4-1 of [5]. A subset of these are:

•• Dual-frequency operation conditions and constraints for any satellite marked 
as healthy in the NAV message: SIS Accuracy Standard, ≤ 5.9m 95% global 
average URE during normal operations over all AODs, ≤ 2.6m 95% global 
average URE during normal operations at zero AOD, and ≤11.8m 95% 
global average URE during normal operations at any AOD;

•• Single frequency operation conditions and constraints for any satellite 
marked as healthy in the NAV message: neglecting single-frequency iono-
spheric delay model errors and including group delay time correction (TGD) 
errors at L1;

•	 SIS Accuracy Standard: ≤ 6.3m 95% global average URE during nor-
mal operations over all AODs, ≤ 5.4m 95% global average URE during 
normal operations at zero AOD, and ≤ 12.6m 95% global average URE 
during normal operations at any AOD;

•	 Time transfer domain accuracy (dual- or single-frequency P(Y)-code). 
Note this is also defined as the UTC Offset Error (UTCOE) Accuracy. As 
stated in [5]: “The PPS SIS UTC(USNO) time accuracy is defined to be 
the statistical difference, at the 95th percentile, between the parameters 
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contained in the PPS SIS which relate GPS time to UTC as maintained 
by the USNO and the true value of the difference between GPS time and 
UTC(USNO). Also known as the UTC Offset Error (UTCOE).”

•	 Conditions and constraints for any satellite marked as healthy in the 
NAV message, PPS SIS UTCOE Accuracy Standard: <= 40 ns time trans-
fer error 95% of time.

PPS Position and Time Accuracy Standards
There is no change to the PDOP definition as provided in the SPS PS mentioned 
above (i.e., the definition of PDOP is the same for both SPS and PPS users). How-
ever, the U.S. government does not commit to providing specific PPS position and 
time accuracies. It is up to the user to compute DOP based on his or her location 
and time of day and the appropriate User Equivalent Range Error (UERE) value 
that represents the UE configuration such that the user’s predicated accuracy can 
be determined. Chapter 10 provides examples of UERE while user position and 
UTC(USNO) determination is given in Chapter 11.

Measured PPS URE Data
Figure 3.29 shows four PPS measured URE data sets for July 2016 [84]. It can 
be observed that all of these data sets are within the PPS PS accuracy standard of 
≤ 5.9m 95% global average URE during normal operations over all AODs. It is 
important to note that the AF and NGA monitoring station measured PPS URE 
is subtracted from NGA precise ephemeris and SV clock offset data. As stated in 
Section 3.3.1.1, this NGA data serves as the reference or truth. From these curves, 
a decrease in URE can be observed, and is in part attributed to the L-AII and AEP 
upgrades and modeling improvements cited in Section 3.3.2, but also to launch re-
plenishment of older, less stable satellites with newer, more stable clock technology. 
Of these four curves, two show the contributions from the worst SV in the constel-
lation (i.e., greatest URE contributor) in terms of the 95% error as well as the RMS 
error. The other two curves depict the same error representations but for the entire 
constellation. Nonetheless, the steady decrease in URE is realized in greater user 
position and timing accuracy.

Figure 3.30 shows the URE contribution from each SV for July 2016 [84]. It 
can be observed that SVN 44 contributes the maximum URE while SVN 55 the 
least. The primary reason for the variable URE is that some SVs have better per-
forming clocks. These variations can also be seasonal as current models tend to 
break down a bit during eclipse. Here the 95th percentile SIS URE across the entire 
constellation is 0.971m, with the RMS URE being 0.491m.

3.7  GPS Signals

This section describes the navigation signals transmitted by the GPS satellites includ-
ing the legacy signals, which are the set of signals broadcast by every operational 
GPS satellite since the first satellite was launched in 1978. As described earlier in 
this chapter, the GPS constellation is being modernized. This section additionally 
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Figure 3.29  Measured PPS URE data as of July 2016 [84].

Figure 3.30  Measured PPS URE data as of July 2016: satellite ranking [84].
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describes the modernized navigation signals that are being introduced into the con-
stellation. The navigation data structures and contents for both the legacy and 
modernized signals are also addressed.

3.7.1  Legacy Signals

The legacy GPS SVs transmit navigation signals on two carrier frequencies called 
Link 1 (L1), the primary frequency, and Link 2 (L2), the secondary frequency. L1 
is at 1,575.42 MHz and L2 is at 1,227.6 MHz. The two carrier frequencies were 
selected to be several hundred megahertz apart so that user equipment can estimate 
the delays experienced by the signals as they pass through the ionosphere. The car-
rier frequencies and modulation waveforms are all coherently generated onboard 
each GPS SV using a common frequency source that is driven by a rubidium or 
cesium AFS. The nominal reference frequency f0 as it would appear to an observer 
on or near the ground is 10.23 MHz, but is set to run at a slightly lower frequency 
as would be seen by an observer moving with the SV to compensate for relativistic 
effects. The output of the SV’s frequency standard (as it appears to an observer 
moving with the SV) is 10.23 MHz offset by a Df/f of 4.467×10−10. This results in 
a Df of 4.57 × 10−3 Hz and f0 = 10.22999999543 MHz [29]. In the remainder of 
this section, all frequency values that are presented are with reference to how they 
would appear to the user on or near the ground. (Section 10.2.3 provides a detailed 
treatment of GNSS relativistic effects and associated compensation techniques.)

The carrier frequencies are modulated by spreading waveforms with a unique 
PRN sequence associated with each SV and also by navigation data. All GPS SVs 
transmit at the same carrier frequencies, but their signals do not interfere signifi-
cantly with each other because of the PRN code modulation properties. Since each 
SV is assigned a unique PRN code and all PRN code sequences are nearly uncor-
related with respect to each other, the SV signals can be separated and detected. As 
discussed in Section 2.4.2.2, this technique of sharing a common carrier frequency 
amongst multiple transmitters (SVs) is referred to as code division multiple access 
(CDMA). 

As shown in Figure 3.31, within the legacy GPS SVs the L1 frequency (154 f0) 
is modulated by two PRN ranging codes: the coarse/acquisition code (C/A code) 
and the precision code (P code). The P code is encrypted when the GPS SV is in 
the antispoof (A-S) mode of operation, which is encountered almost always at the 
present time. The encrypted P code is referred to as the Y code, but it is common to 
refer to the P code in either mode of operation (A-S on or A-S off) as the P(Y) code. 
The C/A code has a chipping rate of 1.023 Mchips/s (= f0/10) and the P code has a 
chipping rate of 10.23 Mchips/s (= f0). Both the C/A code and P(Y) code on L1 are 
additionally modulated by 50 bps navigation data. 

As shown in Figure 3.31, on legacy (e.g., Block II/IIA/IIR) SVs, the L2 fre-
quency (120 f0) can be modulated at any given time by: (1) P(Y) code with naviga-
tion data, (2) P(Y) code without navigation data, or (3) C/A code with navigation 
data. Of these choices, the P(Y) code with navigation data setting is most common. 
On the Block IIR-M and later GPS SVs, both legacy codes (C/A and P(Y)) can be 
broadcast with or without navigation data on L2 [29], but the most frequently 
encountered mode has only one legacy code, P(Y), with 50-bps navigation data, on 
L2 (as well as modernized signals to be described later in this section). 



3.7  GPS Signals	 153

The P(Y) code is ostensibly only available to PPS users when it is encrypted in 
the A-S mode of the SV. However, some civilian user equipment has been designed 
with the capability of tracking the encrypted P(Y) code. The techniques used in 
such equipment are referred to as either codeless or semi-codeless processing, and 
are discussed in Section 8.7.4.

In the past, both the C/A code and the P(Y) code as well as the L1 and L2 car-
rier frequencies were subjected to an encrypted, time-varying frequency offset (re-
ferred to as dither) plus an encrypted ephemeris and almanac offset error (referred 
to as epsilon) called selective availability (SA). SA denied the full accuracy of GPS 
to the standalone SPS users. However, SA has been deactivated on all GPS satel-
lites since May 1, 2000. The United States has no intent to use SA again [1], so this 
subject will not be discussed further.

Note, as shown in Figure 3.31, that the same 50-bps navigation message data 
is modulo-2 summed to both the C/A code and the P(Y) code prior to modulation 
with the L1 carrier. An exclusive-or logic gate is used for this modulation process, 
denoted by ⊕. Since the C/A code ⊕ data and P(Y) code ⊕ data are both synchro-
nous operations, the bit transition rate cannot exceed the chipping rate of the PRN 
ranging codes. Also note that BPSK (see Section 2.4.2.1) is used to modulate the 
carrier signals with the PRN ranging codes and navigation data. The P(Y) code ⊕ 
data is modulated in phase quadrature with the C/A code ⊕ data on L1. As shown 
in Figure 3.31, the L1 carrier is phase-shifted 90° before being BPSK modulated by 
the C/A code ⊕ data. Then this result is combined with the attenuated output of the 
BPSK modulation of L1 by the P(Y) code ⊕ data. The vector phase diagram in Fig-
ure 3.32 illustrates the 3-dB amplitude difference and phase relationship between 
P code and C/A code on L1. Figure 3.33 illustrates the result of P code ⊕ data and 

Figure 3.31  Legacy GPS (Block II/IIA/IIR) satellite signal synthesis.
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Figure 3.33  Modulo-2 summations of GPS ranging codes and navigation data.

Figure 3.32  Legacy GPS signal structure for L1.
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C/A ⊕ data. As observed in Figure 3.33, the exclusive-or process is equivalent to 
binary multiplication of two 1-bit values yielding a one-bit product using the con-
vention that logical 0 is plus and logical 1 is minus. There are 204,600 P(Y) code 
epochs between data epochs and 20,460 C/A code epochs between data epochs, so 
the number of times that the phase could change in the PRN code sequences due 
to data modulation is relatively infrequent, but the spectrum changes due to data 
modulation in the legacy GPS signals are very significant. 

Figure 3.34 illustrates how the signal waveforms would appear before and 
after the BPSK modulation of one P(Y) code ⊕ data transition and one C/A code 
⊕ data transition. There are 154 carrier cycles per P(Y) code chip and 1,540 car-
rier cycles per C/A code chip on L1, so the phase shifts on the L1 carrier are rela-
tively infrequent. Although there are other SV modes (see [29]), the L2 frequency 
(1,227.60 MHz) is most commonly modulated only by one legacy signal, the P(Y) 
code ⊕ data. There are 120 carrier cycles per P(Y) code chip on L2, so the phase 
transitions on the L2 carrier are relatively infrequent. Table 3.12 summarizes the 
GPS signal structure on L1 and L2. 

As mentioned in Section 3.2.3.2, there is more than one AFS in each SV for 
purposes of redundancy to improve reliability. For example, there are one cesium 
and two rubidium atomic standards on the Block IIF SVs. The CS selects only one 
atomic standard at a time to drive the reference frequency generator in the SV. Im-
portantly, the reference frequency of 10.23 MHz has no relationship to the natural 
frequency of either a rubidium or cesium clock. Rather, this frequency was selected 

Figure 3.34  GPS L1 carrier modulation: (a) L1 carrier (0° phase), (b) L1 carrier (90° phase), (c) 
P(Y) code  ⊕  data, (d) C/A code  ⊕  data, (e) P(Y) code  ⊕  data BPSK modulated on L1 carrier (0° 
phase) with 3-dB attenuation, (f) C/A code ⊕ data BPSK modulated on L1 carrier (90° phase), and 
(g) composite modulated L1 carrier signal.
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so that the C/A ranging code of length 1,023 would repeat in a convenient interval 
of time (1 ms) when clocked at f0/10. 

3.7.1.1  PRN Ranging Code Generation

Figure 3.35 depicts a high-level block diagram of the direct sequence PRN ranging 
code generation used for GPS C/A code and P(Y) code generation to implement 
the CDMA technique. Each synthesized PRN code is derived from two other code 
generators. An exclusive-or circuit combines their outputs after the second code 
generator output is delayed with respect to the first. The amount of delay is vari-
able. Associated with the amount of delay is the SV PRN number. In the case of 
P code, there were originally only 37 PRN codes with the integer delay in P-chips 
identical to the PRN number. In recent years, an expanded set of 26 P codes (PRNs 
38–63) were added that may be generated by circularly shifting 26 of the original 
37 sequences (over 1 week) by an amount corresponding to 1 day. For C/A code, 
the delay is unique to each SV, so there is only a table look-up relationship to the 
PRN number. These delays are summarized in Table 3.12 for PRNs 1 to 37. See [29] 
for the expanded sets of PRNs for P code and C/A code. The C/A code delay can 
be implemented by a simple but equivalent technique that eliminates the need for a 
delay register. This technique is explained in the following paragraphs.

The GPS C/A code is a Gold code [85] with a sequence length of 1,023 bits 
(chips). Since the chipping rate of the C/A code is 1.023 MHz, then the repetition 
period of the pseudorandom sequence is 1,023/(1.023 × 106) or 1 ms. Figure 3.36 
illustrates the design architecture of the GPS C/A code generator. Not included in 
this diagram are the controls necessary to set or read the phase states of the regis-
ters or the counters. There are two 10-bit shift registers, G1 and G2, which gener-
ate maximum length PRN codes with a length of 210 − 1 = 1,023 bits. (The one 
state that the shift register must not get into is the all-zero state.) It is common to 
describe the design of linear code generators by means of polynomials of the form 
1 + ΣXi, where Xi means that the output of the ith cell of the shift register is used as 
the input to the modulo-2 adder (exclusive or) and the 1 means that the output of 
the adder is fed to the first cell [86]. The design specification for C/A code calls for 
the feedback taps of the G1 shift register to be connected to stages 3 and 10. These 

Table 3.12  Legacy GPS Signal Structure

Signal designation L1 L2

Carrier frequency (MHz) 1,575.42 1,227.60

PRN ranging codes (Mchips/s) P(Y) = 10.23 and 
C/A = 1.023

P(Y) = 10.23 
and/or C/A = 
1.023*

Navigation message data nodulation 
(bps)

50 50**

*On the legacy SVs (Block II/IIA/IIR), only one legacy code, C/A or P(Y), can be modulated on 

L2. On newer SVs (Block IIR-M/IIF, GPS III), one or both of the legacy codes can be modulated 

on L2. However, for all GPS SVs, the most frequently encountered legacy signal configuration 

on L2 is P(Y) code. **The 50-Hz navigation data message is usually modulated on the legacy 

signal(s) on L2, but can be turned off in some available modes (see [29]).
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Figure 3.35  Legacy GPS signal ranging code generators.

Figure 3.36  C/A code generator.
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register states are combined with each other by an exclusive-or circuit and fed back 
to stage 1. The polynomial that describes this shift register architecture is: G1 = 1 + 
X3 + X10. The polynomials and initial states for both the C/A code and P code gen-
erator shift registers are summarized in Table 3.13. The G1 direct output sequence 
and the delayed version of the G2 direct output sequence are fed to an exclusive-or 
circuit that produces a unique C/A code for each SV. The equivalent delay effect 
in the G2 PRN code is obtained by the exclusive-or of the selected positions of the 
two taps whose output is called G21. This is because a maximum length PRN code 
sequence has the property that, added to a phase-shifted version of itself, it does 
not change but simply obtains another phase. The function of the two taps on the 
G2 shift register in Figure 3.36 is to shift the code phase in G2 with respect to the 
code phase in G1 without the need for an additional shift register to perform this 
delay. Each C/A code PRN number is associated with the two tap positions on 
G2. Table 3.13 describes these tap combinations for all defined GPS PRN num-
bers and also specifies the equivalent direct sequence delay in C/A code chips. The 
first 32 of these PRN numbers are reserved for the space segment. Five additional 
PRN numbers, PRN 33 to PRN 37, were originally reserved for other uses such 
as ground transmitters (also referred to as pseudo-satellites or pseudolites). At the 
time of this writing, only PRN 33 was reserved for such use. Pseudolites were used 
during Phase I (concept demonstration phase) of GPS to validate the operation and 
accuracy of the system before satellites were launched and in combination with the 
earliest satellites. C/A codes 34 and 37 are identical. The legacy C/A PRN codes 
have been expanded for GPS SV use and for numerous augmentation systems. See 
[29] for its modernized design details.

The GPS P code is a PRN sequence generated using four 12-bit shift registers 
designated X1A, X1B, X2A, and X2B. A detailed block diagram of this shift regis-
ter architecture is shown in Figure 3.37 [29]. Not included in this diagram are the 
controls necessary to set or read the phase states of the registers and counters. Note 
that the X1A register output is combined by an exclusive-or circuit with the X1B 
register output to form the X1 code generator and that the X2A register output is 
combined by an exclusive-or circuit with the X2B register output to form the X2 
code generator. The composite X2 result is fed to a shift register delay of the SV 
PRN number in chips and then combined by an exclusive-or circuit with the X1 
composite result to generate the P code. With this shift register architecture, the P 
code sequence length would be more than 38 weeks in length, but is partitioned 
into 37 unique sequences that are truncated at the end of 1 week. Therefore, the 
sequence length of each PRN code is 6.1871 × 1012 chips and the repetition period 
is 7 days.

The design specification for the P code calls for each of the four shift registers 
to have a set of feedback taps that are combined by an exclusive-or circuit with 
each other and fed back to their respective input stages. The polynomials that de-
scribe the architecture of these feedback shift registers are shown in Table 3.14 and 
the logic diagram is shown in detail in Figure 3.37.

Referring to Figure 3.37, note that the natural cycles of all four feedback shift 
registers are truncated. For example, X1A and X2A are both reset after 4,092 
chips, eliminating the last three chips of their natural 4,095 chip sequences. The 
registers X1B and X2B are both reset after 4,093 chips, eliminating the last two 
chips of their natural 4,095 chip sequences. This results in the phase of the X1B 
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Table 3.13  Code Phase Assignments and Initial Code Sequences for 
C/A Code and P Code

SV PRN 
Number

C/A Code Tap 
Selection

C/A Code 
Delay 
(Chips)

P Code 
Delay 
(Chips)

First 10 
C/A Chips 
(Octal)1

First 10 
P Chips 
(Octal)1

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

332

342

352

362

372

2 ⊕ 6

3 ⊕ 7

4 ⊕ 8

5 ⊕ 9

1 ⊕ 9

2 ⊕ 10

1 ⊕ 8

2 ⊕ 9

3 ⊕ 10

2 ⊕ 3

3 ⊕ 4

5 ⊕ 6

6 ⊕ 7

7 ⊕ 8

8 ⊕ 9

9 ⊕ 10

1 ⊕ 4

2 ⊕ 5

3 ⊕ 6

4 ⊕ 7

5 ⊕ 8

6 ⊕ 9

1 ⊕ 3
4 ⊕ 6
5 ⊕ 7
6 ⊕ 8
7 ⊕ 9
8 ⊕ 10

1 ⊕ 6
2 ⊕ 7
3 ⊕ 8
4 ⊕ 9
5 ⊕ 10

4 ⊕ 103

1 ⊕ 7
2 ⊕ 8
4 ⊕ 103

5

6

7

8

17

18

139

140

141

251

252

254

255

256

257

258

469

470

471

472

473

474

509

512

513

514

515

516

859

860

861

862

863

9503

947

948

9503

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

1,440

1,620

1,710

1,744

1,133

1,455

1,131

1,454

1,626

1,504

1,642

1,750

1,764

1,772

1,775

1,776

1,156

1,467

1,633

1,715

1,746

1,763

1,063

1,706

1,743

1,761

1,770

1,774

1,127

1,453

1,625

1,712

1,745

1,7133

1,134

1,456

1,7133

4,444

4,000

4,222

4,333

4,377

4,355

4,344

4,340

4,342

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343

4,343 

4,343

4,343

1. In the octal notation for the first 10 chips of the C/A code as shown in this column, the first 

digit (1) represents a 1 for the first chip and the last three digits are the conventional octal 

representation of the remaining 9 chips. For example, the first 10 chips of the SV PRN number 

1 C/A code are 1100100000.  

2. PRN codes 33 through 37 are reserved for other uses (e.g., pseudolites).  

3. C/A codes 34 and 37 are identical.
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sequence lagging by one chip with respect to the X1A sequence for each X1A reg-
ister cycle. As a result, there is a relative phase precession between the X1A and 
X1B registers. A similar phase precession takes place between X2A and X2B. At 
the beginning of the GPS week, all of the shift registers are set to their initial states 

Figure 3.37  P code generator.
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simultaneously, as shown in Table 3.14. Also, at the end of each X1A epoch, the 
X1A shift register is reset to its initial state. At the end of each X1B epoch, the X1B 
shift register is reset to its initial state. At the end of each X2A epoch, the X2A shift 
register is reset to its initial state. At the end of each X2B epoch, the X2B shift reg-
ister is reset to its initial state. The outputs (stage 12) of the A and B registers are 
combined by an exclusive-or circuit to form an X1 sequence derived from X1A ⊕ 
X1B, and an X2 sequence derived from X2A ⊕ X2B. The X2 sequence is delayed 
by i chips (corresponding to SVi) to form X2i. The P code for SVi is Pi = X1 ⊕ X2i. 

There is also a phase precession between the X2A/X2B shift registers with re-
spect to the X1A/X1B shift registers. This is manifested as a phase precession of 37 
chips per X1 period between the X2 epochs and the X1 epochs. The divide-by-37 
counter shown in Figure 3.37 causes the X2 period to be 37 chips longer than the 
X1 period. The details of this phase precession are as follows. The X1 epoch is 
defined as 3,750 X1A cycles. When X1A has cycled through 3,750 of these cycles 
or 3,750 × 4,092 = 15,345,000 chips, a 1.5-second X1 epoch occurs. When X1B 
has cycled through 3,749 cycles of 4,093 chips per cycle or 15,344,657 chips, it is 
kept stationary for an additional 343 chips to align it to X1A by halting its clock 
control until the 1.5-second X1 epoch resumes it. Therefore, the X1 registers have 
a combined period of 15,345,000 chips. X2A and X2B are controlled in the same 
way as X1A and X1B, respectively, but with one difference: when 15,345,000 chips 
have completed in exactly 1.5 seconds, both X2A and X2B are kept stationary for 
an additional 37 chips by halting their clock controls until the X2 epoch (the out-
put of the divide by 37 counter) or the start of the week resumes it. Therefore, the 
X2 registers have a combined period of 15,345,037 chips, which is 37 chips longer 
than the X1 registers. 

Note that if the P code were generated by X1 ⊕ X2, and if it were not reset 
at the end of the week, it would have the potential sequence length of 15,345,000 
× 15,345,037 = 2.3547 × 1014 chips. With a chipping rate of 10.23 × 106, this se-
quence has a period of 266.41 days or 38.058 weeks. However, since the sequence 
is truncated at the end of the week, each SV uses only 1 week of the sequence and 
38 unique one-week PRN sequences are available. As in the case of C/A code, the 
first 32 PRN sequences were originally reserved for the GPS space segment and 
PRN 33 to 37 were reserved for other uses (e.g., pseudolites). The PRN 38 P code 
was sometimes used as a test code in P(Y)-code GPS receivers as well as to gener-
ate a reference noise level (since, by the original interface specification, it could not 
correlate with any used SV PRN signals). In recent years, however, as noted earlier, 
an expanded set of P codes have been selected (PRNs 38–63) using a 1-day delay of 

Table 3.14  GPS Code Generator Polynomials and Initial States
Register Polynomial Initial State

C/A code G1 1 + X3 + X10 1111111111

C/A code G2 1 + X2 + X3 + X6 + X8+ X9 + X10 1111111111

P code X1A 1 + X6 + X8 + X11 + X12 001001001000

P code X1B 1 + X1 + X2 + X5 + X8 + X9 + X10 + X11 + X12 010101010100

P code X2A 1 + X1 + X3 + X4 + X5 + X7 + X8 + X9 + X10 + X11 + X12 100100100101

P code X2B 1 + X2 + X3 + X4 + X8 + X9 + X12 010101010100
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the original PRN 1–26 ranging codes, and now only PRN 33 is reserved for other 
uses.

The unique P code for each SV is the result of the different delay in the X2 
output sequence. Table 3.12 shows this delay in P code chips for each SV PRN 
number. The P code delays (in P code chips) are identical to their respective PRN 
numbers for the SVs, but the C/A code delays (in C/A code chips) are different 
from their PRN numbers. The C/A code delays are typically much longer than their 
PRN numbers. The replica C/A codes for a conventional GPS receiver are usually 
synthesized by programming the tap selections on the G2 shift register.

Table 3.12 also shows the first 10 C/A code chips and the first 12 P code chips 
in octal format starting from the beginning of the week. For example, the binary 
sequence for the first 10 chips of PRN 5 C/A code is 1001011011, and for the first 
12 chips of PRN 5 P code is 100011111111. Note that the first 12 P code chips 
of PRN 10 to PRN 37 are identical. This number of chips is insignificant for P 
code, so the differences in the sequence do not become apparent until later in the 
sequence.

3.7.1.2  Power Levels

Table 3.15 summarizes the minimum received power levels for the three legacy 
GPS signals, not including rarely used GPS satellite modes that broadcast C/A code 
on L2. The levels are specified in terms of decibels with respect to 1W (dBW). The 
specified received GPS signal power [29] is based on the signal received by a user 
antenna that is linearly polarized with a 3-dB gain, normally rotated to achieve the 
greatest polarization mismatch loss. This corresponds to an ideal RHCP antenna 
with unity gain that is expressed as 0 dBic (meaning 0-dB gain with respect to an 
isotropic circularly polarized antenna). A linear polarized antenna is used in the 
specification because: (1) it is impossible to build a perfect RHCP antenna; (2) it 
is possible to build and calibrate a linear polarized antenna with gain calibration 
traceable to the International Bureau of Weights and Measures through National 
Metrology Institutions; and (3) with such a reference user antenna, any imperfec-
tions in the satellite antenna polarization characteristics will not result in power loss 
for the user as it would have if the user antenna was defined to be 0-dBic RHCP. 

Figure 3.38 illustrates that the minimum received power is met when the SV is 
at two elevation angles: 5° from the user’s horizon and at the user’s zenith. In be-
tween these two elevation angles, the minimum received signal power levels gradu-
ally increase up to 2-dB maximum for the L1 signals and up to 1-dB maximum for 
the L2 signal and then decrease back to the specified minimums. This characteristic 
occurs because the shaped beam pattern on the SV transmitting antenna arrays can 
only match the required minimum gain at the angles corresponding to the center of 
the Earth and to near the edge of the Earth, resulting in slightly increasing trans-
mitting antenna array gain in between these nadir angles. The user’s antenna gain 

Table 3.15  Minimum Received Legacy GPS Signal Power Levels
Satellite Block L1 C/A Code L1 P(Y) Code L2 P(Y) Code

IIA/IIR −158.5 −161.5 −164.5

IIR-M/IIF/III −158.5 −161.5 −161.5
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pattern is typically maximum at the zenith and minimum at 5° above the horizon 
and for lower elevation angles.

The received signal levels are not expected to exceed −153 dBW and −150.0 
dBW, respectively, for the C/A code and P(Y) code components on the L1 channel 
and not expected to exceed −155.5 dBW for either signal on the L2 channel. In gen-
eral, the signal powers for the SVs are at their maximum levels when the satellites 
are new and remain nearly constant until their end of life. The signal power varia-
tions above the guaranteed minimum power over the SV lifetime are therefore ex-
pected to be less than 5.5 dB, 11.5 dB, and 6 dB, respectively, for the L1 C/A code, 
L1 P(Y) code, and L2 P(Y) code (or L2 C/A code). Note that these are the Legacy 
maximum power limits. There are modernized flex power modes of operation that 
intentionally increase the P(Y) and M code powers in the newer SVs.

Table 3.16 tabulates the navigation satellite signal power budget for the Block 
II GPS satellites from [87] using the minimum user received power levels as the 
starting point. It shows the output power levels at the worst-case off-axis angle 
of 14.3° and for the assumed worst-case atmospheric loss of 0.5 dB. Referring to 
Table 3.16, the link budget for the L1 C/A code to provide the signal power with 
a unity gain transmitting antenna is: −158.5 – 3.0 +184.4 + 0.5 + 3.4 = 26.8 dBW. 
Since the satellite L1 antenna array has a minimum gain of 13.4 dB for C/A code at 
the worst case off-axis angle of 14.3°, the minimum L1 antenna transmitter power 

Figure 3.38  User received minimum signal power levels.



164	������������������������� Global Positioning System

for C/A code is log−1 [(26.8 – 13.4)/10] = 21.9W. Note that a minimum of 32.6W 
of L1 power and 6.6W of L2 power (for a total of 39.2W) must be delivered to the 
satellite antenna arrays to maintain the specification. The efficiency of the high-
power amplifier (HPA) subassembly determines how much actual power must be 
provided in the satellite.

3.7.1.3  Legacy Navigation Data

As described earlier, both the C/A code and P(Y) code signals are modulated with 
the same 50-bps navigation data on both L1 and L2. This data provides the user 
with the information necessary to compute the precise locations of each visible 
satellite and time-of-transmission for each navigation signal. The data also includes 
a significant set of auxiliary information that may be used, for example, to assist 
the receiver in acquiring new satellites, to translate from GPS system time to UTC 
(see Section 3.5.2.2), and to correct for a number of errors that affect the range 
measurements. This section outlines the main features of the legacy GPS navigation 
(LNAV) message. For a more complete description, the interested reader is referred 
to [29].

The GPS LNAV navigation message is transmitted in five 300-bit subframes, 
as shown in Figure 3.39. Each subframe is itself composed of 10 30-bit words. The 
last 6 bits in each word of the navigation message are used for parity checking to 
provide the user equipment with a capability to detect bit errors during demodula-
tion. A Hamming code [32, 26] is employed for error detection. The five subframes 
are transmitted in order beginning with subframe 1. Subframes 4 and 5 consist of 
25 pages each, so that the first time through the five subframes, page 1 (of sub-
frames 4 and 5) is broadcast. In the next cycle through the five subframes, page 
2 is broadcast, and the cycling continues until page 25 is broadcast, and then the 
paging sequence of subframes 4 and 5 begins again. It requires 30 seconds to read 
all 5 pages and (25 × 30 = 750 seconds) 12.5 minutes for the receiver to read all 25 
pages, assuming no data dropouts. 

Although there are provisions for a loss of ground contact, normally the CS 
uploads critical navigation data elements once or twice per day per satellite. In this 
nominal mode of operation, the same critical navigation data elements (e.g., satel-
lite ephemeris and clock correction data) are broadcast repeatedly over 2-hour time 

Table 3.16  Block II SV L1 and L2 Signal Power Budget [87]
L1 C/A Code L1 P Code L2

User minimum received 
power 

−158.5 dBW −161.5 dBW −164.5 dBW

User linear antenna gain 3.0 dB 3.0 dB 3.0 dB

Free space propagation loss 184.4 dB 184.4 dB 182.3 dB

Total atmospheric loss 1.5 dB 1.5 dB 1.5 dB

SV polarization mismatch loss 3.4 dB 3.4 dB 4.4 dB

Required satellite EIRP +26.8 dBW +23.8 dBW +19.7 dBW

SV antenna gain @ 14.3° 
worst-case off-axis angle

13.4 dB 13.5 dB 11.5 dB

Required minimum satellite 
antenna input power

+13.4 dBW, 
21.88W

+10.3 dBW, 
10.72W

+8.2 dBW, 
6.61W



3.7  GPS Signals	 165

spans (except if an upload occurs during this interval). On 2-hour boundaries, each 
satellite switches to broadcasting a different set of these critical elements, which 
are stored in tables in the satellite’s random access memory. The CS generates these 
message elements based upon its current estimates of each satellite’s position and 
clock error and prediction algorithms on how these parameters will change over 
time.

The first two words of each subframe (bits 1–60) contain telemetry (TLM) data 
and a handover word (HOW). The TLM word is the first of the 10 words in each 
subframe and includes a fixed preamble, a fixed 8-bit pattern 10001011 that never 
changes. This fixed-pattern preamble is included to assist the user equipment in 
locating the beginning of each subframe (called frame sync), but it must be tested 
for consistency in its location just in case the same bit pattern occurs elsewhere in 
the message. Each TLM word also includes 14 bits of data that are only meaningful 
to authorized users. The HOW, named because it allows the PPS user equipment to 
hand over from C/A code tracking to P(Y)-code tracking, provides the GPS time-
of-week (TOW) modulo 6 s corresponding to the leading edge of the following sub-
frame. The TOW provision in the HOW is also essential to the SPS user to remove 
the time ambiguity of the 1-ms C/A code period. The receiver must first determine 
where the data transition (20-ms) boundaries are located (called bit sync) to an ac-
curacy much better than 1 ms before the HOW can be used reliably to establish the 
time to an ambiguity of 6 seconds. The HOW also provides two flag bits, one that 
indicates whether anti-spoofing is activated (see Section 3.7.1), and one that serves 
as an alert indicator. If the alert flag is set, it indicates that the signal accuracy may 
be poor and should be processed at the user’s own risk. Lastly, the HOW provides 
the subframe number (1 to 5).

Figure 3.39   Legacy navigation message format.
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Subframe 1 provides the GPS transmission week number, which is the number 
of weeks modulo 1,024 that have elapsed since January 5, 1980. The first rollover 
of the GPS week number occurred on August 22, 1999. The next rollover will oc-
cur in April 2019. It is prudent that the GPS receiver designer keep track of these 
rare but inevitable rollover epochs in nonvolatile memory (see Section 3.5.2.1). 
Subframe 1 also provides the following satellite clock correction terms: af0, af1, 
af2, and time-of-clock, toc. These terms are extremely important for precise ranging 
since they account for the lack of perfect synchronization between the timing of the 
SV broadcast signals and GPS system time (see Section 10.2.1). A 10-bit number 
referred to as Issue of Data, Clock (IODC) is included in subframe 1 to uniquely 
identify the current set of navigation data. User equipment can monitor the IODC 
field to detect changes to the navigation data. The current IODC is different from 
IODCs used over the past 7 days. Subframe 1 also includes a group delay correc-
tion, Tgd, a user range accuracy (URA) indicator, a SV health indicator, an L2 code 
indicator, and an L2 P data flag. Tgd is needed by single-frequency (L1- or L2-only) 
users since the clock correction parameters refer to the timing of the P(Y) code 
on L1 and L2 as apparent to a user that is using a linear combination of dual-fre-
quency L1/L2 P(Y) code measurements to mitigate ionospheric errors (see Sections 
10.2.4.1 and 10.2.7.1). The URA indicator provides the user with an estimate of 
the 1-sigma range errors to the satellite due to satellite and CS errors (and is fully 
applicable only for L1/L2 P code users). The SV health indicator is a 6-bit field that 
indicates whether the satellite is operating normally or whether components of the 
signal or navigation data are suspected to be erroneous. The L2 code indicator field 
indicates whether the P(Y) code or C/A code is active on L2. Finally, the L2 P data 
flag indicates whether navigation data is being modulated onto the L2 P(Y) code.

Subframes 2 and 3 include the osculating Keplerian orbital elements that allow 
the user equipment to precisely determine the location of the satellite. 

Subframe 2 also includes a fit interval flag and an age of data offset (AODO) 
term. The fit interval flag indicates whether the orbital elements are based upon a 
nominal 4-hour curve fit (that corresponds to the 2-hour nominal data transmis-
sion interval described above) or a longer interval. The AODO term provides an 
indication of the age of the elements of a Navigation Message Correction Table 
(NMCT) that has been included in the GPS navigation data since 1995 [88]. Both 
subframes 2 and 3 also include an issue of data ephemeris (IODE) field. IODE 
consists of the 8 least significant bits (LSBs) of IODC and may be used by the user 
equipment to detect changes in the broadcast orbital elements. 

Pages 2, 3, 4, 5, 7, 8, 9, and 10 of subframe 4 and pages 1 to 24 of subframe 
5 contain almanac data (coarse orbital elements that allow the user equipment to 
determine approximate positions of other satellites to assist acquisition) for SVs 1 
to 32 (see Table 20-VI of [29].). Page 13 of subframe 4 includes the NMCT range 
corrections. Page 18 of subframe 4 includes ionospheric correction parameters for 
single-frequency users (see Section 10.2.4.1) and parameters so that user equipment 
can relate UTC to GPS system time (see Section 3.5.2.2). Page 25 of subframes 4 
and 5 provide configuration and health flags for SVs 1 to 32. The data payloads of 
the remaining pages of subframes 4 and 5 are currently reserved for military use. 
Historically, the data in these reserved subframes are all zeros when not activated, 
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but are encrypted and nonzero when activated for important military use. The 
public availability of the entire legacy navigation message on the L1 C/A signal 
has historically caused costly CS disruptions when these reserved subframes were 
activated for intended and important military purposes. This is because of some 
SPS receivers whose designers have disregarded the reserved warning by creating a 
receiver dependence on the dataless intervals in these subframes.

3.7.2  Modernized Signals

As illustrated in Figure 3.40, the modernized signals include three new civil signals, 
an L2 civil (L2C) signal [29, 89], a signal at 1,176.45 MHz (115 f0) referred to as 
L5 [90, 91], and an additional signal at L1 called L1C [92]. The modernized mili-
tary signal, called M code, is also added on L1 and L2 [93]. The L2C and M code 
signals were first implemented along with legacy GPS signals on the Block IIR-M 
satellites, so L5 is not included. The first Block IIR-M satellite was launched in 
2005. Block IIR-M satellites were the first modernized versions of the Block IIR 
satellites that continued to support legacy GPS signals. The L5 modernized civil sig-
nal, often designated as the safety-of-life signal, was first included on the Block IIF 
satellites. The first Block IIF satellite was launched in 2010. The Block IIF satellites 
are the last of the Block II series and were intended to provide modernized signals 
until the advent of GPS III satellites (currently scheduled to be available for launch 
in 2018). The modernized L1 civil signal (L1C) will be available from GPS III and 
subsequent satellites.

Full monitoring, control, and navigation data for the modernized signals is not 
provided by the legacy CS. It must be either updated or replaced by the modernized 
CS OCX Block 2 becoming operational (not yet operational as of this edition). The 
L1C signal, like all modernized GPS signals, provides a pilot (dataless) component 
that improves carrier tracking. The L1C signal provides enhanced robustness and 
accuracy relative to the C/A signal, and enables improved interoperability with sig-
nals transmitted at the same carrier frequency by other satellite navigation systems.

Figure 3.40  Legacy only (top) and legacy plus modernized (bottom) GPS signals.
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3.7.2.1  L2C Signal

As shown in Figure 3.40, the L2 civil (L2C) signal uses the same BPSK-R(1) spread-
ing modulation as the C/A signal. However, the L2C signal is very different from 
the C/A signal in many other ways. First, L2C uses two different PRN codes per 
signal. The first PRN code is referred to as the Civil Moderate (CM) code because 
it employs a PRN code that repeats every 10,230 chips, which is considered to be 
of moderate length. The second spreading code, the Civil Long (CL) code, is an 
extremely long code with a length of 767,250 chips. As shown in Figure 3.41, these 
two spreading codes are generated, each with a 511.5 kchip/s rate, and are used in 
the following manner to generate the overall L2C signal. First, a 25-bps navigation 
data stream modulates the CM code after the navigation data has been encoded 
into a 50-baud stream with a rate ½ forward error correction (FEC) code. The 25-
bps data rate is one-half the rate of the navigation data on the C/A code and P(Y) 
code signals and was chosen so that the data on the L2C signal can be demodulated 
in challenged environments (e.g., indoors or under heavy foliage) where 50-bps 
data could not be. Next, the chip-by-chip multiplexing of the CM (with data) and 
CL codes forms the baseband L2C signal. The L2C signal has an overall chip rate 
of 2 × 511.5 kchip/s = 1.023 Mchip/s, needed for the BPSK-R(1) spreading modula-
tion. There are important differences between the L2C and C/A code signal power 
spectra; however, since both CM and CL are much longer than the length-1,023 
C/A code, the lines in the L2C power spectrum are spaced much more closely in 
frequency, and far lower in power, than the lines in the C/A code power spectrum. 
As will be discussed in Chapter 9, the lower lines in the L2C power spectrum lead 
to greatly increased robustness in the presence of narrowband interference.

The CM and CL codes are generated using the same 27-stage linear feedback 
shift register shown in Figure 3.42. A shorthand notation is used in the diagram. 
The number that appears in each block in the figure represents the number of 
stages (each holding 1 bit) between feedback taps. CM and CL codes for different 

Figure 3.41  Baseband L2C signal generator.
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satellites are generated by different initial loads of the register. The register is reset 
every 10,230 chips for CM and every 767,250 chips for CL. The CM code repeats 
75 times for each repetition of the CL code. At the 511.5 kchip/s, the period of the 
CM code is 20 ms [one P(Y) code data bit period] and the period of the CL code is 
1.5 seconds (one X1 epoch or Z-count).

The rate ½ constraint length 7 FEC scheme used to encode the 25-bps L2C 
navigation data into a 50-baud bit stream is shown in Figure 3.43.

The minimum specified received L2C signal power levels for signals broadcast 
from Block IIR-M and IIF satellites is −160 dBW and −158.5 dBW from GPS III 
satellites [29].

3.7.2.2  L5 Signal

The GPS L5 signal is generated as shown in Figure 3.44. Quadra-phase shift keying 
(QPSK) is used to combine an in-phase signal component (I5) and a quadra-phase 
signal component (Q5). Different PRN codes, each having length of 10,230 bits, 
are used for I5 and Q5. I5 is modulated by 50-bps navigation data that, after the 
addition of FEC using the same convolutional encoding as L2C, results in an overall 
symbol rate of 100 baud. A 10.23-MHz chipping rate is employed for both the I5 
and Q5 PRN codes resulting in a 1-ms code repetition period.

Neuman-Hofman (NH) synchronization codes [94] are modulated upon I5 and 
Q5 at a 1-kHz rate. For I5, the 10-bit NH code 0000110101 is generated over a 10-
ms interval and repeated. For Q5, the 20-bit NH code 00000100110101001110 
is used. Every 1 ms, the current NH code bit is modulo-2 added to the PRN code 
chip. For example, on I5, the PRN code repeats 10 times over each 10-ms interval. 

Figure 3.42  CM and CL PRN code generation.	

Figure 3.43  L2C data convolution encoder.
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During this interval, the PRN code is generated normally (upright) for repetitions 
1 to 4, 7, and 9 (the zero bits in the I5 NH code 0000110101) and is inverted over 
repetitions 5, 6, 8, and 10 (corresponding to the set bits in the I5 NH code). The 
start of the I5 NH code is aligned with the start of each 10-ms data symbol that 
results from the FEC encoding. The Q5 NH code is synchronized with the 20-ms 
data bits.

The I5 and Q5 PRN codes are generated using the logic circuit shown in Figure 
3.45, which is built around three 13-bit linear feedback shift registers. Every 1 ms, 
the XA coder is initialized to all 1s. Simultaneously, the XBI and XBQ coders are 
initialized to different values, specified in [91], to yield the I5 and Q5 PRN codes. 
The L5 minimum received power levels are shown in Table 3.17.

3.7.2.3  M Code Signal

The modernized military signal (M code) is designed exclusively for military use 
and is intended to become the primary signal for military use. During the transition 
period of replacing the GPS constellation with modernized SVs, the military user 
equipment has combined P(Y) code, M code and C/A code operation in the YMCA 
receiver. The primary military benefits that M code provides are improved secu-
rity plus spectral isolation from the civil signals to reduce interference from higher 
power M code modes that enhance jamming resistance. Other benefits include en-
hanced tracking and data demodulation performance, robust acquisition, and com-

Table 3.17  L5 Minimum Received 
Signal Power Levels [91]

SV

Signal 

I5 Q5

Block IIF (dBW) −157.9 −157.9

GPS III (dBW) −157.0 −157.0

Figure 3.44  L5 signal generation.
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patibility with the C/A code and P(Y) code. It accomplishes these objectives within 
the existing GPS L1 (1,575.42 MHz) and L2 (1,227.60 MHz) frequency bands. 

To accomplish the spectral separation shown in Figure 3.40, M code employs 
binary offset carrier (BOC) modulation. Specifically, M code uses a BOC(10,5) 
spreading modulation. The first parameter denotes the fundamental frequency of 
an underlying square wave subcarrier, which is 10 × 1.023 MHz, and the second 
parameter denotes the underlying M code generator code chipping rate, which is 
5 × 1.023 mega chips per second (Mcps). Figure 3.46 depicts a high level block 
diagram of the M code generator. It illustrates the 10.23-MHz BOC square wave 
modulation of the underlying 5.115 Mcps M code generator that results in the split 
spectrum signals of Figure 3.40.

Figure 3.45  I5 and Q5 PRN code generation.

Figure 3.46  M code signal generation.
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3.7.2.4  L1C Signal

The L1C signal, described in [32, 92, 95], has very different characteristics from 
those of other GPS signals. While it comprises pilot and data components like other 
modernized GPS signals, 75% of the signal power is allocated to the pilot compo-
nent and only 25% to the data component, rather than the 50%/50% power al-
location in other modernized GPS signals. Further, the two components are added 
in-phase using CDMA, rather than the time-division or phase quadrature division 
used by the other modernized GPS signals. Also, the pilot component and data 
component use different spreading modulations, with the spreading modulation for 
the pilot component selected to enhance tracking performance. Finally, the forward 
error encoding of the data messages uses a modern powerful encoding approach, 
low-density parity check (LDPC) encoding along with block interleaving, rather 
than the weaker convolutional encoding used on other modernized GPS signals.

Both components of the L1C signal are modulated onto the same L1 carrier as 
the C/A signal and L1P(Y) signal, in the same phase with each other and L1 P(Y), 
and in-phase quadrature with the C/A signal. There is no specified phase relation-
ship between L1C and the L1M signal. 

A BOC(1,1) spreading modulation is used for the data component. A time-
multiplexed BOC (TMBOC) spreading modulation is used for the pilot component, 
with each of the 10,230 spreading symbols consisting of 310 repetitions of a spe-
cific pattern of 33 spreading symbols. Each of these 33 spreading symbols has four 
BOC(6,1) symbols in the first, fifth, seventh, and thirtieth locations, and BOC(1,1) 
symbols in the other 29 locations. Figure 3.47 [95] illustrates this configuration of 
spreading symbols in both components, including the relative amplitudes needed to 
provide the uneven division of power between the components. 

The power spectral densities and autocorrelation functions of each L1C com-
ponent, assuming ideal long spreading codes that contribute no additional struc-
ture, are shown in Figures 3.48 and 3.49. The normalized (unit-power) power 
spectral density of the data component, for ideal long spreading codes, is given by
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while for the pilot component the corresponding power spectral density is 

Figure 3.47  Segments of spreading waveforms for L1C components [95].
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The normalized power spectral density of the L1C signal, assuming ideal long 
spreading codes, is then
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Figure 3.48  Normalized (unit-power) power spectral density and autocorrelation of L1C data component 
[95].
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Spreading codes for the L1C components are generated using modified Weil 
sequences, as described in [95]. As described in [92], these Weil-based codes are 
generated from a 10,223-length Legendre sequence that can be generated using 
a simple algorithm, or stored permanently, as shown in Figure 3.50 [92, 95]. The 
10,223-bit Weil sequences are constructed from the exclusive OR-ing of the Leg-
endre sequence and a circularly shifted Legendre sequence. A 7-bit expansion se-
quence is then inserted to produce a 10,230-bit spreading code. Choosing the num-
ber of circular shifts in constructing the Weil sequence, along with the insertion 
point of the expansion, yields the different spreading codes.

The L1C data message, described in Section 3.7.3.3, is modulated onto the 
signal at 100 symbols/second, meaning that each symbol has 10-ms duration. The 
duration of each data message is 18 seconds, or 1,800 symbols. Since the spread-
ing code duration is the same as the duration of a data message symbol, there is no 
need for an overlay code on the data component, unlike the L5 signal. However, as 
described in [92], an 1,800-bit-long overlay code is used on the pilot component at 
a 100-bps rate, making the duration of the overlay code 18 seconds. Consequently, 
when a receiver is aligned to the spreading code, it is also aligned to a data message 
symbol. Also, when a receiver is aligned to the overlay code, it is aligned to a data 
message.

Figure 3.49  Normalized (unit-power) power spectral density and autocorrelation of L1C pilot component 
[95].
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As described in [33], the L1C overlay codes are different for each signal. Fami-
lies of spreading codes and overlay codes sufficient for 210 signals are defined in 
[92], enabling sharing from these families with other satnav systems if desired, 
since GPS is not expected to need more than 63 of these. The first 63 L1C overlay 
codes are segments of different m-sequences that are generated using an 11-stage 
shift register. The remaining overlay codes are Gold codes generated using a com-
bination of two 11-stage shift registers. Figure 3.51 [95] shows these two registers. 
The coefficients mk differ for each PRN, yielding a different polynomial, and are 
given in [92] along with the initial values for each register.

3.7.3  Civil Navigation (CNAV) and CNAV-2 Navigation Data

All of the modernized data messages for L2C, L5, and L1C differ from LNAV in 
several important ways:

•• They are modulated onto a data component of the signal that is distinct from 
the pilot component primarily intended for tracking.

•• They employ flexible data messages, where different message types con-
taining different information can be transmitted in a variety of different se-
quences, rather than the fixed message structure employed in LNAV.

•• They use forward error control that enables not only detection, but also 
correction, of some errors made in receiver processing to interpret the data 
message.

Figure 3.50  Generation of L1C spreading codes [92, 95].
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•• They use much more powerful techniques that allow receivers to detect, with 
very high probability, random errors in reading data message bits.

•• They use higher precision representation of satellite ephemeris.

3.7.3.1  L2C CNAV Navigation Data

Section 3.3.3 and Appendix III of [29] describe the CNAV navigation data for L2C. 
The Block IIR-M/IIF, GPS III, and future SVs provide continuous L2C with CNAV 
navigation data on the L2 CM code, subject to control segment capability. Like 
the LNAV data message used on C/A and P(Y) signals, each satellite’s L2C CNAV 
message provides the information necessary to compute the precise locations of 
that satellite, along with time of transmission for that L2C signal. The data also 
includes a significant set of auxiliary information that may be used [e.g., to assist 
the receiver in acquiring new satellites, to translate from GPS system time to UTC, 
and to correct for a number of errors that affect the range measurements]. This 
section outlines the main features of the L2C CNAV message. For a more complete 
description, the interested reader is referred to [29].

Each L2C CNAV navigation message consists of 300 bits, having duration of 12 
seconds at the data rate of 25 bps. As shown in Figure 3.52 [29, 95], each message 
starts with an 8-bit preamble, followed by a 6-bit PRN number of the transmitting 
satellite, a 6-bit message type, a 17-bit message time of week (TOW) count, and 
a single-bit alert flag that indicating when the signal accuracy may be worse than 

Figure 3.51  Shift registers used to generate L1C overlay codes [95].
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indicated in other messages. Following these first 38 bits of the message are 238 
bits of message payload, followed by a 24-bit CRC covering the message contents. 
The entire message contents are encoded using half-rate constraint length-seven 
convolutional coding, producing 50 symbols per second. Messages are continu-
ously encoded independent of message boundaries so that, at the beginning of each 
new message, the encode registers contain the last 6 bits of the previous message.

Different message types have different structures and contents of their pay-
loads, as defined in [29]. Currently defined message types are listed in Table 3.18. 
The CS can direct that different message types be transmitted in different sequenc-
es, under certain constraints. Messages containing clock corrections and ephemeris 
are broadcast at least every 48 seconds. When the entire constellation is transmit-
ting L2C with a fully functional control segment, the reduced almanac will be 
broadcast at least every 20 minutes, and the full almanac will be broadcast at least 
every 2 hours. Time offsets to other SATNAV systems will be broadcast every 288 
seconds, or more often.

3.7.3.2  L5 CNAV Navigation Data

Section 3.3.3 and Appendix II of [91] describe the CNAV navigation data for L5. 
The Block IIF, GPS III and future SVs provide continuous L5 with CNAV naviga-
tion data on the I5 component of the L5 signal, with L5 Q5 a pilot component. The 
Block IIF, GPS III, and future SVs provide continuous L5 with CNAV navigation 
data, subject to control segment capability. The L5 data message is similar to that 
for the L2C signal in many ways. This section outlines the main features of the L5 
CNAV message. For a more complete description, the interested reader is referred 
to [91].

Each L5 CNAV navigation message consists of 300 bits, having duration of 
6 seconds at the data rate of 50 bps. The message structure is identical to that 
for L2C CNAV, shown in Figure 3.52. The entire message contents are encoded 
using half-rate constraint length-seven convolutional coding, producing 100 sym-
bols per second. Like L2C CNAV, L5 CNAV messages are continuously encoded 

Figure 3.52  L2C CNAV data message structure [29, 95].
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independent of message boundaries so that, at the beginning of each new message, 
the encode registers contain the last 6 bits of the previous message.

Different message types have different structures and contents of their pay-
loads, as defined in [91]. Currently defined message types are listed in Table 3.19. 
The CS can direct that different message types be transmitted in different sequences, 
under certain constraints. Messages containing clock corrections and ephemeris are 
broadcast at least every 24 seconds. When the entire constellation is transmitting 
L5 with a fully functional control segment, the reduced almanac will be broadcast 
at least every 10 minutes, and the full almanac will be broadcast at least every one 
hour. Time offsets to other SATNAV systems will be broadcast every 144 seconds 
or more often.

3.7.3.3  L1C CNAV-2 Navigation Data

Section 3.2.3.1 of [92] describes the L1C Message Structure and Section 3.5 of that 
same reference describes the CNAV-2 navigation data for L1C. The GPS III and 
future SVs will provide continuous L1C with CNAV-2 navigation data, subject to 
control segment capability. Like all of the previously described data messages, each 
satellite’s L1C CNAV-2 message provides the information necessary to compute 
the precise locations of that satellite, along with time of transmission for that L1C 
signal. The data also includes a significant set of auxiliary information that may be 
used, for example, to assist the receiver in acquiring new satellites, to translate from 
GPS system time to UTC, and to correct for a number of errors that affect the range 
measurements. This section outlines the main features of the L1C CNAV-2 message. 
For a more complete description, the interested reader is referred to [92].

While it is a flexible data message like the other CNAV messages, the L1C 
CNAV-2 message structure is entirely different from that of other GPS signals. Each 
L1C CNAV navigation message consists of 900 bits, having duration of 18 seconds 

Table 3.18  Currently Defined L2C Message Types [29, 95]
Message 
Type 
Number Message Contents

0 Default

10 Ephemeris 1 and Health

11 Ephemeris 2 and Health

12 Reduced Almanac

13 Differential Correction Parameters

14 Differential Correction Parameters

15 Text Message

30 Clock Correction, Ionosphere Correction, Group Delay

31 Clock Correction, Reduced Almanac

32 Clock Correction, Earth Orientation Parameters

33 Coordinated Universal Time Parameters

34 Differential Correction Parameters

35 GPS-to-GNSS Time Offsets (GGTO)

36 Clock Corrections and Text Message

37 Almanac
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at the data rate of 50 bps. Since the data message is aligned with the overlay code 
on the pilot component, no preamble is needed for the receiver to recognize the 
start of a message.

As shown in Figure 3.53 [95], each CNAV-2 message comprises three sub-
frames, each separately encoded. Subframe 1 is the time of interval (TOI) denoting 
system time at the start (leading edge) of the message. These 9 bits are encoded with 
a Bose, Chaudhuri, and Hocquenghem (BCH) code into 54 symbols, TOI denotes 
the number of 18-second messages that have occurred since the beginning of the 
current interval. Subframe 2 contains the clock corrections and ephemeris, along 
with 8 bits representing the interval time of the week (ITOW), all protected with 
a CRC. ITOW denotes the number of 2-hour intervals since the beginning of the 

Table 3.19  Currently Defined L5 Message Types
Message 
Type 
Number Message Contents

0 Default

10 Ephemeris 1

11 Ephemeris 2

12 Reduced Almanac

13 Clock Differential Correction

14 Ephemeris Differential Correction

15 Text

30 Clock Correction, Ionosphere Correction, Group Delay

31 Clock Correction, Reduced Almanac

32 Clock Correction, Earth Orientation Parameters

33 Clock and Coordinated Universal Time Parameters

34 Clock and Differential Correction Parameters

35 Clock and GPS-to-GNSS Time Offsets (GGTO)

36 Clock Corrections and Text Message

37 Clock and Midi Almanac

Figure 3.53  CNAV-2 data message structure [29, 95].
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GPS week. The 600 bits of subframe 2 are encoded with a half-rate, low-density 
parity check (LDPC) code into 1,200 symbols. Subframe 3 in sequential messages 
provides all of the other data message information in 250-bit pages, protected with 
a CRC. The 274 bits of subframe 3 are encoded with a half-rate LDPC code into 
574 symbols. The encoded symbols of subframes 2 and 3 are block interleaved 
before being modulated onto the data component of L1C.

Since subframe 2 bits are separately encoded, the symbols change only when 
the subframe 2 bits change, which is typically every two hours. When the bits have 
not changed, the receiver can use data symbol combining as explained in detail in 
[95]. Basically, if the receiver detects an uncorrected error after decoding subframe 
2, it can coherently add the soft decisions from the next subframe 2, increasing the 
signal-to-noise ratio and thus the likelihood that the resulting combined symbols 
can be successfully decoded without uncorrected errors. However, subframe 3 data 
typically changes with each message so data symbol combining cannot be used for 
subframe 3 data. 

Since TOI is the same from all SVs, it only needs to be read from one signal. 
The receiver can select the signal having highest received power for this purpose, or 
can use data symbol combining across messages for improved performance.

Different pages in subframe 3 have different structures and contents of their 
payloads, as defined in [92]. Currently defined message types are listed in Table 
3.20. The control segment can direct that different pages be transmitted in differ-
ent sequence.

3.8  GPS Ephemeris Parameters and Satellite Position Computation

We close the chapter with a discussion of the GPS ephemeris parameters and the 
computation of an SV’s position in ECEF coordinates. GPS almanac data and 
ephemeris data transmitted by the satellites include the Keplerian orbital elements, 
described in Section 2.3.1, plus additional parameters. Also, note that in the GPS 
ephemeris data, the time of perigee passage is converted to mean anomaly at epoch 
by (2.11). The orbital elements include a reference time, known as the time of epoch 
or time of ephemeris, at which the orbital elements were valid. Only at epoch are 
the orbital elements exactly as described by the given values, known as osculat-

Table 3.20  Currently Defined L1C Pages [95]
Page 
Number Message Contents

1 UTC and Ionospheric Corrections

2 GPS/GNSS Time Offset and Earth Orientation 
Parameters

3 Reduced Almanac Parameters

4 Almanac Parameters

5 Differential Correction Parameters

6 Text Message

7 Signal Phase for Each SV
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ing orbital elements. At all later times, the true orbital elements deviate from the 
osculating values. 

Because it is necessary for the GPS ephemeris message to contain very accurate 
information about the satellite’s position and velocity, it is insufficient to use only 
the osculating Keplerian orbital elements for computing the position of a GPS sat-
ellite, except very near the epoch of those elements. One solution to this problem 
would be to update the GPS ephemeris messages very frequently. Another solution 
would be for the GPS receiver to integrate the fully perturbed equation of mo-
tion, (2.7), which would include a detailed force model, from epoch to the desired 
time. Because these solutions are complex and computationally intensive, they are 
impractical for real-time operations. Therefore, the osculating Keplerian orbital 
elements in the GPS ephemeris message are augmented by correction parameters 
that allow the user to estimate the Keplerian elements fairly accurately during the 
periods of time between updates of the satellite’s ephemeris message. (Particulars 
on ephemeris message updating are provided in Section 3.3.1.4.) Any time after 
the epoch of a particular ephemeris message, the GPS receiver uses the correction 
parameters to estimate the true orbital elements at the desired time. 

In this section, we present the ephemeris data transmitted by the GPS satellites, 
and we show how the ephemeris data are used to compute the satellite position in 
ECEF coordinates. We show this for the legacy GPS ephemeris message in Section 
3.8.1, and for the civil navigation ephemeris message in Section 3.8.2.

3.8.1  Legacy Ephemeris Parameters

Table 3.21 summarizes the parameters contained in the GPS Legacy ephemeris mes-
sage. These parameters are found in Table 20-III of IS-GPS-200 [29]. As can be 
seen, the first seven parameters of the GPS ephemeris message are time of epoch 
and, essentially, the osculating Keplerian orbital elements at the time of epoch, with 
the exceptions that the semimajor axis is reported as its square root and that mean 

Table 3.21  Legacy GPS Ephemeris Data Definitions [29] 
t0e Reference time of ephemeris

a Square root of semimajor axis

e Eccentricity

i0 Inclination angle (at time t0e)

W0 Longitude of the ascending node (at weekly epoch)
w Argument of perigee (at time t0e)

M0 Mean anomaly (at time t0e)

di/dt Rate of change of inclination angle

Ω Rate of change of longitude of the ascending node

Dn Mean motion correction

Cuc Amplitude of cosine correction to argument of latitude

Cus Amplitude of sine correction to argument of latitude

Crc Amplitude of cosine correction to orbital radius

Crs Amplitude of sine correction to orbital radius

Cic Amplitude of cosine correction to inclination angle

Cis Amplitude of sine correction to inclination angle
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anomaly is used instead of time of perigee passage. The next nine parameters allow 
for corrections to the Keplerian elements as functions of time after epoch. (The os-
culating elements and associated particulars are described in detail in Section 2.3.1. 

Table 3.22 provides the algorithm by which a GPS receiver computes the posi-
tion vector of a GPS satellite (xs, ys, zs) in the ECEF coordinate system from the pa-
rameters in Table 3.21 using the ephemeris parameters from the legacy navigation 
message. The computation produces the ECEF coordinates of the antenna phase 
center of the satellite. For computation (3) in Table 3.22, t represents the GPS sys-
tem time at which the GPS signal was transmitted. In the notation of Table 3.22, 
the subscript k appearing in computation (3) and below means that the subscripted 
variable is measured at time tk, the time (in seconds) from epoch to the GPS system 
time of signal transmission.

There are a few subtleties worth noting in the computations described in Table 
3.22. First, computation (5), which is Kepler’s equation, (2.9), is transcendental 
in the desired parameter, Ek. Therefore, the solution must be carried out numeri-
cally. Kepler’s equation is readily solved either by iteration or Newton’s method. 

Table 3.22  Computation of a Satellite’s ECEF Position Vector Using Legacy GPS 
Navigation Message Data [29]

 (1) ( )2
a a= Semimajor axis

 (2)
µ

= + ∆
3

n n
a

Corrected mean motion, m = 398,600.5 × 
108 m3/s2

 (3) 0k et t t= − Time from ephemeris epoch

 (4) ( )0k kM M n t= + Mean anomaly

 (5) sink k kM E e E= − Eccentric anomaly (must be solved itera-
tively for Ek)

 (6)

21 sin
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ν
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−
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True anomaly

 (7) k kvf ω= + Argument of latitude

 (8) ( ) ( )sin 2 cos 2k us k uc kC Cdf f f= + Argument of latitude correction

 (9) ( ) ( )sin 2 cos 2k rs k rc kr C Cd f f= + Radius correction

(10) ( ) ( )sin 2 cos 2k is k ic ki C Cd f f= + Inclination correction

(11) k k ku f df= + Corrected argument of latitude

(12) ( )1 cosk k kr a e E rd= − + Corrected radius

(13) ( )0k k ki i di dt t id= + + Corrected inclination

(14) ( )( )0 0k e k e et tΩ = Ω + Ω − Ω − Ω   Corrected longitude of the ascending node

(15) cosp k kx r u= In-plane x position

(16) sinp k ky r u= In-plane y position

(17) cos cos sins p pk k kx x y i= Ω − Ω ECEF x-coordinate

(18) sin cos coss p pk k ky x y i= Ω + Ω ECEF y-coordinate

(19) sinps kz y i= ECEF z-coordinate
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A second subtlety is that computation (6) must produce the true anomaly in the 
correct quadrant. Therefore, it is necessary either to use both the sine and the co-
sine or to use a “smart” arcsine function. Also, to carry out computation (14), it 
is necessary to know the rotation rate of the Earth. According to IS-GPS-200 [29], 
this rotation rate is eΩ  = 7.2921151467×10−5 rad/s, which is consistent with the 
WGS 84 value to be used for navigation, although WGS 84 also provides a slightly 
different value in defining the ellipsoid. Finally, IS-GPS-200 [29] defines the value 
of π to be used by GPS user equipment as exactly 3.1415926535898.

As can be seen from the computations in Table 3.22, the variations in time of 
the orbital parameters are modeled differently for particular parameters. For ex-
ample, mean motion is given a constant correction in computation (2), which effec-
tively corrects the mean anomaly computed in (4). However, argument of latitude, 
radius, and inclination are corrected by truncated harmonic series in computations 
(8), (9), and (10), respectively. Eccentricity is given no correction. Finally, longitude 
of the ascending node is corrected linearly in time in computation (14). It is a mis-
nomer of GPS system terminology, as in Table 3.21, that the longitude of the as-
cending node, Ω0, is given at a weekly epoch. In reality, Ω0 is given at the reference 
time of ephemeris, t0e, the same as the other GPS parameters. This can be verified 
by inspection of computation (14) from Table 3.22. Reference [96] provides an 
excellent description of the trade-offs that resulted in the use of ephemeris message 
parameters and computations described in Tables 3.21 and 3.22.

3.8.2  CNAV and CNAV-2 Ephemeris Parameters

We conclude with a discussion on computation of an SV’s position in ECEF coordi-
nates from CNAV and CNAV-2 ephemeris message data contained in CNAV Mes-
sage Types 10 and 11 and CNAV-2 subframe 2. The CNAV and CNAV-2 ephemeris 

Table 3.23  CNAV/CNAV-2 Ephemeris Parameters
∆A Semimajor axis difference at reference time

A Change rate in semimajor axis

∆n0 Mean motion difference from computed value at reference time

0n∆  Rate of mean motion difference from computed value

M0 Mean anomaly at reference time

en Eccentricity

ωn Argument of perigee

t0e Ephemeris data reference time of week

Ω0n Longitude of ascending node of orbit plane at weekly epoch

∆Ω Rate of right ascension difference

i0n Inclination angle at reference time

i0n-DOT Rate of inclination angle

Cis-n Amplitude of sine correction to inclination angle

Cic-n Amplitude of cosine correction to inclination angle

Crs-n Amplitude of sine correction to orbital radius

Crc-n Amplitude of cosine correction to orbital radius

Cus-n Amplitude of sine correction to argument of latitude

Cuc-n Amplitude of cosine correction to argument of latitude
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parameters follow the same principles as the legacy GPS ephemeris parameters: 
there are Keplerian elements augmented by correction parameters. However, there 
are two main differences between the CNAV/CNAV-2 and legacy ephemeris param-
eters: (1) CNAV/CNAV-2 ephemeris messages have additional parameters, and (2) 
some of the CNAV/CNAV-2 parameters are expressed as differences from specified 
reference values, as opposed to absolute values. The additional parameters added to 

Table 3.24  Computation of a Satellite’s ECEF Position Vector Using CNAV/CNAV-2 Navigation 
Message Data

Element/Equation Description

(1) µ = 3.986005 × 1014 m3/s2 WGS 84 value of the Earth’s gravitational constant

(2) Ωe = 7.2921151467 × 10−5 rad/s WGS 84 value of the Earth’s rotation rate

(3) A0 = AREF + ∆A Semimajor axis at reference time, AREF = 
26,559,710m

(4) tk = t – t0e Time from ephemeris reference time

(5) ( )= + 
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(6) 0 3
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= Computed mean motion (rad/s)

(7) 0 0

1
2a kn n n t∆ = ∆ + ∆  Mean motion difference from computed value

(8) na = n0 + ∆na Corrected mean motion

(9) Mk = M0 + na tk Mean anomaly

(10) Mk = Ek – en Ek Kepler’s equation for eccentric anomaly (Ek), rad; 
solve by iteration for Ek, same as for legacy
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True anomaly calculation; first compute sinνk 
and cosνk . Then compute νk with the smart, or 
4-quadrant, arctan function (atan2 in many com-
puter languages).

(12) Φk = νk + ωn Argument of latitude

(13) δuk = Cus-nsin(2Φk) + Cuc-ncos(2Φk) Argument of latitude correction

(14) δrk = Crs-nsin(2Φk) + Crc-ncos(2Φk) Radial correction

(15) δik = Cis-nsin(2Φk) + Cic-ncos(2Φk) Inclination correction

(16) uk = Φk + δuk Corrected argument of latitude

(17) rk = Ak (1 – en cosEk) + δrk Corrected radius

(18) ik = i0n + (i0n-DOT)tk + δik Corrected inclination

(19) cosk k kx r u=′ x-position in orbital plane

(20) sink k ky r u=′ y-position in orbital plane

(21)
REFΩ = Ω + ∆Ω   Rate of right ascension; REFΩ  = −2.6 × 10−9 

semicircles/s

(22) ( )0n 0k e k e et tΩ = Ω + Ω − Ω − Ω   Corrected longitude of the ascending node

(23)
cos cos sink k k k k kx x y i= Ω − Ω′ ′  
sin cos cosk k k k k ky x y i= Ω + Ω′ ′  
sink k kz y i= ′

ECEF coordinates of space vehicle antenna phase 
center
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CNAV/CNAV-2 are rate of change of the following: semimajor axis and mean mo-
tion. The parameters expressed as differences instead of absolute values in CNAV/
CNAV-2 are the following: semimajor axis and rate of longitude of the ascending 
node. Finally, note that with CNAV/CNAV-2, semimajor axis is used, instead of 
square root of semimajor axis as in the legacy ephemeris message.

Table 3.23 summarizes the ephemeris parameters contained in the CNAV/
CNAV-2 ephemeris messages. These parameters are found in Table 30-I of IS-GPS-
200H [29] for CNAV and Table 3.5-1 in IS-GPS-800D [92] for CNAV-2. Table 
3.23 summarizes only the parameters required to compute the position of a GPS 
SV. The CNAV and CNAV-2 ephemeris messages contain additional parameters 
pertaining to signal health and user range error (URA) elevation-dependent ac-
curacy. For CNAV-2, there are additional parameters beyond those provided with 
CNAV, specifically for clock corrections to improve PNT accuracy. In addition, 
CNAV-2 has more parameters on URA elevation dependent accuracy and inter-
signal corrections. Nonetheless, the basic ephemeris parameters and method for 
computing space vehicle position are the same for CNAV and CNAV-2. 

Table 3.24 provides the algorithm by which a GPS receiver computes the posi-
tion vector of a satellite antenna phase center (xk, yk, zk) in the ECEF coordinate 
system from the parameters in Table 3.23. As with the legacy ephemeris computa-
tions, the value of π to be used is 3.1415926535898, and the WGS-84 rotation rate 
of the earth is eΩ  = 7.2921151467 × 10−5 rad/s. In computation (4) in Table 3.24, 
t represents the GPS system time at which the GPS signal was transmitted. In the 
notation of Table 3.24, the subscript k appearing in computation (4) and below 
means that the subscripted variable is measured at time tk, the time (in seconds) 
from epoch to the GPS system time of signal transmission.
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GLONASS
Nadejda Stoyanova, Scott Feairheller, and Brian Terrill 

4.1  Introduction

The Global Navigation Satellite System (GLONASS) is the Russian Federation 
counterpart to the U.S. GPS. [GLONASS as a program is capitalized, whereas, 
when addressing the actual space vehicles, only the first letter of the satellite name 
is capitalized (e.g., Glonass, Glonass-M, Glonass-K).] GLONASS provides military 
and civil multifrequency L-band navigation services for positioning, navigation, 
and timing solutions for maritime, air, land, and space applications both inside 
Russia and internationally.

The history of the GLONASS program is similar to GPS. Like GPS, the (then) 
Soviet military initiated the program in the mid-1970s to support military require-
ments. The first GLONASS satellite launched on October 12, 1982. An initial test 
constellation of four SVs was deployed by January 1984. Originally, GLONASS 
was funded to support naval demands for navigation and time dissemination. Early 
system testing convincingly demonstrated that GLONASS could also support civil-
ian use while concurrently meeting Soviet defense needs. Thus, the mission was 
broadened to include civilian users [1].

At a meeting of the Special Committee on Future Air Navigation Systems 
(FANS) of the International Civil Aviation Organization (ICAO) in 1988, the USSR 
offered the world community free use of GLONASS navigation signals for air safe-
ty. A similar offer was made at the 35th Session of the International Maritime 
Organization (IMO) Subcommittee of Navigation Safety in the same year [1, 2].

After the collapse of the Soviet Union in 1991, the Russians established a test 
constellation of 10 to 12 satellites. Extensive testing of the system followed. As a 
result, in September 1993, Russian President Boris Yeltsin officially proclaimed 
GLONASS to be an operational system, part of the Russian Armory, and the basis 
for the Russian Radio-navigation Plan [3].

Between April 1994 and December 1995, Russia conducted seven more 
launches, thus completing a 24-satellite constellation. In February 1996, these 
satellites were declared operational and the constellation was fully populated for 
the first time. However, a number of older satellites soon thereafter failed, and 
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the constellation quickly degraded. From 1996 through 2001, the Russians only 
launched two sets of three satellites, which eventually left the constellation with 
only 6 to 8 working spacecraft. It was not until 2011 that Russia was able to re-
store its constellation back to full global service.

During the buildup, the Government of Russia issued Decree 237 on March 
7, 1995, that opened the GLONASS C/A-code signals for civil use and guaranteed 
they would be available free of charge, affirming the Soviet 1988 statement. Russia 
also published and made publicly available an Interface Control Document (ICD), 
which detailed the structure of the open service GLONASS signals and navigation 
message. The latest version of the ICD was published in 2008 [4, 5].

Later, on February 18, 1999, the Russian President issued decree 38-RP, which 
declared GLONASS a dual-use system. This was followed by a decree on March 
29, 1999, opening GLONASS up for international cooperation [6, 7].

In August 2001, the Russians created the first federal targeted program for 
GLONASS for the years 2001-2011, stabilizing the program, securing funding, 
and developing the associated infrastructure. The program was further reinforced 
on May 17, 2007, by the President of the Russian Federation, Vladimir Putin, 
when issued Decree 638, declaring the GLONASS open service available to all 
national and international users without any limitations [8]. Today maintenance 
and modernization of GLONASS is financed through a federal targeted program, 
“Maintenance, Development, and Use of GLONASS 2012–2020,” which covers 
upgrades to the space, ground, and user segments, as well as transportation and 
geodetic applications [9].

By 2016, there had been 49 successful launches (plus 4 launch vehicle failures) 
in the program, placing in orbit a total of 86 Glonass satellites, 45 Glonass-M satel-
lites, 2 Glonass-K1 satellites, and 2 Etalon passive geodetic satellites. Details of the 
present constellation and each of these spacecraft types are provided next. 

4.2  Space Segment

4.2.1  Constellation

The GLONASS constellation nominally consists of 24 active satellites plus 6 on-or-
bit spares. (As of 2017, this number of on-orbit spares had not yet been achieved.) 
They are positioned in a 19,100-km orbit with a 64.8° inclination, and a period 
of revolution of 11 hours and 15 minutes. The 24 satellites are uniformly located 
in three orbital planes, 120° apart in right ascension. Each plane contains eight 
satellites, equally spaced with 45° displacement in argument of latitude, and a 15° 
argument of latitude difference between satellites in the same slot in two different 
planes. The ground track repeat cycle for GLONASS is 8 days (Figure 4.1) [5]. The 
current orbital configuration and overall system design (including satellite nominal 
L-band antenna beamwidths of 35° to 40°) provide navigation service to users up 
to 2,000 km above the Earth’s surface [1].

Each GLONASS satellite is assigned an orbital slot number from 1 to 24, which 
is relative to the satellite’s position within the constellation (see Figure 4.2). A 
24-satellite constellation provides continuous 4-satellite visibility from more than 
99% of the Earth’s surface. Under the 24-satellite concept, the performance of all 
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in-orbit satellites (nominally 30) will be determined by GLONASS controllers and 
the best 24 will be activated. The remaining satellites (nominally six) will be held 
for backup or in reserve. Periodically, the mix will be evaluated and, if necessary, a 
new best set of 24 will be defined [1, 3, 10, 11].

The constellation also includes two Etalon passive geodetic satellites in a slight-
ly elliptical medium earth orbit. They were launched on January 10, 1989, and 
May 31, 1989, each along with a pair of Glonass satellites. Each Etalon SV is a 
1.294-m diameter, 1,415-kg sphere covered with a retro-reflector array. The mis-
sion of the satellites was to establish a highly accurate terrestrial reference frame. 

Figure 4.1  GLONASS constellation structure.

Figure 4.2  GLONASS constellation orbital arrangement.
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Today, the Etalons are used by Russia, as well as the international space community 
to calibrate ground laser ranging equipment. 

4.2.2  Spacecraft

At the beginning of 2017, the GLONASS constellation was populated with two 
types of spacecraft: Glonass-M, which is a modernized version of the original legacy 
spacecraft launched from 1982 through 2005, and the newer Glonass-K spacecraft 
design, first launched in 2011. Russia plans to introduce the next generation of 
spacecraft, Glonass-K2, starting in 2018. 

4.2.2.1  Glonass Spacecraft

From 1982 through 2005, Russia launched Glonass series satellites (see Figure 4.3).  
These satellites were a traditional Russian design consisting of a pressurized, her-
metically sealed cylinder that is three-axis stabilized (i.e., oriented in all three axes 
of motion, usually measured as in-track, cross-track, and radial from the satellite’s 
point of view). Circulation of gas inside the pressurized vessel allows for cooling of 
the satellite electronics. Attached on the bottom of the spacecraft was the payload 

Table 4.1  GLONASS Constellation as of August 2016
Orbital 
Slot Plane Satellite Name Launch Date

1 1 Glonass-M/Kosmos-2456 December 14, 2009

2 1 Glonass-M/Kosmos-2485 April 26, 2013

3 1 Glonass-M/Kosmos-2476 November 4, 2011

4 1 Glonass-M/Kosmos-2474 October 2, 2011

5 1 Glonass-M/Kosmos-2458 December 14, 2009

6 1 Glonass-M/Kosmos-2457 December 14, 2009

7 1 Glonass-M/Kosmos-2477 November 4, 2011

8 1 Glonass-M/Kosmos-2475 November 4, 2011

9 2 Glonass-K1/Kosmos-2501 December 1, 2014

10 2 Glonass-M/Kosmos-2426 December 25, 2006

11 2 Glonass-M/Kosmos-2516 May 29, 2016

12 2 Glonass-M/Kosmos-2436 December 25, 2007

13 2 Glonass-M/Kosmos-2434 December 25, 2007

14 2 Glonass-M/Kosmos-2424 December 25, 2006

15 2 Glonass-M/Kosmos-2425 December 25, 2006

16 2 Glonass-M/Kosmos-2466 September 2, 2010

17 3 Glonass-M/Kosmos-2514 February 7, 2016

18 3 Glonass-M/Kosmos-2494 March 24, 2014

19 3 Glonass-M/Kosmos-2433 October 26, 2007

20 3 Glonass-M/Kosmos-2432 October 26, 2007

20 3 Glonass-K1/Kosmos-2471 February 26, 2011

21 3 Glonass-M/Kosmos-2500 June 14, 2014

22 3 Glonass-M/Kosmos-2459 March 2, 2010

23 3 Glonass-M/Kosmos-2466 March 2, 2010

24 3 Glonass-M/Kosmos-2461 March 2, 2010
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assembly. This assembly consists of the horizon sensor, laser retro-reflectors, a 
12-element navigation signal antenna, and various command and control anten-
nas. Attached to the sides of the pressurized cylinder are the solar panels, orbital 
correction engines, a portion of the attitude control system, and the thermal control 
louvers [1]. The original Glonass I satellite series carried two rubidium clocks with 
stability of 5 × 10−12 (at 1 day), whereas Glonass II spacecraft switched to three 
Cesium AFSs, thus bumping up the AFS stability to 5 × 10−13 (at 1 day) [12]. These 
Glonass satellites transmitted an L1 FDMA signal. (For signal descriptions, see Sec-
tion 4.7.)

4.2.2.2  Glonass-M Spacecraft 

Beginning in 2003, Russia began launching Glonass-M spacecraft (see Figure 
4.4), where M stands for modified. The Glonass-M is a modernized version of the 
Glonass spacecraft using upgraded electronics and supporting a number of new fea-
tures. The spacecraft carries three more-accurate cesium AFSs (1 × 10−13 at 1 day), 
a better attitude control system, and intersatellite navigation links (incorporated 
after the second Glonass-M satellite). These features reduced errors in measure-
ments of time and ephemeris calculation. Glonass-M also carries increased propel-
lant, improved the onboard batteries, and modernized spacecraft electronics, which 
increased the satellite design lifetime to 7 years. An improved navigation message 
transmits corrections between GPS and GLONASS time to facilitate joint use and 
navigation data authentication information every 4 seconds and navigation age-of-
data information. Glonass-M adds a second civil modulation on L2 signal. Since 
2014, newly launched Glonass-M spacecraft have transmitted an additional open 
CDMA service signal in L3. (For signal descriptions, see Section 4.7.)

Figure 4.3  Glonass spacecraft.
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Like the original Glonass SVs, the Glonass-M spacecraft consists of a pressur-
ized, hermetically sealed cylinder that is three-axis stabilized. In contrast, the solar 
panels are attached to the top of the cylinder and the payload assembly (attached 
on the bottom of the spacecraft), and are much larger in one dimension. The space-
craft mass is approximately 1,415 kg. This assembly consists of the horizon sensor, 
laser retro-reflectors, a 12-element navigation signal antenna, a cross-link antenna, 
and various command and control antennas. The longer assembly allows the navi-
gation payload and laser retro-reflector arrays to be mounted separately. Attached 
to the sides of the pressurized cylinder are the orbital correction engines, a portion 
of the attitude control system, and the thermal control louvers [1, 13–19].

As of the beginning of 2017, Russia had 7 Glonass-M satellites left for launch 
before completely retiring the series [9]. 

4.2.2.3  Glonass-K1 Spacecraft

Beginning in 2011, Russia began testing a new generation spacecraft, which repre-
sents a departure from legacy Soviet systems. The Glonass-K1 satellite (see Figure 
4.5) uses an Express-1000K unpressurized bus. The new bus offers several new fea-
tures: light honeycomb panel structure, heat pipe thermal control, radiation-hard-
ened electronics, and 17 m2 GaAs solar panels. Glonass-K1 satellites weigh only 
935 kg and currently launch on the Soyuz-2 space launch vehicle out of Plesetsk.

Just like its predecessors, Glonass-K1 carries a 12-element navigation signal 
antenna, laser retroreflectors, and an RF satellite-to-satellite crosslink. The first 
two Glonass-K1 satellites transmit the legacy FDMA signals for backwards com-
patibility, and the CDMA L3 open service signal already introduced on the latest 
Glonass-M satellites. (For signal descriptions, see Section 4.7.)

The Glonass-K1 satellites carry two cesium and two rubidium AFSs, which 
give the satellites AFS stability on the order of 0.5 to 5×10−13 (at 1 day), with that 
number expected to increase to 1 × 10−14 (at 1 day), starting with the third space-
craft in this series [13–20].

The Glonass-K satellites carry a search-and-rescue payload (SAR). The payload 
relays the 406-MHz SAR beacon transmissions that are designed to work with 

Figure 4.4  Glonass-M spacecraft.
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the currently deployed COSPAS-SARSAT system. This payload is similar in design 
and concept to the payload on the European Galileo satellite navigation system 
[13–19]. Glonass-K also carries a payload for confirmation of nuclear detonation 
(NUDET) and treaty verification [21].

Russia plans on launching nine more Glonass-K1 satellites before switching to 
the next generation [22].

4.2.2.4  Glonass-K2 Spacecraft

Starting in 2018, Russia will begin launching Glonass-K2 satellites (see Figure 4.6). 
The new spacecraft will be based on a modified Express-1000A bus, thus using 
triple junction GaAs solar cells and a lithium-ion battery. The satellite has a 10-
year design life. Its estimated weight is around 1,645 kg. While a launch vehicle for 
this satellite has not been specified yet, it is likely that a single Glonass-K2 launch 
will utilize a Soyuz-2 SLV, whereas a Proton-M SLV with a Briz-M upper stage 
will be able to deliver a pair of satellites to orbit. Glonass-K2 is expected to carry 
additional payloads, such as COSPAS-SARSAT and NUDET support, which were 
already introduced on the Glonass-K1 SV. The Glonass-K2 SVs are also expected 
to carry two cesium and two rubidium AFSs, which give the satellites AFS stability 
on the order of 0.5–1×10–14 (at 1 day).

Glonass-K2 will continue to carry the legacy FDMA signals for backwards 
compatibility. In addition to the L3 CDMA signal introduced on the latest Glonass-
M and Glonass-K1 satellites, the Glonass-K2 will also transmit CDMA signals in 
L1 and L2 [23] (see Section 4.7.7.9). 

4.2.2.5  Glonass-KM Spacecraft

While the satellite design is unknown at this point, this satellite generation will 
likely add the L5 frequency as a standard part of its payload. It will still transmit the 
legacy FDMA signals, in addition to the CDMA signals on L1, L2, and L3. 

Figure 4.5  Glonass-K1 spacecraft.
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4.3  Ground Segment

GLONASS is supported by a network of ground sites mainly located within the 
borders of Russia and augmented by monitor sites located throughout the rest of 
the world (see Figure 4.7). The ground-based control complex (GBCC) is respon-
sible for the following functions:

•• Measurement and prediction of individual satellite ephemeris;

•• Uploading of predicted ephemeris, clock corrections, and almanac informa-
tion into each GLONASS satellite for later incorporation into the navigation 
message;

•• Synchronization of the satellite clocks with GLONASS system time;

•• Calculation of the offset between GLONASS system time and UTC(SU);

•• Spacecraft command, control, housekeeping, and tracking [1].

4.3.1  System Control Center (SCC)

The SCC, formerly known as Golitsino-2, a military complex run by the Russian 
Space Forces, is located in Krasnoznamensk, about 40-km southwest of Moscow. 
The SCC schedules and coordinates all functions for GLONASS [1].

Figure 4.6  Glonass-K2 spacecraft.
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4.3.2  Central Synchronizer (CS)

The CS, or the system clock, is located near Schelkovo, about 20-km northeast of 
Moscow, and forms the GLONASS system time. GLONASS system time is also syn-
chronized to the Universal Time Coordinated of Russia, UTC (SU), which is main-
tained by the National Metrology Institute of the Russian Federation (VNIIFTRI) 
in Mendeleevo near Moscow. Signals from the central synchronizer are relayed to 
the phase control system (PCS), which monitors satellite clock time/phase as trans-
mitted by the navigation signals. The PCS performs two types of measurements 
in order to determine the satellite time/phase offsets. The PCS directly measures 
the range to the satellites by use of radar techniques. The PCS also simultaneously 
compares the satellite transmitted navigation signals to a reference time/phase gen-
erated by a highly stable frequency standard (relative error approximately 10−13) 
at the ground site. These two measurements are then differenced to determine the 
satellite clock time/phase offsets. Measurements from the PCS are used to predict 
the satellite clock time/phase corrections, which are uploaded by the ground station 
into the satellite. This comparison of each satellite’s time/phases errors is carried out 
at least on a daily basis [1, 24].

Figure 4.7  GLONASS ground segment.
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4.3.3  Telemetry, Tracking, and Command (TT&C)

TT&C stations measure individual satellite trajectories and uplink required control 
and payload information to the satellite’s onboard processor. Tracking involves be-
tween three and five measurement sessions, each lasting 10 to 15 minutes. Range to 
the satellite is measured by radar techniques with a maximum error of between 2m 
and 3m. These radio-frequency ranges are periodically calibrated using a laser rang-
ing device at the laser tracking stations. Each satellite carries laser retro-reflectors 
specifically for this purpose. Ephemeris is predicted 24 hours in advance and up-
loaded once per day. The spacecraft clock correction parameters are renewed twice 
a day. Any interruption in the normal operation of the ground segment interrupts 
the accuracy of GLONASS signals. Tests have shown that a spacecraft clock can 
maintain acceptable accuracy for no more than two to three days of autonomous 
operations. Although the satellite’s central processor is capable of 30 days of au-
tonomous operations, this variability in the time standard is the limiting component 
for autonomous GLONASS operations [1].

4.3.4  Laser Ranging Stations (SLR)

SLR stations calibrate radio-frequency tracking measurements and provide opti-
cal measurement for orbit determination for GLONASS [1, 3]. SLR stations are 
generally colocated with monitoring stations. The laser ranging network is also 
supported by an experimental multifunctional optical and laser complex located 
near Kitab in southern Uzbekistan on Mt. Maidanak. Cameras located on Mt. 
Maidanak are capable of measuring ranges to an object up to an altitude of 40,000 
km and down to a visible stellar magnitude of 16. The maximum error of satellite 
angular coordinate determination does not exceed 1 to 2 arc-seconds under normal 
operating conditions and 0.5 arc-second under special experimental conditions. 
The maximum ranging error is not more than 1.5 to 1.8 cm, and the error of the fix 
to the UTC (SU) scale is not more than ±1 µs. GLONASS measurements are relayed 
via secure radio link to the system control center once per hour. Mt. Maidanak pro-
vides unique climatic characteristics with more than 220 clear days annually, thus 
making it a reliable source of correction data to the system control center [1, 3].

4.4  GLONASS User Equipment

GLONASS is designed to support a wide variety of civil, commercial, and military 
PNT applications in Russia, and throughout the rest of the world. Note that time 
is user time scale to the National Reference of Coordinated Universal Time UTC 
(SU) [5].

The first Russian automotive navigation receiver to utilize GLONASS along 
with GPS was the Glospace-SGK70, released on December 27, 2007. At the time 
of this writing, GLONASS had been incorporated into Russian and Western GPS-
GLONASS or GNSS chipsets and incorporated in many consumer items such as 
phones since the 2011 timeframe. The first smart phone with GLONASS (and GPS) 
was the ZTE MTS 945 powered by Qualcomm’s Snapdragon MSM7x30 chipset 
[25]. The proposed civil applications include: terrestrial, air (aviation) and marine 
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navigation, disaster management, vehicle tracking and fleet management, integra-
tion with mobile phones, precise timing, collection of mapping and geodetic data, 
and visual and voice navigation for drivers. At the time of this writing, no specific 
information was available on planned military applications.

4.5  Geodesy and Time Systems

4.5.1  Geodetic Reference System

Since August 1993, geodetic support for GLONASS has been provided by the na-
tional coordinate system of the Russian Federation, Parametry Zemly, or the Earth 
Parameter System 1990 (PZ-90) (see Figure 4.8). The PZ-90 system was established 
by the Russian Ministry of Defense to replace the previously used Soviet Geodetic 
System 1985 (SGS-85). PZ-90 is similar in quality to the Earth model employed in 
WGS-84, which is used by GPS [26]. The basic characteristics of PZ-90 are pro-
vided in Table 4.2 [27–29].

Since its inception, the PZ-90 coordinate system has had two revisions in or-
der to improve consistency of broadcast orbits with WGS-84. The first revision 
was completed in 2002 (PZ-90.02) with the help of extensive data collects from 
geodetic satellites. PZ-90.02 was officially implemented with Decree 797, dated 
June 20, 2007. The latest enhancement, PZ-90.11, was introduced by Decree 1463 
on December 28, 2012, and was implemented on December 31, 2013, at epoch 
2010.0. Official support for orbital missions began on January 15, 2014 [30]. At 
one time, it was common practice to transform PZ-90 to or from other coordinate 
systems such as WGS-84 and ITRF (see Table 4.3). The latest realizations of PZ-
90, ITRF, and WGS 84 are coincident at the 1-cm level, which obviates the need 
for such transformations for most applications (see Table 4.3 and Section 3.5.1.1.) 

Figure 4.8  PZ-90 terrestrial network.
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Currently, Russia uses two National Reference Frames for surveying and map-
ping: the National Geodetic Reference Frame 1942 (SK-42) or the Krasovsky el-
lipsoid, and the Geodetic Reference Frame 1995 (SK-95). In 2017, Russia will 
transition all geodetic services from SK-42/SK-95 systems to a new national geo-
detic reference system called Geodetic Reference System 2011 (GRS-2011). The 
reference frame for GRS-2011 is provided by a network of around 50 astronomical 
geodetic stations (see Figure 4.9). Just like PZ-90.11, this system is aligned to ITRF 
at epoch 2011.0 [30, 31].

4.5.2  GLONASS Time

All GLONASS satellites are synchronized to a GLONASS Central Synchronizer 
(CS) time, which is kept in Moscow. The daily instability of the Central Synchro-
nizer hydrogen clocks is not worse than 2 × 10−15. GLONASS system time is also 

Table 4.2  PZ-90 Characteristics

Name and Designation of the Constant
Unit of 
Measurement Value for PZ-90.11

Fundamental Geodetic Constants

Angular rate of rotation of Earth (ω) rad/s 7.292 115 × 10−5

Geocentric gravitational constant, including atmosphere 
(GM)

m3/s2 398,600.44 × 109

Geocentric gravitational constant of atmosphere (GMA) m3/s2 0.35 × 109

Speed of light (c) m/s 299,792,458

Parameters of the Common Terrestrial Ellipsoid

Semimajor axis (αε) M 6,378,136

Denominator of compression (1/ α) unit of 
denominator

298.25784

Acceleration of gravity at the equator ( γε) Mgal 978,032.8

Correction in the acceleration of gravity, g, due to the at-
traction of atmosphere at sea level ( δγα)

mgal −0.9

Other Constants

Second harmonic coefficient (J0
2) — 1,082,625.7 × 10−9

Fourth harmonic coefficient (J0
4) — −2,370.9 × 10−9

Normal potential on the surface of the common terrestrial 
ellipsoid (U0)

m2/s 62,636,861

Table 4.3   Transformation Parameters for PZ-90, PZ-90.02, PZ-90.11, WGS 84 (G1150), and ITRF2008
No. From To ΔX(m) ΔY (m) ΔZ (m) ωX (mas) ωY (mas) ωZ (mas) M (10–6) Epoch

1 PZ-90 PZ-90.02 –1.07  
±0.10

–0.03  
±0.10

+0.02 
±0.10

0 0 –130  
±10

–0.220 
±0.020

2002.0

2 WGS 84 
(G1150)

PZ-90.02 +0.36 
±0.10

–0.08  
±0.10

–0.18  
±0.10

0 0 0 0 2002.0

3 PZ-90.11 ITRF2008 –0.003 
±0.002

–0.001 
±0.002

+0.000
±0.002

+0.019
±0.072

–0.042 
±0.073

+0.002
±0.090

–0.000 
±0.0003

2010.0

ΔX, ΔY, ΔZ: linear elements of reference system transformation for transforming system 1 to system 2, m. ωX, ωY, ωZ: angular elements of 

reference system transformation for transforming system 1 to system 2, rad. m: scale element of reference system transformation for trans-

forming system 1 to system 2.
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synchronized to the Universal Time Coordinated of Russia, UTC (SU), which 
is maintained by the National Metrology Institute of the Russian Federation 
(VNIIFTRI) in Mendeleevo near Moscow [5, 7].

Periodically, the time scales of GLONASS satellites are compared with the CS 
time scale. Corrections are computed and uploaded by the ground control segment 
to the satellites twice a day. The GLONASS time scale is also periodically corrected 
to account for leap second adjustments. Typically, this correction is performed once 
a year or 1.5 years at midnight (00:00:00 on January 1, April 1, July 1, or October 
1) by all UTC users. Users are generally notified at least 3 months in advance [5].

Given that the GLONASS time scale is periodically corrected to account for 
leap second adjustments, it is recommended that receivers simultaneously utilize 
the old and the corrected UTC (SU) (prior to and after the correction) in order to 
generate smooth and valid series of pseudorange measurements, and be able to 
resynchronize the data string time mark without loss of signal tracking.

4.6  Navigation Services

GLONASS provides an authorized (military) navigation and a civil navigation ser-
vice similar to GPS. Both services are transmitted on both the L1 and L2 radio 
frequency bands. A new civil service in L3 has been added to newer Glonass-M and 
Glonass-K1 satellites. (The L3 signal is described in Section 4.7.9.

The high-accuracy (authorized) service is designated by VT (vysokaya toch-
nost, or high accuracy) by the Russians, and designed as the P-code in this chapter. 
The P-code is retained exclusively for Russian military use while the less accurate 
(open) service is for civil use [5]. The high-accuracy service is not encrypted; how-
ever, it has an anti-spoofing capability [32].

Figure 4.9  GRS-2011 terrestrial network. 
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The open service is designated as ST by the Russians and designated as C/A 
code in this chapter. The C/A code is for military, civil and commercial use. By 
2016, open service user positioning accuracy was estimated around 1.4m (horizon-
tal), with that number eventually reaching 0.6m (horizontal) by 2020 [33].

Russia has developed several types of GLONASS differential services. (Differ-
ential services are described in Chapter 12.) They have deployed a coastal differen-
tial service for GLONASS and GPS using maritime radio beacons, similar to other 
services operating around the world. The Russians actively participated in RTCM 
Special Committee SC-104 that developed the series of standards that permit the 
seamless use of DGPS, differential GLONASS, and differential GPS/GLONASS ser-
vices [1].

4.7  Navigation Signals

At the time of this writing, older Glonass-M satellites transmitted military and civil 
FDMA navigation signals at the L1 and L2 bands. The new Glonass-K1 and newer 
Glonass-M satellites transmit identical FDMA signals at L1 and L2 (see Section 
4.7.1) and a new civil code division multiple access (CDMA) signal in the L3 band 
(see Section 4.7.9). At the time of this writing, the most recent ICD was Version 5.1 
dated 2008 and only provides details on the FDMA L1 and L2 signals [5].

4.7.1  FDMA Navigation Signals 

Unlike GPS, where each satellite transmits a unique PRN for each signal [e.g., one 
for the C/A modulation and one for the P(Y) modulation] on the same radio fre-
quency (i.e., CDMA), each visible GLONASS satellite transmits the same PRN on 
a different radio frequency (i.e., FDMA) to distinguish between satellites in the 
constellation. Historically, GLONASS is the only SATNAV system to use FDMA 
modulation [5].

FDMA can result in larger, more expensive receivers because of the extra front-
end components required to process multiple frequencies in some designs. In con-
trast, a CDMA signal can more easily be processed with the same set of front-
end components. Section 8.3.10 provides details on design guidelines to adapt the 
receiver front end to process all of the SV signals centered at the GLONASS L1 
frequency. 

FDMA does have some redeeming qualities in terms of interference rejection. 
A narrowband interference source that disrupts only one FDMA signal would dis-
rupt all CDMA signals simultaneously. Furthermore, FDMA eliminates the need to 
consider the interference effect between multiple signal codes (cross-correlation). 
Thus, GLONASS offers more frequency-based interference rejection options than 
GPS and also has a more simplified code selection criterion. GLONASS satellites 
transmit signals centered on two discrete L-band carrier frequencies. Each carrier 
frequency is modulated by the modulo-2 summation of either a 511-kHz or 5.11-
MHz PRN ranging code sequence and a 50-bps data signal. This 50-bps data signal 
contains the navigation frames and is denoted as the navigation message. Figure 
4.10 shows a simplified block diagram of the signal generator. Details of the fre-
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quencies, modulation, PRN code properties, and navigation message are covered 
next [1, 34, 35].

4.7.2  Frequencies

Each GLONASS satellite is allocated a distinct pair of carrier frequencies, referred 
to as L1 and L2. Each of those distinct carrier frequencies is defined by the follow-
ing equations:

	 fL1 (k) = (1602.0 + k0.5625) MHz	
	 fL2 (k) = (1246.0 +k0.4375) MHz	

where K is an integer value between −7 and + 6 that defines each distinctly allocated 
carrier frequency [5]. The spacing between adjacent frequencies on L1 is 0.5625 
MHz and 0.4375 MHz for L2. Originally, K was a unique integer for each satellite 
and varied from 0 to 24. However, it was discovered that L1 signal transmissions 
interfered with radio astronomy measurements of the hydroxyl (OH) radical near 
1,612 MHz. In accordance with recommendation by the International Telecom-
munications Union (ITU), in 1998, the initial frequency allocation was modified to 
k = 0, …, 12, and in 2005, negative channels were introduced, thus changing the 
channel range to k = −7, …,+6. This channel limitation is addressed by assigning the 
same K number to satellites on opposite sides of the Earth (antipodal). This center 
frequency modification has little effect on terrestrial users who cannot see antipodal 
satellites simultaneously [5].

The values of K listed above are the proposed values for satellites operating 
under normal conditions. Other values of K may be assigned for certain com-

Figure 4.10  GLONASS signal generator. (Courtesy of Brian Terrill.)



206	������� GLONASS

mand and control processing or under exceptional circumstances according to the 
Russians [1].

4.7.3  Modulation

In a similar manner to the legacy GPS signals, each satellite modulates its L1 car-
rier frequency with two PRN ranging sequences. One sequence, called the P-code, 
is reserved for military purposes. The other sequence, called the C/A-code, is for 
civil use and aids acquisition of the P-code. Each satellite modulates its L2 carrier 
frequency solely with the Modulo-2 summation of P-code and navigation data. The 
P-code and C/A-code sequences are the same for all satellites [1, 34, 35].

4.7.4  Code Properties

Both GLONASS and GPS use pseudorandom codes that facilitate satellite-to-user 
ranging and have inherent interference rejection. GLONASS C/A-code and P-code 
sequences are described next [1, 34, 35].

GLONASS C/A-code has the following characteristics:

•• Code type: Maximum length 9-bit shift register;

•• Code rate: 0.511 Mchips/s;

•• Code length: 511 chips;

•• Repeat rate: 1 ms.

A maximum-length code-sequence exhibits predictable and desirable auto-
correlation properties (see Section 2.4). The 511-bit C/A-code is clocked at 0.511 

Table 4.4  GLONASS Nominal L1 and L2 
FDMA Frequencies

No. of  
Channel

Nominal Value 
of Frequency 
in L1 Subband 
(MHz)

Nominal Value of 
Frequency in L2 
Subband (MHz)

06 1,605.375 1,248.625

05 1,604.8125 1,248.1875

04 1,604.2500 1,247.7500

03 1,603.6875 1,247.3125

02 1,603.125 1,246.4375

01 1,602.5625 1,246.000

00 1,602.0000 1,245.5625

−01 1,601.4375 1,245.5625

−02 1,600.8750 1,245.1250

−03 1,600.3125 1,244.6875

−04 1,599.7500 1,244.2500

−05 1,599.1875 1,243.8125

−06 1,598.6250 1,243.3750

−07 1,598.0625 1,242.9375
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Mchips/s, thus the code repeats every millisecond. This use of a relatively short 
code clocked at a high rate produces undesirable frequency components at 1-kHz 
intervals that can result in cross-correlation between interference sources, reducing 
the interference rejection benefit of the spread frequency spectrum. On the plus 
side, the FDMA nature of the GLONASS signal significantly reduces any cross-
correlation between satellite signals because of the frequency separation. The rea-
son for the short code is to allow quick acquisition, requiring a receiver to search 
a maximum of 511 code phase shifts. The fast code rate is necessary for range dis-
crimination, with each code phase representing approximately 587m. Figure 4.11 
shows the structure for shift registers used to generate the C/A-spreading code [5].

4.7.5  GLONASS P-Code

Because the P-code is strictly a military signal, there is very little Russian informa-
tion available on the GLONASS P-code. Most P-code information is derived from 
analysis of the code performed by various independent individuals or organizations 
such as Dr. Peter Daly and his graduate students at the University of Leeds, United 
Kingdom. Based on such analysis, the P-code characteristics are [35–38]:

•• Code type: Maximum length 25-bit shift register;

•• Code rate: 5.11 Mchips/s;

•• Code length: 33,554,432 chips;

•• Repeat rate: 1 second (repeat rate is actually at 6.57-second intervals, but 
chipped sequence is truncated such that it repeats every 1 second) [35–38].

As with the C/A code, the maximum length code has exceptional, predictable, 
auto-correlation properties. The significant difference between the P-code and 
the C/A code is that the P-code is much longer compared to its clock rate, thus 

Figure 4.11  GLONASS C/A-code shift register [5].
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repeating only once every second. Although this produces undesirable frequency 
components at 1-Hz intervals, the cross-correlation problem is not as severe as 
with the C/A-code. As with the C/A-code, FDMA virtually eliminates any problems 
involving cross-correlation between GLONASS satellite signals. While the P-code 
gains in terms of correlation properties, it sacrifices in terms of acquisition. The P-
code contains 511 million code phase-shift possibilities. Thus, a receiver typically 
acquires C/A code first, and then uses the C/A code to help narrow the number of 
P-code phase shifts to search. Each P-code phase, clocked at 10 times the C/A code, 
represents 58.7m in range. A handover word (HOW) like the one used in GPS to 
facilitate handover to P(Y) code is not necessarily needed. The GLONASS P-code 
repeats once every second, making it possible to use the timing of the C/A code 
sequence to assist in the handover process. This is an example of one more design 
trade-off between the desired security and correlation properties of a long sequence 
and the desire for a faster acquisition scheme. GPS employs the former implemen-
tation while GLONASS employs the latter [35]. Figure 4.12 shows the structure for 
shift registers used to generate the P-code [36].

4.7.6  Navigation Message

Unlike GPS, GLONASS has two types of navigation messages. The C/A code navi-
gation message is modulo-2 added to the C/A code at the satellite, whereas a P-code 
unique navigation message is modulo-2 added to the P-code. Both navigation mes-
sages are 50-bps data streams. The primary purpose of these messages is to provide 
information on satellite ephemeris and channel allocations. The ephemeris informa-
tion allows the GLONASS receiver to accurately compute where each GLONASS 
satellite is located at any point in time. Although ephemeris is the predominant 
navigation information, there is an assortment of other items provided such as:

•• Epoch timing;

•• Synchronization bits;

•• Error correction bits;

•• Satellite health;

•• Age of data;

•• Spare bits.

Figure 4.12  GLONASS P-code shift register [37]. (Courtesy of Brian Terrill.)
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In addition, the Russians plan on providing data that will facilitate the com-
bined use of GPS and GLONASS, particularly the difference between GLONASS 
system time and GPS system time. An overview of the C/A-code and P-code naviga-
tion messages is provided next [34, 35].

4.7.7  C/A Navigation Message

Each GLONASS satellite broadcasts a C/A-code navigation message that contains 
a superframe consisting of 5 frames. Each frame contains 15 lines with each line 
containing 100 bits of information. Each frame takes 30 seconds to broadcast, so 
the entire superframe is broadcast once every 2.5 minutes [5, 34].

The first 3 lines of each frame contain the detailed ephemeris for the satellite 
being tracked. Since each frame repeats every 30 seconds, a receiver will receive a 
satellite’s ephemeris within 30 seconds once data reception begins [34].

The other lines of each frame consist primarily of approximate ephemeris (i.e., 
almanac) information for all the other satellites in the constellation. Each frame 
can hold the ephemeris for 5 satellites. Since the constellation will have 24 satel-
lites, all 5 frames must be read in order to get the approximate ephemeris for all the 
satellites. This takes approximately 2.5 minutes [1, 34].

The approximate ephemeris information is not as accurate as the detailed 
ephemeris and is not used for the actual ranging measurement. Nonetheless, the 
approximate ephemeris is sufficient to allow the receiver to quickly align its code 
phase and acquire the desired satellite. Once acquired, the satellite’s detailed ephem-
eris is used for the ranging measurement. As with GPS, the ephemeris information 
is often valid for hours. Therefore, a receiver does not need to continually read the 
data message in order to compute accurate position. Figure 4.13 shows the struc-
ture of C/A-code navigation message [5].

4.7.8  P-Code Navigation Message

The Russian military has not publicly published any specifics on their P-code. None-
theless, a number of independent organizations and individuals have investigated 
the P-code waveform and published their results [34].

The following information is extracted from the published information. The 
important thing to remember is that the Russians publicly provided the detailed 
information on their C/A-code data message and have given certain guarantees 
regarding its continuity. No such information or guarantees exist regarding the P-
code data. Thus, the P-code data structure described next may change at any time 
without notice.

Each GLONASS satellite broadcasts a P-code navigation message consisting of 
a superframe, consisting of 72 frames. Each frame contains 5 lines with each line 
containing 100 bits of information. Each frame takes 10 seconds to broadcast, so 
the entire superframe is broadcast once every 12 minutes [34].

The first 3 lines of each frame contain the detailed ephemeris for the satellite 
being tracked. Since each frame repeats every 10 seconds, a receiver will receive a 
satellite’s ephemeris within 10 seconds once data reception occurs. The other lines 
of each frame consist primarily of approximate ephemeris information (i.e., alma-
nac) for the other satellites in the constellation. All 72 frames must be read to get all 
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the ephemeris, taking 12 minutes [34]. Figure 4.14 shows the structure of P-code 
navigation message [35].

4.7.9  CDMA Navigation Signals 

In 2012, as part of the GLONASS modernization efforts, Russia signed a new fed-
eral targeted program, Maintenance, Development, and Use of GLONASS 2012-
2020, according to which the next-generation spacecraft would carry both legacy, 
as well as new signals with code division [9]. The new signals provide better accu-
racy, improved multipath resistance, and greater interoperability with other GNSS 
systems because of their CDMA modulation. The Glonass-K1 and new Glonass-M 

Figure 4.13  GLONASS C/A-code frame and message structure [5].
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satellites transmit a test open service signal on L3 only, whereas future Glonass-K2 
satellites will transmit signals in L1, L2, and L3, using a different design.

At the time of this writing, newly launched Glonass-K1 and Glonass-M sat-
ellites were transmitting a test civil CDMA signal in the L3 band designated as 
L3OC. The first satellite carrying the L3OC signal, Glonass-K1, was launched on 
February 26, 2011. Since 2014, newly launched Glonass-M spacecraft also carry 
the new L3OC signal. Although an updated GLONASS Interface Control Docu-
ment was still pending publication, limited data on the signals has been published 
[39]:

•• Frequency: The new GLONASS L3OC signal is centered at 1,202.025 MHz.

•• Modulation: The L3OC signal is modulated onto the carrier using quadra-
ture phase-shift keying (QPSK), with an in-phase data channel and a quadra-
ture pilot channel (see Figure 4.15).

•• Code properties: The L3OC signal has the following code characteristics:

•	 Code type: Maximum length 9-bit shift register;

Figure 4.14  GLONASS P-code frame and message structure [38].
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•	 Code rate: 10.23 Mchips/s;

•	 Repeat rate: 1 ms [39].

•• Navigation message: The L3OC navigation message consists of 8 naviga-
tion frames to facilitate complete information for a 24-satellite constellation 
broadcasting the L3OC CDMA signals. Each frame will include 5 strings 
and will last 15 seconds. The entire superframe will rebroadcast every 2 
minutes. When the constellation reaches 30 satellites broadcasting CDMA 
L3OC, the navigation frames will increase to 10, and the length of the su-
perframe to 2.5 minutes, respectively. Every navigation frame has a full set 
of ephemerides for the current satellite and part of the system almanac for 
three satellites. The full system almanac is broadcast in one superframe. A 
time marker is located at the beginning of a string and given as a number of 
a string within the current day in the satellite time scale [40].

•• Future Glonass-K2 CDMA signals: At the time of this writing, only limited, 
fragmented information was available on the modulation signal structure 
and navigation message for the future civil and military CDMA signals on 
Glonass-K2 spacecraft. Like planned signals for GPS, Galileo, and Beidou, 
Glonass-K2 satellites will transmit signals using BPSK and BOC modulations. 
The two-channel structure (information/data and dataless pilot channel) al-
ready introduced with the text L3OC will be retained. Additionally, time 
division multiplexing will be added, as well as encrypted military channels.
  The ICD covering future CDMA signals is yet to be published; however, 
some preliminary information is available in Russian academic literature 

Figure 4.15  Glonass-K1 L3 CDMA signal generator [39]. (Courtesy of Brian Terrill.)
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[41]. The main known attributes of the future CDMA K2 signals are in Table 
4.5.

•• Future Glonass-KM CDMA signals: At the time of this writing, no design 
data was available on the signal structure on future Glonass-KM spacecraft. 
It is expected that the satellites will continue to carry the legacy FDMA sig-
nals, the CDMA signals already introduced on Glonass-K2, and introduce a 
new L5 signal centered at 1,176.45 MHz [42].
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Galileo
Daniel Blonski, Igor Stojkovic, and Sylvain Loddo 

GNSS has become the standard means of navigation, positioning, and timing with 
widespread applications in a large variety of fields. Recognizing the strategic im-
portance of these applications, Europe developed its own GNSS strategy in the 
early 1990s. This strategy resulted first in a European SBAS, EGNOS (see Section 
12.6.1.2), and then continued towards the implementation of a complete European 
SATNAV system referred to as Galileo. The focus of this chapter is to provide a 
detailed description of the technical aspects of Galileo.

5.1  Program Overview and Objectives

The Galileo program is Europe’s initiative for a state-of-the-art SATNAV system, 
providing a highly accurate global positioning and timing service under civilian 
control. Galileo will provide Europe with independence in satellite navigation but 
it will also be interoperable with the other SATNAV systems.

In 1999, the European Commission (EC) and the European Space Agency 
(ESA) established the fundamental need for the development of a European GNSS 
component [1, 2]. Based on the experience with EGNOS and consultations with 
global stakeholders, the following key objectives were identified:

•• To increase control of satellite-based safety critical navigation systems;

•• To ensure positioning and timing services for European users with the objec-
tive of reducing the risk in case of a policy change affecting access to GPS;

•• To support the competitiveness of European industries in the global SAT-
NAV market and to grant access to the development of GNSS technologies.

These objectives were analyzed as part of the Galileo comparative system stud-
ies conducted by ESA in the period 1999 to 2000. The result of the studies was a 
recommendation to develop a global SATNAV system with a similar design as the 
existing GPS and GLONASS systems. The early design phases were cofunded by 
both ESA and EC. 
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The European Union (EU) is the owner of the Galileo system and its 28 mem-
ber states are important stakeholders of the program. The EC, being the executive 
body of the EU, is the Program Manager of the European GNSS program. 

ESA is the technical design authority of the Galileo system. Since the 1990s, 
ESA has led SATNAV activities in Europe. In the 2000s, ESA and its industrial 
partners were driving the consolidation of the system design based on the Galileo 
System Test-Bed (GSTB) activities targeting the validation of ground processing 
techniques. The GIOVE A (Galileo In-Orbit Validation Phase Element) and GIOVE 
B satellites, launched in 2005 and 2008, respectively, validated new space technolo-
gies in orbit (e.g., the clocks) [3]. Those early activities were the foundation of the 
system development leading to a successful In Orbit Validation (IOV) campaign 
based on the first complete version of the Galileo ground segments and four IOV 
satellites in 2013 [4]. Accomplishing a successful service validation campaign, per-
formed throughout 2016, the European Commission declared the start of the Gali-
leo Initial Services on December 15, 2016 [5].

Today, ESA is leading the completion of the system through its FOC, expected 
to be reached in 2020. ESA is responsible for the finalization of the development 
and deployment of the Galileo system. As part of this role, ESA is in charge of the 
operational validation and will hand over the infrastructure in incremental system 
builds to the EC and the European GNSS Agency (GSA) for service provision and 
exploitation. ESA is supported by industrial contractors providing system engineer-
ing technical assistance (SETA). The SETA prime contractor is Thales Alenia Space 
Italia (TAS-I), which is supported by Thales Communications France (TCS) Airbus 
Defence and Space Germany (ADS-G).  

GSA is supporting the EC for the promotion, commercialization, operation, 
and exploitation of the European GNSS infrastructure: EGNOS and Galileo. The 
GSA, on behalf of the EC, is managing EU GNSS Framework Programme activities 
and ensures the certification and accreditation of the system components of Galileo 
and EGNOS.

5.2  Galileo Implementation 

The development of the Galileo system has followed an incremental approach. Each 
of the subsequent phases had its own set of objectives. The two major implementa-
tion phases are:

1.	 The IOV phase provides the end-to-end validation of the Galileo system 
concepts based on an initial constellation of four operational Galileo space-
craft and a first ground segment, implementing all key functions of a global 
SATNAV system.

2.	 The FOC phase will complete the deployment of the Galileo constellation 
and ground infrastructure and achieve full operational validation and sys-
tem performance. During the deployment completion, the infrastructure 
will be integrated and tested in system builds that contain gradually en-
hanced segment versions, increasing the number of remote elements and 
satellites.  
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As part of the IOV phase, two experimental satellites, GIOVE A (launched in 
December 2005) and GIOVE B (launched in April 2008), contributed to the char-
acterization of the radiation environment in MEO and the validation of ground 
processing techniques that evolved from the early GSTB experimentation. The 
broadcast of the experimental GIOVE signals secured the spectrum required for 
Galileo in accordance with International Telecommunication Union (ITU) World 
Radiocommunication Conference frequency allocations to the RNSS. Further-
more, both satellites enabled performance testing of critical payload technology 
(e.g., AFSs, radiation hardened digital technology) in the Galileo MEO target orbit. 
The satellites, together with a ground segment prototype, allowed end-to-end test-
ing of the fundamental system concepts before the development of elements of the 
final system was completed [3].

The objectives of the IOV phase were accomplished with the completion of the 
IOV Test Campaign, during which the core functions of the final Galileo system 
have been successfully tested.

The ongoing FOC phase will lead to the fully deployed and validated Galileo 
system. During this phase, the Galileo system will be handed over in stages to the 
EC and the GSA for service provision and exploitation. 

5.3  Galileo Services

The Galileo system is expected to meet a variety of user needs. The set of specified 
services form the basis of the system design and operations and have been used 
to consolidate the main features of the Galileo navigation system. However, the 
capabilities of the system will serve a much larger range of applications, well be-
yond the scope of the defined services. This section focuses on a description of the 
Galileo services identified to form the core mission. These services will be provided 
worldwide and independently from other SATNAV systems, by using the signals 
broadcast from the Galileo satellite constellation. 

The reference services envisaged for the Galileo FOC phase are: the Open Ser-
vice (OS), the Commercial Service (CS), the Public Regulated Service (PRS), and the 
support for the satellite-aided Search and Rescue (SAR) service. Beyond providing 
the reference services, the signals emitted by Galileo satellites are interoperable 
with other GNSS signals, and therefore enable a much wider range of applications 
relying on utilization of multiple GNSS constellations in parallel. Key aspects of 
interoperability are addressed in Section 5.6. The expected system performance of 
the FOC system is presented in Section 5.8. 

5.3.1  Galileo Open Service

The Galileo OS will provide publicly accessible PVT information to worldwide us-
ers through the ranging signals on three frequencies designated as E1, E5a, and E5b. 
This service is suitable for mass-market applications, such as in-car navigation or 
personal navigation by mobile phones. The targeted dual-frequency performance 
of the OS, as defined in the High Level Definition document [6], is summarized in 
Table 5.1. 
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This performance will be achievable by users at any point in the global service 
area with a very high availability provided that the users are equipped with receiv-
ers that track and process signals of all Galileo satellites with an elevation higher 
than 5° above the local horizon. The minimum performance levels of the Galileo 
Initial Open Service have been published in the Open Service Definition Document 
[7], following the declaration of Initial Services by the EC (see Sections 5.8.2.2 and 
10.2.4.1).

5.3.2  Public Regulated Service

The public regulated service (PRS) will provide PVT capabilities to government-
authorized users requiring a higher level of protection (e.g., increased robustness 
against interference or jamming). The PRS signals will be encrypted, and access to 
the service will be controlled through a government-approved secure key distribu-
tion mechanism. The PRS will only be accessible through receivers equipped with a 
PRS security module loaded with a valid PRS decryption key. The PRS service will 
be provided in the E1 and E6 bands. 

5.3.3  Commercial Service

The CS will allow the development of professional applications by supporting the 
dissemination of value-added data on a dedicated commercial service signal. The 
CS features a global broadcast of such value-added data in real time in the E6 band. 
The currently envisaged services that might be provided by means of the CS signal 
are related to high accuracy and authentication [8]. 

5.3.4  Search and Rescue Service

SAR/Galileo, the Galileo search and rescue service, comprises the forward link alert 
service (FLS) providing timely and accurate detection and localization of emergency 
beacon alerts and the return link service (RLS) providing a means to deliver short 
messages to emergency beacons equipped with Galileo receivers.

The Galileo constellation is equipped with repeaters that relay alarms from 
406-MHz distress beacons to globally distributed MEO local user terminals (ME-
OLUTs). An interface with the Galileo infrastructure is implemented to enable re-
turn link messages to the SAR users providing information such as that the res-
cue operation is engaged. This return link capability will be provided through the 
Galileo navigation signals themselves. The SAR/Galileo service is fully integrated 
into the MEOSAR cooperative international effort by members of the COSPAS-
SARSAT organization. The minimum performance levels of the Galileo Initial SAR 

Table 5.1  Galileo OS Performance Design Targets
Open Service—Dual Frequency E1/E5a or E1/E5b 

Coverage area Global

Position accuracy [95%] 4m/8m

UTC timing accuracy [95%] 30 ns

Availability of service over system lifetime 99.5%
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Service have been published in the SAR Service Definition Document [9], following 
the declaration of Initial Services by the EC.

5.3.5  Safety of Life 

The initial Safety of Life (SOL) service was intended for safety-critical user applica-
tions. As part of the Galileo Mission Consolidation Review, carried out by the EC 
with the involvement of the major program stakeholders, the provision of a Euro-
pean SOL service through Galileo has been revised. The SOL service is currently 
under reprofiling and the implementation of dedicated SOL functions has been 
postponed until later phases of the program. A future SOL service might rely on 
existing regional solutions and might envisage also a collaborative approach with 
other GNSS constellation providers [10, 11].

This re-profiling of the SOL service allowed to alleviate the driving SOL targets 
imposed on the global infrastructure of Galileo. The resulting relaxation of the de-
manding performance targets allowed a significant reduction of system infrastruc-
ture. As part of this reprofiling, the Galileo system is required to support the SOL 
application by means of the OS signals. In addition, a future version of the EGNOS 
will be designed to provide the related corrections and integrity information to 
safety critical user communities.

The focus of this Galileo chapter is on the public signals of the OS and on the 
SAR/Galileo services. 

5.4  System Overview

The core infrastructure of the Galileo system consists of three segments: the ground 
segment, the space segment, and the user segment (see Figure 5.1). The objective 
of this section is to provide additional information on the ground and space seg-
ments and a summary of the Galileo System elements is provided in Table 5.2. Each 
segment has distinct functions to allow the overall system to perform its mission, 
providing navigation services on a global scale. 

The Galileo space segment will consist of a constellation of 24 operational 
satellites distributed over three planes with additional in-orbit spare satellites. The 
total number of satellites in orbit will be 30. Each satellite will broadcast the navi-
gation signals, the navigation data provided by the ground segment together with 
its own time stamps, and will relay SAR alerts.

The Galileo ground segment is composed of two parts: the ground mission seg-
ment (GMS) and the ground control segment (GCS). The ground mission segment 
contains all functions necessary to determine the navigation message data and to 
disseminate those data to the satellites. For this purpose, it comprises a network of 
16 globally distributed sensor stations monitoring the satellite signals, the relevant 
processing facilities to determine the orbit and clock correction, message genera-
tion, service monitoring and contact planning through two Galileo control centers 
(GCCs), and 5 globally distributed mission uplink stations (ULSs). A global com-
munication network interconnects the centers and the stations. In addition, the 
GMS provides interfaces to external service providers and service facilities.
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The GCS contains all functions necessary to operate each individual satellite 
and to maintain the overall constellation geometry. For this purpose, it contains 
5 telemetry, tracking and control (TT&C) stations distributed globally and the 
related ground processing facilities at both control centers to monitor, control, and 
maintain each satellite platform and its payload to allow the dissemination of the 
mission data with high availability. Each segment is described in more detail in the 
following sections. The prime contractor for the GMS has been Thales Alenia Space 
(TAS-F) and the prime contractor for the GCS Airbus Defence & Space (ADS-UK).

The Galileo system will provide its services to various types of end-user appli-
cations which rely on SATNAV receivers for the utilization of the Galileo signals. 
A variety of such applications can be envisaged exploiting the different Galileo 
signals and messages. For the purpose of end-to-end verification and testing, sev-
eral Galileo test user receivers have been manufactured and deployed in the field. 
Furthermore, dedicated test campaigns for mass market and professional receivers 
are carried out by ESA, GSA and the EC Joint Research Center. The user segment 
is not further elaborated as part of this chapter, for which the focus is on the system 
aspects. 

In addition to the above mentioned core elements, the system is supported by a 
number of external service facilities [7].

Figure 5.1  Galileo high-level system architecture and system context.
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•• The Galileo Time Service Provider (GTSP) delivers the relevant steering data 
to allow a highly accurate realization of UTC at the user level based on Gali-
leo System time (GST). 

•• The Geodetic Reference Service Provider (GRSP) ensures the alignment of 
the Galileo Terrestrial Reference Frame (GTRF) with the ITRF by regularly 
computing the sensor station locations in this reference frame. The GRSP 
will also carry out an independent verification and calibration of the orbital 
products of Galileo using satellite laser ranging data from the International 
Laser Ranging Service (ILRS).

•• The European GNSS Service Centre (GSC) provides detailed information on 
the status of the Galileo system to the public and acts as a point of contact 
for users of the OS. Furthermore, the GSC provides the interface between the 
core system and CS providers.

•• The Galileo Security Monitoring Centre (GSMC) provides security monitor-
ing of the system as well as management functions for the PRS users. It acts 
as the interface for governmental entities to the Galileo system. 

•• The Galileo Reference Centre (GRC) will independently monitor the quality 
of the provided Galileo services during the Galileo Exploitation Phase. 

•• The SAR/Galileo Service Centre hosts the infrastructure for coordinating 
and supporting the provision of the SAR FLSs and RLSs and will perform 

Table 5.2  Galileo FOC Architecture Elements Supporting the Navigation Services
Galileo Infrastructure Final FOC configuration 

Space segment 

Constellation 30 satellites in MEO Walker 24/3/1 constellation

Satellites 4 IOV satellites, 24+ FOC satellites

Ground segment

Galileo Control Centres Two complete control centers, GCC-I in Fucino, Italy and GCC-
D in Oberpfaffenhofen, Germany, each equipped with opera-
tional GMS for service provision operational GCS for satellite 
control

TT&C stations Up to 6 TT&C stations 

Mission uplink stations (ULS) 5 ULS sites 

Galileo sensor stations (GSS) 16 sites 

Communications network  Diverse-routed links between each GCC and the remote sites 

In-orbit test (IOT) center Redu IOT connected to both GCCs

External support 

Launch site (LS) Soyuz and Ariane 5 Launch sites in Kourou connected to GCSs 

External satellite control 
centers 

LEOP Centre in CNES Toulouse, LEOP Centre in ESA/ESOC 
Darmstadt, connected to GCSs and external TT&C stations

Service facilities Galileo Security Monitoring Centres (France and United 
Kingdom) 

Time service provider  

Geodetic reference service provider 

Galileo Reference Centre

Galileo Service Centre

Return link service provider
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SAR performance monitoring based on reference beacons. Three European 
MEOLUTs, located on the far corners of the European SAR coverage area 
(ECA), provide the Galileo/SAR/FLS by detecting and localizing emissions of 
SAR distress beacons. The SAR/Galileo RLS will rely on the dissemination 
capabilities of the Galileo core system to notify SAR/Galileo users with an 
acknowledgement of their distress transmission.

•• The Galileo system has interfaces to external satellite control centers for 
the support of the Launch and Early Operations Phase (LEOP). The LEOP 
support is provided by 2 LEOP control centres located at the ESA/European 
Space Operation Centre and at the Toulouse Space Centre of the French Na-
tional Centre for Space Studies (CNES). 

•• The In-Orbit Test (IOT) activities are supported by a dedicated IOT station 
located in the ESAs Redu Centre in Belgium. The IOT station is equipped 
with a high-gain antenna and a measurement system for detailed charac-
terization of the Galileo L-band signal-in-space. Furthermore, ultrahigh 
frequency (UHF) transmitters are available to support SAR transponder 
commissioning. The IOT station also contains a C-band uplink to support 
satellite commissioning and operations.

5.4.1  Ground Mission Segment

The Galileo GMS is performing the mission related tasks such as computation and 
dissemination of the navigation data as well as generating GST. The GMS is com-
posed of centralized elements located at the 2 GCCs and remote elements distrib-
uted globally to allow good coverage of the Galileo satellite constellation. The key 
processing functions of the ground segment and their interactions are shown in 
Figure 5.2. 

The remote elements are:

•• A network of 16 Galileo GSSs used for L-band ranging measurements 
from each Galileo satellite and for monitoring the Galileo signals in space. 
The measurements are used for orbit determination, time synchronization 
(ODTS) and the supervision of the products provided by the GMS.

•• A network of 5 Galileo mission ULSs disseminates the mission-related data 
(navigation, SAR, CS, other navigation-related products) from the GMS to 
each Galileo satellite via C-band.

The remote elements are connected to the two GCCs through a high-perfor-
mance communication network denoted as the Galileo Data Dissemination Net-
work (GDDN). Both geographically redundant GCCs, one in Oberpfaffenhofen 
(Germany) and one in Fucino (Italy), are fully redundant and contain all the facili-
ties for the navigation processing and monitoring and control of the system and its 
elements.

The GMS is connected to external facilities which provide data to the system 
such as the time and terrestrial reference products needed for the ODTS processing 
and GST generation. 
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In addition to the remote stations, the GMS contains several mission-essential 
facilities that are centralized at the GCCs. In addition to the data-processing, time-
keeping, and message generation facilities that will be further described in this sec-
tion, the GMS also contains auxiliary functions such as monitoring and control of 
the ground assets, data archiving, mission planning and ULS contact scheduling, 
online mission monitoring, and offline data analysis and data exchange with exter-
nal entities. Furthermore, the GMS provides operations training, system security, 
and communication network-related functions. These functions are rather generic 
for systems of such complexity and importance as Galileo and are therefore not 
further discussed in detail here.   

The core functions supporting the navigation mission are implemented in the 
orbit and synchronization processing facility (OSPF) that estimates the orbital lo-
cation of the satellite and the offset and drift of its clock and, based on this data, 
predicts satellite ephemeris and clock bias to be used for the navigation message 
broadcast.

The Precise Time Facility (PTF) is the time source of Galileo, generating GST 
and synchronizing all system assets to GST. 

The Message Generation Facility (MGF) builds the navigation messages to be 
uplinked. The functions and interactions of the key elements of the GMS are best 
described by elaborating the Navigation Message determination and dissemination 
process.

5.4.1.1  Galileo System Time Generation

The Galileo GMS generates GST using the atomic clocks of the PTF. The GST 
is linked to TAI and the required time synchronisation is performed with either 
TWSTFT or Common View technique links with the TSP. There are two PTFs 
deployed in the Galileo GMS, one in each GCC, one acting as the master PTF and 
the other acting as the slave PTF. The slave PTF is steered to the master PTF using 
PTF-to-PTF links. The Galileo-to-GPS time offset (GGTO) is estimated by the PTF, 
which relies on synchronization links with GPS system time via the USNO and a 
coordination interface aligned to a PTF check algorithm. (Note that the Galileo-to-
GPS Time Offset is one version of the GGTO cited in Tables 3.17 and 3.18.

Each of the two PTFs contains two active hydrogen masers (AHM) in hot-
redundancy and four Caesium clocks. The output of the master AHM steered to 
UTC modulo 1 second constitutes the physical realisation of the GST. 

The Galileo system follows the recommendation 460-4 of the ITU and provides 
information that allows users to derive UTC from GST. The steering correction 
required to maintain the close alignment of the GST with UTC is provided by the 
GTSP. The future GTSP will ensure that GST is maintained within 50 ns (95%) to 
UTC modulo 1 second. 

In the context of multiple GNSS constellations providing their services to us-
ers globally, there is a need to provide sufficient information to allow transpar-
ent utilization and seamless transition between the various systems. The Galileo 
and GPS system time scales are established independently from each other, but 
both time scales are steered to UTC. The difference between both timescales is the 
GGTO. The GGTO is determined by the Galileo PTF and broadcast as GGTO off-
set and drift through the Galileo navigation message. In the Galileo system, there 
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are redundant techniques implemented to derive the GGTO. The baseline for the 
IOV phase has been to derive the GGTO based on TWSTFT between the USNO 
and the Galileo PTF. For better accuracy and improved stability, the final Galileo 
Ground Segment implements a calibrated combined Galileo/GPS receiver to derive 
the GGTO based on signal measurements of both systems.  

5.4.1.2  Navigation Data Generation

A worldwide-distributed network of GSSs continuously collects observables of the 
Galileo signals-in-space. The GSS receivers make pseudorange measurements ref-
erenced to the time provided by the GSS local AFS-based clock. The products of 
the ODTS algorithm depend on the quality and quantity of these observables. The 
quality of the observation data is to a large extent also driven by the receiver design 
and the local receiver environment (in particular for multipath and RF spectrum 
interference). The GSS reference receiver is a high-accuracy receiver especially man-
ufactured for this function. It includes an atomic clock for time keeping and time 
stamping of the observation data. 

The GSS sites were carefully selected to be at locations with benign RF envi-
ronments. Before being selected as a reference site, the local RF environment had 
been well characterized. The coverage of the GSS network is shown in Figure 5.3. 
A regular monitoring of data quality parameters and network connectivity is per-
formed for each individual receiver to ensure the high quality and availability of the 
observations used to compute the navigation messages.

The performance and sizing of this real-time network was initially driven by 
the demanding SOL requirements. After the reprofiling of the SOL service, the GSS 
network has been adapted to the needs of the OS and PRS, which still demand high 
data quality and availability. The resulting network consists of 16 GSS sites with 
redundant hardware and geographic diversity to provide tolerance to faults.

The GSS network provides the real-time observables and the received naviga-
tion messages to the GCCs for processing. The data transmission is performed via 
the GDDN, which consists of dedicated leased communication lines that include a 
very small aperture terminal (VSAT) infrastructure and landlines depending on the 
location of the remote sites. 

The collected observations are routinely processed by the ODTS function, 
which generates a new navigation data set once every 10 minutes based on the 
predicted evolution of the satellite orbit and clock. This ODTS estimation process 
is based on a least squares algorithm that is estimating the orbit and clock of all 
satellites for each service individually. These estimates are based on signals of the 
respective service (see mapping in Table 5.5). 

The near-future behavior of the clock and orbit are predicted based on these 
estimates. In order to generate the full navigation data set, the evolution of the or-
bit and clock for each satellite are predicted over the next 24 hours. The tuning of 
the algorithm is such as to ensure a minimum ranging error for lower ages of data. 

The full navigation dataset is divided into 8 batches of 3 hours each, identified 
by a different Issue of Data (IOD) parameter. The predicted orbit and clock infor-
mation is then parameterized for dissemination in the navigation message. The 
message encoding details can be found in [12].
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This split of the navigation information in batches is done to reduce errors of 
the message, when parameterized and encoded for dissemination. The preparation 
of the navigation data and the incorporation of auxiliary data (partly stemming 
from external sources, for example, the SAR RLM) are done by the MGF.

The first four batches of each new set are disseminated to the satellites by the 
ULS network, while the complete set is uplinked through the TTC. The targeted 
ODTS error has been a design driver for the mission uplink network. The ULS net-
work sites, identified in Figure 5.4, have been selected such that consecutive ULS 
contacts to a specific satellite occur within 100 minutes for a fault-free state of the 
system. This duration is linked to the ODTS accuracy over time, while the design 
target was to ensure the user ranging error (URE) is better than 0.65m (1σ). Based 
on early clock experimentation results, the message refresh rate was derived to be 
100 minutes for RAFS type clocks [13]. The much higher stability of the satellite-
based passive hydrogen maser clock (PHM) and its better predictability by the 
ODTS process allows for longer prediction times in case of ground segment uplink 
failures (see also Section 5.4.3.2).  

To achieve a regular uplink of the navigation data and ensure the dissemination 
of other data, such as the SAR RLS message or the CS data, a dedicated facility 
computes the most efficient uplink schedule to satisfy the needs of each service 
based on the available system resources (satellites and ULSs). The corresponding 
algorithm aims at maintaining the broadcast of up-to-date navigation data and 
health information by each Galileo satellite. The uplink scheduling function en-
sures the high quality of the ranging signals during nominal operations by control-
ling the aging of the broadcast messages. 

During a scheduled ULS contact, the most recent navigation message batches 
are uplinked. The first batch is immediately broadcast by the satellite after com-
plete reception. This process ensures that the most up-to-date navigation informa-
tion is available to the users of the corresponding service.

Until another ULS contact is made, the stored navigation messages are broad-
cast sequentially. Each single valid message is continually broadcast until it reaches 
an age of 3 hours. At that point, the satellite will start broadcasting the next batch 
stored onboard. The aforementioned dissemination scheme and the imposed con-
straints have been important criteria for the design of the global ULS network with 
its 5 uplink stations.

The end-to-end process, starting from data collection at the GSS and completed 
by the application of the navigation data by the user, takes some time. The differ-
ence between the reference time and the time of utilization of the predictions by 
the user is called the Age of Data, which is determined by the refresh rate of the 
navigation message stored onboard that is driven by the uplink scheduling process 
and the availability and latency of the dissemination infrastructure. The lower the 
refresh rate, the higher the potential error of the orbit and satellite clock param-
eters in the message. 

In early 2015, a significant improvement of the ranging performance of the 
Galileo system was achieved through a major upgrade of the GMS [14]. An up-
grade of the elements for the determination and dissemination of the navigation 
data was rolled out to the operational infrastructure. As part of this upgrade, 
the GSS network and the mission uplink network have been expanded with ad-
ditional locations improving the coverage of the constellation for both observables 
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collection and navigation message uplink. As a result of this upgrade, the ranging 
performance has significantly improved and is already consistent with the targets 
defined for the final Galileo system.

5.4.2  Ground Control Segment

The GCS performs all functions related to the command and control of the satellite 
constellation. It supports operations and maintenance activities of the individual 
Galileo satellites. The key functions of the GCS are the following:

•• Monitoring and control of the operational satellites via periodic contacts 
between the satellites and the TTC stations;

•• Shared operations and data synchronisation between the two GCCs, acting 
in a master-backup configuration to ensure redundancy;

•• Short-term planning of satellite operations;

•• Flight dynamics;

•• Support to operations preparation, training, and validation activities;

•• Ground assets monitoring and control.

The platform and payload operations and maintenance activities such as up-
grades of the onboard software, telemetry analysis, and planning and execution 
orbit-keeping maneuvers are core tasks of the GCS. The maintenance of the con-
stellation geometry includes also recovery operations in order to address contin-
gency situations and satellite failures with the objective of minimizing the time a 
satellite is not contributing to the service provision. 

The GCS consists of centralized redundant elements inside each GCC and a 
network of 6 remote Galileo TT&C stations with 13-m antennas working in S-
band for command and control of the Galileo satellites. The real-time GCS func-
tions comprise the transmission of satellite tele-commands, that is, the reception 
and processing of satellite telemetry and the monitoring and control of ground as-
sets. The nonreal-time GCS functions provide support for the real-time operations 
through satellite contact planning, flight dynamics, operations preparation, and 
secure key management.

Routine GCS operations are automated and performed in accordance with a 
short-term plan, the execution is supervised by operators. In contrast, critical opera-
tions are performed manually, with the support of machine executable procedures. 

5.4.3  Space Segment

5.4.3.1  Constellation Geometry and Orbit Design

The reference geometry of the Galileo constellation is the result of detailed studies 
optimizing the number of satellites for the provision of the end user services. The 
system design initially resulted in a satellite constellation with 27 operational satel-
lites in a Walker 27/3/1 constellation. Each of the three orbital planes was intended 
to have one inactive spare satellite to recover faster from satellite ultimate failures 
[15, 16]. This configuration was found to be the optimum for the provision of the 
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SOL and OS services. The SOL was driving the constellation geometry with its de-
mands on satellite failure tolerance, low UERE, and the resulting minimum satellite 
elevation angle of 10°. As a result of the SOL reprofiling [10], the minimum user 
elevation angle has been reduced to 5° resulting in an optimization of the reference 
constellation geometry and a reduction of the number of operational satellites. The 
Galileo space segment after the completion of the deployment will comprise 24 
operational satellites in a Walker 24/3/1 constellation. The three orbital planes are 
equally spaced and inclined 56° with respect to the equator. Each plane in the nomi-
nal constellation contains eight orbital reference slots separated by 45°. 

Another major objective for the orbit selection was high service availability 
and, derived from this, the need to reduce the number of orbit-keeping maneuvers 
[17]. The selected orbit has a semimajor axis of 29,600.318 km (or 23,222-km 
altitude); this leads to a repeat cycle of the satellite-Earth geometry of 17 orbits in 
10 sidereal days.    

This cycle is short enough to allow repeatability of measured characteristics 
while being long enough to minimize gravitational resonances. After the initial 
orbit fine positioning, only one station-keeping maneuver is needed during the life-
time of a satellite.

To maintain the quality of the provided services over the system lifetime, two 
spare satellites will be deployed in each orbital plane. These spare satellites will 
reduce the time needed to recover from failures in the constellation. In case one 
operational satellite is terminally failed, a spare satellite will be manoeuvred to 
replace it within a few days, rather than to prepare and launch on-ground spare 
satellites which can easily take up to several months. Table 5.3 provides the Keple-
rian parameters of the Galileo reference slots.

Table 5.3  Galileo Constellation Orbital Parameters
Parameter Value/Derivation

Semimajor axis a 29,600.318 km

Inclination i 56°
Galileo constellation reference 
epoch

T0 21 March 20 1000 : 00 : 00.0 UTC

Right ascension of ascending node Ωref ( ) ( )0 0120 1ref planen T TΩ Ω + ° ⋅ − Ω ⋅= + −

RAAN of Plane A at Galileo refer-
ence epoch

Ω0 25°

Mean RAAN drift Ω 0.02764398 
day

°−

Plane identifier nplane 1, for Plane A 
2, for Plane B 
3, for Plane C

Argument of latitude u ( ) ( ) ( )0 045 1 15 1slot plane nomu n n D T T+ ° ⋅ − + ° ⋅ − + ⋅ −

Argument of latitude Slot A01 at 
Galileo reference epoch

u0 338.333°

Mean rotation Dnom 613.72253566
d
°

Slot identifier nslot 1 to 8
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Ω  has been computed considering the nonspherical nature of the Earth’s field of 
gravitation as well as the effects of the Sun and the Moon. Dnom is derived from the 
ground track repeat cycle of 17 orbit revolutions over 10 sidereal days. 

In order to maintain the good geometric properties of the Walker constellation 
and the resulting DOP, the actual position of each satellite is allowed to deviate 
from the ideal slot position with a tolerance of ±2° in both the along-track and 
across-track directions. This along-track tolerance is important for maintaining the 
relative distance to neighbouring satellites. This requires precise adjustment of the 
satellite’s velocity. 

During the fine positioning of the satellite at the end of the LEOP phase, the in-
clination and RAAN are optimized within the tolerances of the station keeping box 
(pre-biased) to ensure that the satellite’s across-track position over several years is 
nominal. The biases are selected considering the satellite drift due to gravitational 
forces, solar radiation pressure and other satellite external and internal disturbanc-
es. The objective is to maintain the orbital position within the slot tolerance limits 
without the need for fuel-intense out-of-plane orbit keeping maneuvers. 

The first Galileo satellites (GSATs) 0101/0102 were launched into the assigned 
slots of the initially planned Walker 27/3/1. In order to not jeopardize the objec-
tives of the IOV campaign, it was agreed to launch the second pair of IOV satellites 
into slots of the same constellation geometry (Walker 27/3/1). The IOV SV slot po-
sitions were taken into account in the design of the new reference geometry (Walker 
24/3/1), while launching into slots of the originally planned 27/3/1 constellation 
allowed for an execution of the IOV test campaign according to the initial plans. 
Furthermore, the inclusion of the IOV slots within the reference 24/3/1 geometry 
avoided fuel-consuming orbit correction maneuvers and related major operational 
efforts. Figure 5.5 depicts the current state of deployment and indicates the refer-
ence geometry.

Satellites at the end of their operational life or after a nonrecoverable payload 
failure will be decommissioned and placed into a graveyard orbit that is at least 
300 km above the nominal operational constellation taking into account the need 
for reducing collision avoidance maneuvers and the resulting service degradation.  

5.4.3.2  Satellites

The Galileo constellation currently under deployment is composed of two families 
of satellites. The satellites of both families are 3-axis attitude controlled and have 
an approximate mass of 700 kg and a design lifetime of 12 years. 

The first four satellites, GSAT0101 up to 0104, were procured and launched to 
form the space component of the Galileo IOV phase. These satellites, manufactured 
by EADS Astrium GmbH (now Airbus D&S) as the satellite prime contractor, have 
a size of 2.7m × 14.5m × 1.6m (x, y, z in satellite reference frame) and a mass of 
approximately 700 kg and are generating 1,420-W power. The first two IOV satel-
lites were launched into the constellation B plane on October 21, 2011.The second 
pair of IOV satellites were launched into the C plane on October 12, 2012. Both 
launches employed a Soyuz-ST launch vehicle with a Fregat upper stage. 

The satellites of the second family, GSAT02xx, are under production by OHB 
System AG as prime contractor. The contracted 22 satellites will form the core of 
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the Galileo FOC constellation. Eight FOC satellites have already been launched 
by Soyuz/Fregat from Kourou. The first FOC launch, in August 2014, injected 
GSAT0201/0202 into eccentric orbits (see more details in Section 5.4.3.3). The 
subsequent four Soyuz launches (March, August, and December 2015 and May 
2016) successfully deployed 8 satellites into the Galileo constellation. On Novem-
ber 17, 2016, the first quadruple launch of Galileo satellites was performed suc-
cessfully by an Ariane 5 launch vehicle [18]. The GSAT02xx type satellites have a 
slightly higher mass and are able to generate more power than the IOV satellites 
(approximately 730 kg and 1.9 kW). The dimensions of the FOC satellite with 
deployed solar arrays are 2.5m × 14.7m × 1.1m (x, y, and z).

The satellites of both families, although different by design, have similar com-
ponents and a similar architecture that is described in more detail in the next sec-
tions [19, 20]. 

Galileo Satellite Platform Architecture
The Galileo satellite platform houses all subsystems required to operate the satel-
lite: the TT&C subsystem, the attitude and orbit control, the propulsion and the 
data handling subsystems, as well as the thermal control and power subsystems (see 
Figure 5.6). Because the deployment of Galileo satellites is based on direct orbit 
injection, the propulsion subsystem is designed only for orbit correction manoeu-
vres requiring limited delta-v capability. The basis of the propulsion system is a set 

Figure 5.5  Galileo constellation geometry.
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of eight monopropellant thrusters. Each thruster provides a nominal thrust of 1N 
using monopropellant grade hydrazine. 

The attitude and orbit control subsystem (AOCS) performs the 3-axis attitude 
control during all phases of flight and during orbit manoeuvres. To achieve the full 
pointing performance during nominal operations of the satellite, the AOCS relies 
on Earth and Sun sensors to determine the orientation of the satellite. The Earth 
sensor operates with infrared light to detect the edge of the Earth-based on the 
temperature difference between the cold background of deep space and its warm 
atmosphere. The Sun sensor determines the angle to the Sun based on its emissions 
in visible-light wavelengths. Gyroscopes are used to monitor the angular rates of 
the satellite. 

The active parts of the AOCS are the reaction wheels that generate the an-
gular momentum to steer the satellite attitude in the 3 axes. When the reaction 
wheels reach their operational limits, magneto-torquers are used to discharge the 
accumulated momentum. The magneto-torquers are electromagnetic coils fixed to 
the structure of the satellite, that when powered, generate a magnetic field that 
interacts with the Earth’s magnetic field to produce a mechanical momentum. In 

Figure 5.6  Galileo satellite platform simplified architecture diagram.
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non-nominal operational modes, during the LEOP as well as during contingency 
operations, safe modes (Earth acquisition, Sun acquisition), and end-of- life opera-
tions, the AOCS can also use the thrusters for orbit and attitude control. The AOCS 
controls the attitude of the satellite such that it rotates twice per orbit around its 
yaw axis. This change in attitude is performed to ensure an optimum orientation 
of the solar arrays towards the Sun to maximize the efficiency of solar cells and 
harvest the maximum amount of solar power for the satellite. 

The power subsystem generates, stores, distributes, and regulates the power 
needed by the satellite to perform its mission. The Galileo satellite power subsys-
tem is based on a 50-V bus architecture (for both satellite families). The main ele-
ments are the two solar arrays collecting the electrical power during Sun exposure 
times, a Li-Ion battery to provide the needed power during eclipses and a distribu-
tion and conditioning unit that ensures that each payload and platform element has 
sufficient power to operate. Redundant elements of the satellite are powered off to 
reduce power consumption. 

The thermal control subsystem ensures that the temperatures inside the sat-
ellite stay within tight operational limits to ensure a stable environment for the 
sensitive navigation payload, especially the atomic clocks and the RF subsystem. 
Temperatures inside the satellite are controlled by thermistors radiating heat inside 
the satellite during the eclipse periods and by radiators on the sides of the satellite 
to dissipate excess heat when the satellite is exposed to sunlight. 

The onboard computer, the central element of the data handling subsystem, 
steers all subsystems of the satellite. It collects and stores key information of the 
platform and payload elements that are embedded in the downlinked telemetry to 
assess the operational health of the satellite. The onboard computer receives its 
instructions through the TT&C subsystem from the GCS. 

The TT&C subsystem provides redundant two-way communications in S-band 
in both ESA standard TT&C mode and spread spectrum mode. This subsystem 
supports accurate ranging and range-rate (Doppler) measurements as input to the 
flight dynamics facility of the GCS. The TT&C system relies on two orthogo-
nal circularly polarized hemispherical helix antennas situated on opposite sides of 
the satellite for communication with the ground. Both antennas together ensure 
omni-directional coverage for reception and transmission of telemetry and tele-
commands during any operational mode and any orientation of the satellite. 

As a passive component of the platform, the Galileo satellites carry a laser retro 
reflector that allows ranging between the ILRS stations and the satellites with an 
accuracy of a few centimeters.

Galileo Satellite Payload
Figure 5.7 shows the main elements of the Galileo payload: the C-band antenna, 
the mission receiver, the timing subsystem, the navigation signal generation unit 
(NSGU) and the L-band antenna. 

The C-band antenna receives the mission data as a dedicated CDMA C-band 
uplink from the mission ULS. The uplink data stream is processed by the mission 
receiver and the contained navigation data are stored onboard. These data, to-
gether with satellite-generated data such as the clock information provided by the 
timing subsystem, are compiled into the navigation messages by the NSGU. Other 
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time-critical data such as the CS data stream are not stored but directly injected in 
the downlinked navigation data. 

The timing subsystem, as the essential element of a navigation satellite, pro-
vides the onboard frequency reference. The stability of the onboard timing subsys-
tem and its clocks is essential for the overall performance of a navigation system. 
The most important part of the timing subsystem is the four atomic clocks: two 
PHMs and two RAFSs. 

The frequency stability of clocks is typically presented using Allan deviation 
(ADEV) plots that indicate the frequency instability as a function of the sampling 
period. Figure 5.8 provides ADEV measurement results for the operational master 
clocks onboard the operational Galileo satellites for the period of October 2015 to 
January 2016. The different clock technologies can be clearly distinguished with 
the PHMs, providing better long-term stability.

In order to save power and ease the thermal control of the satellite, only 2 of 
the 4 clocks onboard are operated at any point in time: one master, typically a 
PHM, and one RAFS as a backup. 

The time provided by the master clock is distributed by the clock monitoring 
and control unit (CMCU) to elements that need a time or frequency reference. 
The CMCU provides the link between the timing subsystem and the NSGU. It al-

Figure 5.7  Galileo satellite payload main elements.
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lows one to synchronize the master and backup clock to ensure a quasi-seamless 
transition between the two clocks whenever needed. 

The NSGU generates the coherent navigation signals, combining the time in-
formation received from the CMCU and the uplinked navigation data mission re-
ceiver. The navigation data messages are modulated onto the corresponding navi-
gation signals (E1, E5, and E6) and then broadcast. The Galileo signal and message 
structure are described in Section 5.5.

In addition to the Navigation payload, there is also a SAR payload onboard the 
Galileo satellites (except for GSAT0101 and 0102). Details of the SAR mission are 
discussed in Section 5.7. 

5.4.3.3  L3 Satellites

On August 22, 2014, an anomaly in a Soyuz-Fregat upper stage during the launch 
coasting phase caused Galileo satellites GSAT0201/0202 to be injected into an ec-
centric orbit preventing the nominal progress of in-orbit operations (Figure 5.9). 

The cause of the anomalous injection was identified as a freeze of a propel-
lant line. Appropriate recovery actions were put in place for the manufacturing 
process of the Fregat upper stage used by Galileo. Immediately after identifica-
tion of the anomalous injection, analyses had been carried out by ESA in order to 

Figure 5.8  Measured clock Allan deviation for selected operational satellites.
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recover GSAT0201/0202. Orbit recovery maneuvers were conducted that led to a 
nominal mode of operations. The IOT campaign was then carried out. The IOT 
characterization of these first FOC satellites did confirm the anticipated in-orbit 
performance of the FOC satellite family [19]. 

The final orbits of both satellites have an orbit period of 12:56 hours and a 
ground track repeatability of 37 orbits in 20 sidereal days. The orbit parameters 
are provided in Table 5.4 

After adaptation of the ground segment, these satellites can have a significant 
contribution to user performance especially during the Galileo deployment phase. 
Even after completion of the reference constellation deployment, both satellites 
can provide additional signals that might be useful in an environment with limited 
visibility. Successful position fixes have been carried out with both satellites dem-
onstrating their usability in user receivers [19].

Figure 5.9  GSAT0201/0202 final orbits.

Table 5.4  Orbit Parameters of GSAT0201 and GSAT0202
GSAT0201 GSAT0202

Semimajor axis 27,979.7079 km 27,978.0244 km

Eccentricity 0.1582 0.1581

Inclination 50.1° 50.1°
RAAN 66.455° 65.432°
Argument of perigee 44.5° 45.6°
True anomaly 331.917° 164.292°
Argument of latitude 16.4° 209.9°
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5.4.4  Launchers

The Galileo constellation deployment plan foresees launches with different launch 
vehicles, Soyuz and Ariane 5. The Galileo satellites were designed with this require-
ment and are compatible with different launchers. This capability reduces the time 
needed for the deployment of the whole constellation.

In 2005, ESA and the Russian Federal Space Agency agreed to operate Soyuz/
ST launchers from the Guiana Space Centre. Construction of the Soyuz launch pad 
in Kourou started in 2005 and was completed in April 2011. The first operational 
launch occurred on October 21, 2011, carrying the first two Galileo IOV satellites 
to circular MEO. This new launch facility has been used to launch all Galileo IOV 
and FOC satellites deployed by Soyuz. The Soyuz with its Fregat upper stage is able 
to directly inject two Galileo satellites into the circular MEO orbit.

After the successful completion of the IOV phase, followed by the deploy-
ment and in-orbit testing of the first FOC satellites, the constellation deployment 
has been accelerated by the Ariane 5 ES launch vehicle which was upgraded and 
qualified for Galileo. The upgraded A5 ES launches 4 Galileo satellites simultane-
ously. The modifications encompass a reignitable upper stage that allows for longer 
coasting phases between the release of the two pairs of satellites.

The Ariane 5 launches began in 2016 and are planned to continue through 
2017. Plans call for a total of three Ariane 5 missions to complete the deployment 
of the 24 satellites into the reference constellation (Walker 24/3/1) slots. Further 
launches will be necessary to deploy the in-orbit spare satellites [19]. 

5.5  Galileo Signal Characteristics

This section provides an overview of the Galileo signal characteristics. The Galileo 
signal design considered a set of high-level rules and guidelines for the selection of 
carrier frequencies and modulation characteristics. The most important rules and 
guidelines were the following:

•• Provide at least two, preferably three carrier frequencies to support iono-
spheric delay compensation and multicarrier measurements, and to provide 
alternative frequencies in case of local interference.

•• Overlay with existing SATNAV systems where possible (i.e., use the same 
carrier frequencies) to allow combined use with minimum technical effort 
for receivers. Therefore, Galileo signals need to be compatible (i.e., have a 
low, controlled and coordinated interference into all other ranging signals in 
the same band).

•• The support of combined use (i.e., interoperability with the other SATNAV 
systems) was desired. This implies, for example, using equivalent or similar 
modulation principles, to allow reception with the same receiver digital front 
end. Because of the same center frequency and similar bandwidth, a user 
receiver can acquire and track the Galileo E1 and GPS L1 signals with one 
single front end. Although similarities exist in the navigation data message 
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concepts, separate processes are needed to retrieve each data message from 
the SIS. Other aspects of interoperability are discussed in Section 5.6.

•• Determine the bandwidth of the ranging signals by trading off support of 
precise and robust tracking and multipath mitigation capabilities against re-
ceiver complexity and power consumption. The former necessitates wider 
bandwidth and flat power spectra while the latter calls for smaller minimum 
required bandwidth and more easily implementable modulation sequences 
(e.g., two-level rectangular codes).

•• Considering the rapid development of receiver technology, in particular for 
mass market and power efficient receivers, E1 was chosen with a slightly 
larger minimum bandwidth than the legacy GPS C/A signals.

•• Services with special protection needs are to be separated from public ser-
vices. This led to the difference in modulation parameters between the CS, 
OS, and PRS.

•• ITU regulations for frequency ranges available for RNSS use and for the 
protection of other users of the foreseen Galileo bands were also to be 
considered.

Compatibility and interoperability of Galileo and GPS were ensured through 
cooperation between Europe and the United States on the definition of the Galileo 
E1 OS and the GPS L1C modulation parameters as well as power levels. The result 
was the EU-US agreement in 2004 on Galileo E1 and E5 and GPS L1C and L5 sig-
nals, respectively. Since then, similar spectrum coordination agreements have taken 
place with other SATNAV systems.

The Galileo satellites broadcast coherent navigation signals on three frequen-
cies in L-band: E1, E5, and E6. Galileo provides, in the E1 frequency band centered 
at 1,575.42 MHz, three signal components, referred to as E1-A, E1-B, and E1-C. 
The E1-A signal component carries the Galileo PRS. The E1-B and E1-C compo-
nents form the data and the pilot components, respectively, of the Galileo E1 OS. 
The signal plan is provided in Figure 5.10.

At a carrier frequency of 1,278.75 MHz, Galileo is emitting its E6 signals that 
include the signal components E6-A, E6-B, and E6-C. Similar to the E1 frequency 
band, in E6 the E6-A component refers to the Galileo PRS service. The components 
E6-B and E6-C are the data and the pilot components, respectively, of the Galileo 
CS.

The Galileo E5 signal centered at 1,191.795 MHz consists of 2 individual sig-
nals, the Galileo E5a and the Galileo E5b signal. The E5a data and pilot compo-
nents are centred at 15.345 MHz below the E5 carrier frequency (1,176.45 MHz) 
and the E5b data and pilot component are centered at 15.345 MHz above the E5 
carrier (1,207.14 MHz). Both E5a and E5b can be tracked individually as if they 
were modulated on separate carrier frequencies in the E5 band. The E5 signal (E5a 
and E5b) can also be tracked as one signal with a very large receiver bandwidth of 
at least 51.15 MHz allowing for better multipath rejection and Gabor bandwidth. 
This processing is possible because the E5 carrier is generated coherently using the 
AltBOC modulation scheme. In Galileo, the power split between the data and the 
pilot component of any signal is 50/50% [12].



242	�������



G

alileo

Figure 5.10  Galileo signal plan.
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The conventional BPSK-R modulation on the Galileo E6 CS signal and the sine- 
and cosine-phased BOC modulations of the other Galileo signals are described in 
Section 2.4.

All Galileo signals are coherently derived from the same onboard master clock. 
The characteristics of the publicly accessible Galileo signals are summarized in 
Table 5.5, including their assignment to Galileo services. 

The composite binary offset carrier (CBOC) modulation used for the Galileo 
E1 OS signal is based on a 1.023-Mcps spreading sequence with a two-component 
spreading symbol. The spreading symbol consists of the additive combination of 
one BOC(1,1) and one BOC(6,1) subcarrier. The BOC(6,1) subcarrier has 1/11th 
of the total CBOC power. 

The E1 data channel (E1-B) uses the in-phase combination of the two com-
ponents and the pilot channel (E1-C) uses the anti-phase combination. The re-
sulting signal has four levels and features an alternation between the BOC(1,1) 
and BOC(6,1) in the time domain, due to the inversion of the phase of the 
BOC(6,1) component between data and pilot. The resulting signal is referred to as 
CBOC(6,1,1/11). The CBOC(6,1,1/11) is a particular realization of the multiplexed 
BOC MBOC(6,1,1/11) that was agreed as the jointly defined interoperable signal 
for GPS L1C and Galileo E1 OS. An alternative realization of the MBOC(6,1,1/11) 
is the TMBOC(6,1,1/11) selected for GPS L1C, which is based on time-multiplex-

Table 5.5  Overview of Galileo Public Signal Components and Modulations

Signal E1 E6 E5b E5a

Frequency (MHz) 1,575.42 1,278.75 1,207.14 1,176.45

Service Open Commercial Open Open

Component E1-B Data E1-C Pilot E6-B 
Data

E6-C 
Pilot

E5b-I 
Data

E5b-Q 
Pilot

E5a-I 
Data

E5b-q 
Pilot

Rx reference band-
width (MHz)

24.552 24.552 40.92 40.92 20.46 20.46 20.46 20.46

Message type I/NAV — C/NAV — I/NAV — F/NAV —

Modulation CBOC 1/11 CBOC 1/11 BPSK-R BPSK-R BPSK-R BPSK-R BPSK-R BPSK-R

Primary code chip 
rate (multiples of 

1.023 MHz)

1 1 5 5 10 10 10 10

Subcarrier fre-
quency (multiples 

of 1.023 MHz)

1&6 1&6 — — — — — —

Data rate (symbol/
sec)

250 N/A 1,000 N/A 250 N/A 50 N/A

Secondary code 
chip rate (chips/

sec)

1,000 1,000

Primary code 
length (chips)

4,092 4,092 5,115 5,115 10,230 10,230 10,230 10,230

Secondary code 
length (chips)

25 100 20 100 4 100

Carrier phase 0° 0° 0° 0° 0° 90° 0° 90°
Min. Rx power 

(dBW)
−160 −160 −158 −158 −158 −158 −158 −158
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ing the BOC(1,1) and the BOC(6,1) waveforms. The resulting power spectra of 
both CBOC(6,1,1/11) and TMBOC(6,1,1/11) are identical.

For the tracking of Galileo E1 OS, the equivalent of a four-level correlator with 
amplitude levels of −1.25, −0.65, +0.65, and +1.25 is necessary to take full benefit 
of the CBOC. Use of a conventional two-level BOC(1,1) replica for tracking is 
possible, but at the cost of not using all the energy of the BOC(6,1) component, 
representing a loss of approximately 0.4 dB before any receiver-dependent losses.

Several advanced techniques have been suggested demonstrating the possibility 
for implementing efficient CBOC tracking [21–23].

The Galileo E5 signal is generated using a wideband complex sideband modu-
lation, referred to as alternative BOC (AltBOC) [24, 25]. The baseband repre-
sentation of AltBOC corresponds to the sum signal of two coherently generated 
and individually quadrature modulated complex subcarriers, the upper E5b and 
the lower E5a, and of an intermodulation function to achieve constant transmit 
envelope [26]. The two subcarriers, before band limitation, are discrete multilevel 
signals with period Ts = (15.345 MHz)–1. The ideal wideband description provided 
in [12] results in a signal constellation diagram representing an 8 PSK-type modu-
lation. The main energy content of the intermodulation function is located out-
side the recommended AltBOC receive bandwidth of 51.2 MHz, around ±46-MHz 
offset. A concept to exploit the AltBOC by generating an AltBOC replica using a 
lookup table as part of the receiver implementation is provided in [12], together 
with the direct mathematical description. 

Galileo does not provide a specific navigation message support for the com-
bined use of E5a and E5b as one AltBOC. Instead, each subcarrier provides a 
different service-specific navigation message. E5a provides the OS-related F/NAV 
messages and E5b provides the I/NAV messages, in the past specifically envisaged 
for SOL users. The ephemerides information provided in I/NAV and F/NAV are 
equivalent and interchangeable; however, the clock corrections provided in the two 
message types are not necessarily identical, and may differ slightly. This is because 
each message is individually generated for the specific frequency pair. That is, F/
NAV provides clock corrections for the E1/E5a frequency pair and I/NAV for the 
E1/E5b pair.  

Each data and pilot component of the E5a and E5b sideband signals can be 
individually acquired and tracked as conventional BPSK-R(10) type navigation sig-
nals. For this purpose, a receive bandwidth centred on the sideband frequency is 
recommended. The typical bandwidth for such sideband tracking may be 20.46 
MHz, the main lobe of the BPSK-R(10) modulation. Using larger receiver band-
widths will require a trade-off between the desired improvement of tracking ac-
curacy and the increasing crosstalk from the other sideband due to the coherency 
of the sidebands and unavoidable related cross-correlation imperfections. A larger 
bandwidth in E5 may also imply an increased susceptibility to interference from 
other primary users of this frequency range, especially from aeronautical systems 
like Distance Measurement Equipment and Tactical Air Navigation systems.

A full description of the public Galileo signals as part of the OS and CS and 
their modulations is published in the Galileo Public Open Service Signal in Space 
Interface Control Document (OS SIS ICD) [12].
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5.5.1  Galileo Spreading Codes and Sequences

The ranging signals transmitted by the Galileo satellites are individually spread 
in the frequency domain. The periodic spreading codes are unique for each signal 
component and also different for each satellite. The spreading code length of each 
signal data component (E5a-I, E5b-I and E1-B) is chosen to cover full symbols. For 
the data channels that would require a code length longer than 10,230 chips and 
for the pilot channels (E5a-Q, E5b-Q, and E1-C), the spreading codes are generated 
by a tiered code construction. The pilot primary code has the same length as the 
primary code used for the equivalent data component. The long spreading codes are 
constructed by sequentially XORing each consecutive primary code period with the 
next chip of the secondary code. The tiered code construction has been selected to 
limit the primary codes length to reduce the acquisition time by limiting the search 
space and also to provide a nonrepetitive sequence length of one symbol for data 
components and 100 ms for the pilot components. 

The primary spreading sequences were optimized for orthogonality across the 
whole family to ensure sufficient isolation between the signal sources. The second-
ary codes are adjusted for low autocorrelation side lobes and a flat spectrum am-
plitude in the frequency domain.

Receivers coherently integrating over the full length of the tiered code (or over 
multiples of the primary code length) will observe additional correlation peaks at 
integer intervals of the primary code aside of the main correlation peak. The ampli-
tude of these additional peaks is lower than the amplitude of the main correlation 
peak, as their autocorrelation amplitude is a function of the secondary code used 
to extend the primary code. This feature of the tiered code generation allows the 
receiver to determine code phase relative to GST with an ambiguity of 100 ms. 
This enables time-free position solutions for users on Earth relying on code phase 
measurements including the secondary code of the pilot signal provided the user 
has ephemerides and clock correction information available and the receiver clock 
misalignment is below the 100-ms ambiguity.

Another feature of the two-tiered codes is the possibility to adapt the coherent 
integration time in multiples of the primary code length at the receiver level taking 
advantage of the knowledge of the secondary code. The Galileo primary and sec-
ondary spreading codes for public use are provided in the OS SIS ICD [12]. 

5.5.2  Navigation Message Structure 

The public signals of Galileo provide three different navigation messages:

1.	 F/NAV or Free Navigation message: This navigation message is providing 
data for the usage of the E5a signals. The message is provided on E5a-I. 

2.	 I/NAV or Integrity Navigation message: This message has originally been 
envisaged to provide the safety of life-related data and alerts with a high 
data rate message with short page length. Since the reprofiling of the SOL 
service, the I/NAV provides OS data on the E1-B and E5b-I signals.

3.	 C/NAV or Commercial Navigation Message: This is the message that pro-
vides the data generated by the commercial service provider. It is a fast 
message on E6-B. (See Table 5.5.) 
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Both F/NAV and I/NAV messages provide equivalent and partially identical 
navigation-related data. The orbit information and the parameters to convert from 
GST to UTC and from GST to GPS time are compatible between I/NAV and F/
NAV. The clock-related information is specific for each message because it is de-
rived from measurements of E1/E5a for F/NAV and E1/E5b for I/NAV. 

The utilization of broadcast information such as ephemeris, clock corrections, 
GST-UTC parameters, almanacs, and the related usage algorithms are in line with 
the GPS definitions; only minor adaptations have been made for Galileo. 

The ephemeris contains information that enables the receiver to compute the 
satellite’s orbital position at the time of transmission or more accurately the coordi-
nates of the satellite’s common apparent L-band antenna phase center in the ECEF 
coordinate system. 

The satellite-specific realisation of GST is provided by the sequential Week 
Number counting from the origin of the GST and the Time of Week. The Week 
Number rolls over after 4,096 weeks, or approximately 78 years. The Time of 
Week provides the number of seconds elapsed since the start of each week, defined 
by the leading edge of the first chip of the first code sequence of the first page sym-
bol. It covers one entire week (604,799 seconds) and it is reset to zero at the end of 
each week (00:00:00 between Saturday and Sunday). 

The satellite clock correction parameter broadcast enables the user to compute 
the time of transmission of the satellite’s signal in absolute GST. These satellite 
clock corrections are provided specifically for the signals or their combinations in 
F/NAV for E1 and E5a and in I/NAV for E1 and E5b. Because I/NAV and F/NAV 
support different dual frequency combinations, the clock corrections can differ be-
tween both messages, although typically they are expected to be very similar. 

The ephemeris and clock corrections on F/NAV and I/NAV are computed based 
on corresponding dual frequency observations and can be directly applied by dual 
frequency receivers. However, single-frequency receivers have to apply an addition-
al message parameter to the clock correction, the Broadcast Group Delay (BGD) 
correction. The BGD is used by single frequency users to correctly determine the 
satellite time of transmission in GST by correcting for the payload group delays. 
See Section 5.8.2.3 for details.

Single-frequency users also need to correct the effect of ionosphere on the sig-
nals to derive accurate pseudorange measurement. Galileo provides correction pa-
rameters for an adapted version of the NeQuick model, which can be utilized by 
single frequency user receivers as described in [27]. Sections 5.8.2.2 and 10.2.4.1 
discuss the NeQuick model.

The UTC conversion parameters enable transfer of GST to UTC. For this pur-
pose, the navigation messages contain information on the UTC offset, first-order 
term of the polynomial, and number of leap seconds. The navigation messages also 
contain a notification for the next leap second adjustment [12].

The GGTO parameter provides the offset and rate of change between GPS 
system time and GST. It is computed by the Galileo PTF and coordinated with the 
USNO. 

Navigation data are complemented by service parameters such as the satel-
lite ID, the satellite health status and navigation data validity flags, the checksum 
for the CRC, and the IOD. The IOD allows one to identify to which batch a spe-
cific parameter belongs. Two IODs are distinguished in the navigation messages. 
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The IODnav is provided for the ephemeris, satellite clock correction, and Signal in 
Space Accuracy parameter. The IODa is defined for the almanac. 

Moreover, each satellite broadcasts an almanac that provides ephemeris and 
clock correction data for all operational satellites of the Galileo constellation with 
a reduced precision. The almanac information aids the receiver’s satellite acquisi-
tion process.

The Navigation data stream transmitted from each satellite is formatted such 
that the data essential for providing the navigation mission are broadcast more 
often and therefore are received by the user within a well-defined maximum time. 
Other complementary data that are less time-critical and not or only partially rel-
evant for navigation are broadcast over longer periods, for instance, the almanac 
information. 

The complete set of navigation data are transmitted on the data component of 
the corresponding signal in the form of a sequence of frames. Each frame consists 
of subframes, which, in turn, are made of several pages. A page is the basic struc-
ture of the navigation message. This structure has been selected to transmit data 
serving different needs. Time critical data are repeated with a high rate such as SAR 
RLS data. Data with lower priority such as those supporting acquisition in warm 
start conditions are repeated with a medium rate while yet other data are provided 
with a low rate. The pages can be distinguished by means of a type identifier. The 
sequence of the messages within a subframe or frame, although typically followed, 
might in the future be altered to meet future requirements. User receivers should be 
able to identify the page contents based on the type identifier and should be able to 
cope with variations in the sequence of pages as well as new page types that might 
be introduced to support future service evolutions.

The F/NAV page has a length of 238 bits or 10 seconds excluding the synchro-
nization pattern and the tail bits. The F/NAV frame of 600 seconds is composed of 
12 subframes with each 5 F/NAV pages.

The I/NAV frame of 720 seconds is composed of 24 subframes with 15 pages 
each. The I/NAV transmission relies on the frequency diversity and provides the 
same page layout on E1-B and E5b-I. The pages are broadcast in two consecutive 
blocks of odd and even words, respectively. Each word starts with the I/NAV syn-
chronization symbols followed by a block-encoded data field, and lasts one second. 
A full I/NAV page (odd and even words combined) takes 2 seconds for transmission 
and provides a useable capacity of 245 bits, excluding the synchronization pattern 
and tail bits. The page sequencing on E1 and E5 are different and the pages are 
swapped between the two signals to allow a faster reception of the complete I/NAV 
data set in dual-frequency receivers. The design of I/NAV also allows for single 
frequency usage at the cost of longer delays until the complete message is received. 

The system functions related to I/NAV allow for the introduction of short one-
time low latency message pages by replacing nominal transmissions in the message 
dissemination; such short message pages might be used in the future. 

The OS SIS ICD [12] provides a detailed description of the contents of the F/
NAV and I/NAV. It is important to highlight that this ICD provides the informa-
tion with reservations regarding future message evolutions. Backward compatibil-
ity will be maintained, but new message features and new message types might be 
introduced, exploiting the existing degrees of freedom and spare capacity. 
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5.5.2.1  Commercial Service Data Stream 

C/NAV is a near-real-time message stream with short latency. The data content of 
the C/NAV will depend on external CS provider needs. The CS and its applications 
are still under development and consolidation at the time of this writing. Therefore, 
no detailed description of the C/NAV content has been published yet. The C/NAV 
data, like all the low-latency data channels, are provided only from satellites that 
are in contact with the ground segment. This will allow for different C/NAV con-
tents on different satellites. 

5.5.3  Forward Error Correction Coding and Block Interleaving 

The forward error correction (FEC) protecting the Galileo data components and 
improving the transmission robustness of the message relies on convolutional cod-
ing with a rate of ½ and a constraint length of 7. The encoder polynomials are cho-
sen to be identical with the GPS L5 CNAV encoder. Galileo applies one additional 
inversion to the output of the G2 polynomial to achieve a nonconstant symbol out-
put despite of a continuous input of zeros. The encoding comprises nonoverlapping, 
independent data blocks of full or half pages of the navigation message. Each FEC 
encoded block is interleaved using an interleaver with 8 rows and “n” columns (“n” 
depends on the page size in symbols, different for F/NAV and I/NAV). 

The combination of convolutional and the block-wise encoding concept re-
quires the introduction of predefined tail bits to provide FEC protection for the 
complete information content of each navigation page. This ensures that burst er-
rors are de-interleaved with at least 8 symbols of separation between individual 
symbol errors at the decoder input, which helps the FEC decoder to correct such 
errors. 

5.6  Interoperability

According to the International Committee on GNSS (ICG) “Interoperability refers 
to the ability of global and regional navigation satellite systems and augmentations 
and the services they provide to be used together to provide better capabilities at 
the user level than would be achieved by relying solely on the open signals of one 
system.” Galileo and GPS were the first SATNAV systems pursuing and taking the 
necessary implementation steps to achieve interoperability between both systems. 

Interoperability at the user segment allows usage of multiple SATNAV systems 
to achieve a combined position solution. The combined utilization of multiple sys-
tems will lead to higher accuracy or better availability, for instance, in challenging 
environments, than each individual system would be able to provide. 

Interoperability at the system level addresses the RF signal structure as well as 
the alignment of time and geodetic reference systems and their realization in refer-
ence frames between the participating SATNAV systems. Depending on the align-
ment of the before mentioned elements, different levels of interoperability can be 
reached, leading in the final state to full interchangeability.

The level of interoperability is a result of an optimization process. Factors 
to be considered include radio frequency compatibility, complexity of the user 
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equipment, market prospects, vulnerability (common mode of failures), indepen-
dence of the systems, and national security compatibility issues. 

As presented above, on the signal level, the usage of common carrier frequen-
cies for the OS signals (E5a and E1) eases the RF front-end design and supports 
interoperability. Recent receiver developments already demonstrated that small 
carrier offsets (e.g., between GPS L1/Galileo E1 and GLONASS G1) are not ham-
pering interoperability at the user level. Beyond the signal characteristics, the un-
derlying navigation message concepts are comparable between Galileo and GPS 
(e.g., ephemeris, almanac, clock correction, GST-UTC, BGD). The terrestrial refer-
ence frames and reference time systems are aligned, as indicated in the following 
sections of this chapter. 

In order to allow an increased level of interoperability, Galileo is broadcasting 
the GGTO in its navigation messages. The GGTO allows the user to estimate his 
or her PVT based on an ensemble of GPS and Galileo range measurements without 
the need to sacrifice one observable to resolve for the mutual system time offset 
between GPS and Galileo. This is of particular interest for users in constrained 
visibility environments [28]. Section 11.2.5 covers use of multiple constellation 
signals to form the PVT solution.

5.6.1  Galileo Terrestrial Reference Frame

The Galileo Terrestrial Reference Frame (GTRF) is an independent realization of 
the ITRS. The ITRS is defined and monitored by the Central Bureau of the IERS. 
The GTRF is designed to be compatible with the ITRF and will therefore be a reali-
sation of the ITRS. The GTRF station coordinates are aligned to the ITRF station 
coordinates within a tolerance of 3 cm (at 95% confidence level) for all stations 
used in both frame realizations.

WGS 84 is the coordinate reference frame for GPS. WGS 84 is also a realiza-
tion of the ITRS. The WGS 84 includes the coordinates of GPS USAF monitoring 
stations and those of the U.S. NGA monitoring stations. The differences between 
WGS 84 and the GTRF are expected to be on the order of a few centimeters. This 
accuracy is sufficient for navigation and many other user needs.

5.6.2  Time Reference Frame

GST as generated by the PTF is a continuous time system that has no leap seconds. 
The reference epoch for GST is defined at 00:00:00 UTC on Sunday, August 22, 
1999, midnight between August 21 and 22. The GST initial epoch coincides with 
the last rollover of the GPS week number [12].

The time steering of the GST to UTC is carried out with time transfer measure-
ments between the master clocks in the Galileo PTFs and the GTSP which provides 
the link to UTC (k). The time transfer measurements are processed by the GTSP 
to predict the retroactively published TAI timescale to the current time. The GTSP 
determines the deviations between the Galileo master clock timescale and the pre-
dicted TAI. Based on these deviations, the necessary steering corrections for the 
Galileo PTF master clocks are generated. These data are provided to the GCCs on 
a daily basis. 
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GST will be kept to within 50 ns (95%) of TAI over any 1-year time interval. 
The offset between TAI and GST will be known with a maximum uncertainty of 28 
ns (2 sigma), assuming the estimation of TAI 6 weeks in advance. Users equipped 
with a Galileo timing receiver will be able to predict UTC to 30 ns for 95% of any 
24 hours of operation. The difference between GST and UTC at the initial epoch 
was 13 leap seconds. At the time of this writing, the difference between GST and 
UTC was 18 leap seconds. 

The GGTO parameter is determined by the PTF on a daily basis and allows 
users to generate combined position solutions even in situations where only a total 
of four satellites are received from both systems together. The GGTO is determined 
by means of a combined GPS/Galileo receiver at the Galileo PTFs. For robustness, 
traditional time transfer techniques are also used to determine the offset between 
GPS system time and Galileo system time. For this purpose, the time transfer be-
tween the Galileo PTF and the USNO is performed using TWSTFT and the Com-
mon View technique [29]. 

The GGTO is coordinated between Galileo PTF and USNO before it is in-
cluded in the navigation message of both systems. The accuracy of this time offset 
modulo 1 second is specified to be less than 5 ns with 2-sigma confidence interval 
over any 24-hour period.

When more satellites are received, user receivers can also resolve the Galileo/
GPS time offset as part of the position and navigation processing at the cost of one 
additional satellite tracked (fifth satellite when determining a three-dimensional 
position). See Section 11.2.5 for additional details.

In the context of the ICG, specifically in the Providers Forum, discussions are 
ongoing to provide the offset of each SATNAV system time scale to a common 
reference, such as UTC. This common approach will allow user receivers to exploit 
measurements from multiple GNSS constellations for mixed positioning and tim-
ing services. 

5.7  Galileo Search and Rescue Mission

This section gives a general overview of the SAR system deployed by Galileo. The 
SAR/Galileo system is designed and operated as an integral part of the Cospas-
Sarsat MEOSAR system. The SAR/Galileo space and ground segments are fully 
integrated within the Cospas-Sarsat structure and represent the contribution of 
Galileo to the International Cospas-Sarsat Program. (Additional information on 
the Cospas-Sarsat MEOSAR system can be found in [30, 31].)

Starting in 1982 with LEO satellites, the Cospas-Sarsat program was extended 
to include geostationary satellites. With the advent of MEO-based GNSS, it was 
recognized that there is a strong and multilateral synergy between navigation and 
SAR functions. Eventually, three planned GNSS core constellations: Galileo, GPS, 
and GLONASS, announced the future hosting of SAR equipment on their satel-
lites, leading to the concept of MEOSAR (Medium Earth Orbit SAR component). 
These three SATNAV systems have been in close coordination, under the umbrella 
of Cospas-Sarsat, to embark SAR equipment that would be fully compatible and 
highly interoperable both in the space and ground segments. It is important to 
note that the GPS SAR payload is planned for GPS III capability insertion. A new 
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service, the SAR/Galileo RLS, is currently introduced to MEOSAR by Galileo. It 
provides a means for delivering short messages to emergency beacons equipped 
with Galileo receivers. 

5.7.1  SAR/Galileo Service Description

The Council of The EU of December 2004 confirmed the SAR service as one of the 
Galileo services. Consequently, the SAR/Galileo mission was defined as follows: 
“The Galileo system shall provide a Search and Rescue (SAR) service by perform-
ing the detection and localisation of current and foreseen Cospas-Sarsat (C/S) 406 
MHz beacons, fitted or not fitted with GNSS receivers or other means of position 
determination, and by providing a return link capability to distress beacons.”

The Galileo SAR Service consists of two main services: the FLS, which is the 
classical satellite-based SAR mission, and the RLS, which delivers a short message 
to the beacon with additional information.

For the Forward Link Alert Service, Galileo satellites (and other MEOSAR) 
receive signals from C/S 406-MHz emergency beacons and rebroadcast them in 
L-band to MEOLUTs. The MEOLUTs determine and report the beacon’s alert 
message and position to Cospas-Sarsat operators, that is, national mission control 
centers (MCC).

The FLS is a global service; hence, the C/S 406-MHz beacons can be located 
anywhere on Earth’s surface. SAR/Galileo contributes to the global MEOSAR alert 
service by providing, in addition to the space segment, ground segment elements 
for detection and localization of distress alerts in Europe. 

SAR/Galileo does not include dedicated MCCs or Rescue Coordination Cen-
tres (RCCs); these essential components of the overall SAR service remain national 
member states’ prerogatives and responsibility.

The RLS provides users with an acknowledgment message informing them that 
the alert has been detected and in some cases that rescue operations are under way. 
The RLS is a specific service introduced uniquely by Galileo to the SAR community 
to provide messaging capability from the SAR operational facilities directly to the 
beacon. It is a global service available to any beacon with an RLS-enabled Galileo 
receiver. The RLM is sent to the beacon through the Galileo E1B signal (1,575.42 
MHz). 

5.7.2  European SAR/Galileo Coverage and MEOSAR Context 

The Galileo Program with its SAR ground infrastructure contributes to the Cospas-
Sarsat MEOSAR system, primarily by ensuring the coverage of the European SAR 
Coverage Area (ECA) which is depicted in Figure 5.11 and defined as: “… the 
coverage of the European territories of all EU and ESA member countries (i.e. EU 
countries plus Norway and Switzerland) and the associated maritime and aeronau-
tical Search and Rescue areas adjacent and belonging to these countries.”

In December 2016 the European Commission declared the start of the initial 
Galileo Search and Rescue service. The Galileo SAR SDD defines a simplified cover-
age area delimited by four corners (85.00°N, 41.20°E; 29.18°N, 37.07°E; 5.00°N, 
38.00°W; 75.76°N, 77.87°W) connected by arcs of great circles [9]. Figure 5.12 
shows the SAR/Galileo system architecture and identifies essential components in 
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the integration with other Cospas-Sarsat participants. The global coverage, includ-
ing coverage of European overseas territories, will be achieved through coopera-
tion among Cospas-Sarsat members. 

The EU will, in the future, further contribute to meeting the Cospas-Sarsat 
objective of global MEOSAR coverage by deploying additional MEOLUTs. These 
will be in identified coverage gaps in coordination with Cospas-Sarsat, in particular 
for EU member states’ overseas zones of responsibility. 

5.7.3  Overall SAR/Galileo System Architecture

As mentioned earlier in the section, Galileo equips its satellites with SAR repeat-
ers that relay beacon distress signals to Earth. Relayed signals from the different 
satellites are received by one or several MEOLUTs. The role of the MEOLUTs is to 
detect the beacon alert signal, demodulate it, extract the message, and determine 
the location of the beacon. The alert is located by extracting the encoded positional 
data in the beacon message, if available, and by processing the differences in the 
times of arrival (ToA) of the alerts influenced by the beacon-to-satellite range and 
in the frequencies of arrival (FoA) influenced by Doppler shifts of the received 
signals. The MEOLUT then sends the estimated beacon position, the message and 
other relevant data to the associated MCC, which communicates with the relevant 
MCCs and RCCs, and via the French nodal MCC (Toulouse) with the RLS provider 
(RLSP) in case the alert contains an RLM request.

In order to provide the FLS, the SAR/Galileo system receives and processes dis-
tress signals from beacons by three Galileo MEOLUTs, which are coordinated by 

Figure 5.11  European SAR coverage area.
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the MEOLUT Tracking Coordination Facility (MTCF). The MTCF will optimize 
the tracking of the three European SAR/Galileo MEOLUTs to improve the overall 
SAR FLS performance over the ECA region.

The space segment receives 406-MHz distress signals from SAR beacons, am-
plifies and translates these signals in frequency without spectral inversion, and re-
transmits them to the ground in the L-band (see Figure 5.13). 

In order to provide the RLS, the SAR/Galileo system receives, via the RLSP, 
the RLM requests from the French MCC. The RLSP will identify the best satellite 
for the RLS broadcast based on the beacon location and additional information 
exchanged with the Galileo system. The Galileo ground segment incorporates the 
received RLMs into the navigation data of the identified Galileo satellites, which 
broadcast the RLM to emergency beacons within the Galileo OS E1 signal, thus 
closing the loop with users being notified of the detection of their alert.

The overall SAR/Galileo detection and localisation performance is continu-
ously monitored based on the emissions of 5 MEOSAR Reference Beacons (RefBe), 
located within the ECA. 

�5.7.3.1  SAR/Galileo Space Segment

The SAR/Galileo space segment comprises Galileo satellites with SAR repeaters. 
The Galileo satellite payload has two principal functional elements relevant to SAR: 
the Navigation function and the SAR function. SAR/Galileo utilizes both of these 
functional elements, with the SAR function for supporting the FLS and the Naviga-
tion function for supporting the RLS.

The Galileo SAR repeaters comprise bent-pipe transparent transponders with 
no frequency inversion. They receive signals at the 406-MHz band and retransmit 
in the L6 band at 1.5441 GHz. They are designed according to the space segment 
interoperability requirements agreed under the Cospas-Sarsat auspices, including 
both the normal (90-kHz) and narrow (50-kHz) bandwidth modes, as well as the 
possibility to operate with fixed gain mode or automatic level control. 

All space segment components of MEOSAR, that is, Galileo, GPS (planned for 
GPS III capability insertion), and GLONASS SAR repeaters are mutually compat-
ible and interoperable. 

Figure 5.13  Galileo satellite SAR payload schematic.
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5.7.3.2  SAR/Galileo Ground Segment 

The SAR/Galileo ground segment (SGS) comprises forward and return link com-
ponents. The FLS SGS consists of three operational MEOLUTs, the MTCF and the 
related SAR communications network (SARN), as well as five dedicated RefBe. The 
RLS part of the SGS includes the RLSP.

The main center for SAR/Galileo is the SAR/Galileo Service Centre in Tou-
louse, which is closely associated to the French MCC. The center is hosting the 
MTCF and the RLSP as key elements of the SGS. The three operational MEOLUTs 
are located close to the three corners of the ECA region in:

•• Spitsbergen (Svalbard/Norway), hosting the Spitsbergen/EU MEOLUT col-
located with the existing Norwegian MCC and LEOLUT;

•• Maspalomas (Canary Islands/Spain), hosting the Maspalomas/EU MEOLUT 
collocated with the Spanish nodal MCC and other Cospas-Sarsat facilities 
including LEO and GEOLUTs;

•• Larnaca (Cyprus), hosting the Larnaca/EU MEOLUT connected to the Cy-
priot MCC located at the Joint RCC in Larnaca.

The five reference beacons are located at: 

•• Spitsbergen/EU reference beacon collocated with the MEOLUT;

•• Maspalomas/EU reference beacon collocated with the MEOLUT;

•• Larnaca/EU reference beacon collocated with the MEOLUT;

•• Santa Maria/EU reference beacon located on Azores Islands/Portugal;

•• Toulouse/EU reference beacon located at the SAR/Galileo Service Centre.

The prime contractor for the SAR/Galileo Ground Segment has been Cap Gem-
ini (France).

The three Galileo MEOLUTs interface to their corresponding national MCCs. 
The MTCF coordinates the tracking of visible satellites performed by the European 
MEOLUTs. The nominal SGS operational configuration of the FLS is inherently re-
dundant and exhibits graceful degradation with failures. The system is able to also 
operate without the coordination of the MTCF, but the performance and reliability 
of the full system is significantly improved when exploiting its advanced features. 
These include not only the coordinated MEOLUT tracking but also the sharing of 
collected raw TOA/FOA data.

The RLS is typically initiated by a beacon through a Return Link Message 
Request. This request is part of a particular protocol for the beacon’s forward link 
alert message. The specific RLS protocol on the 406-MHz uplink signal is routed 
to the RLSP. The RLM request is received at the RLSP through the Cospas-Sarsat 
network. The RLM delivery can also be triggered externally by the RLSP operator 
or by authenticated third parties interfacing with the RLSP.
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The part of the RLS infrastructure that is under direct Galileo responsibility 
comprises the RLSP, the GMS, and Galileo satellites. The full RLS loop (with bea-
con feedback) consists of the following events:  

•• RLS beacon (operating with the RLS location protocol) issues a distress alert 
containing a RLM request indicating that it can accept a return link message 
as acknowledgement Type-1.

•• At least one MEOLUT receives the alert through MEOSAR satellites and 
routes it through the Cospas-Sarsat data distribution network to the French 
MCC.

•• The French MCC forwards the RLM request to the RLSP.

•• The RLSP determines the appropriate time and the satellites through which 
the RLM shall be broadcast and passes this information including the RLM 
request to the GMS.  

•• GMS uplinks the RLM to the selected satellites.

•• The originating RLS beacon receives the acknowledgement RLM via the E1B 
data.

•• Having received the acknowledgment, dedicated bits in the forward link alert 
message are changed to indicate that an acknowledgement has been received.

•• Following the same path: MEOSAR satellite – MEOLUT – MCC – French 
MCC, the confirmation that the RLM was received reaches the RLSP, which 
initiates appropriate actions, usually to stop further repetitions of this RLM 
and log this.

5.7.3.3  SAR User Beacons

The basic purpose of emergency radio beacons is to get distressed persons rescued 
within the golden day (the first 24 hours following a traumatic event) during which 
the majority of survivors can usually be saved. The following types are distinguished 
for the different applications and the corresponding regulations: 

•• Emergency position-indicating radio beacon: Signal maritime distress 
and comply with requirements established by the International Maritime 
Organisation.

•• Emergency locator transmitters: Signal aircraft distress and are defined in 
accordance with requirements defined by the International Civil Aviation 
Organization.

•• Personal locator beacons: Signal a person in distress who is away from nor-
mal emergency services (personal use), for example, hikers. They are also 
used for crew-saving applications in shipping and other specialized tasks. 

•• Ship security alert beacon: Provide discreet SSAS security alerts, complying 
with International Maritime Organization (IMO) requirements. The Cospas-
Sarsat 406-MHz Ship Security Alert System (SSAS) is a system implemented 
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by Cospas-Sarsat and contributing to IMO efforts to strengthen maritime 
security and suppress acts of terrorism against shipping.

In addition to the above 4 types of emergency beacons, the Cospas-Sarsat sys-
tem incorporates various system beacons, including: Test, Timing, Reference, and 
Orbitography beacons.

When activated, beacons transmit the alert signal in the form of short RF mod-
ulated bursts at 406 MHz. The alert signal bursts, whose duration is approximately 
0.5 second, are repeated roughly every 50 seconds after beacon activation for a 
period of at least 24 hours. Some beacons are specified to transmit for at least 48 
hours.

First-generation beacons are emergency beacons compliant with Cospas-Sarsat 
Specification T.001. They may, but are not required to, incorporate a GNSS receiver 
and include information on their location in the beacon message. First-generation 
beacons that include a Galileo receiver may be capable of receiving an RLM. These 
beacons are named RLS beacons (also known as Galileo beacons).

Second-generation beacons are presently being defined by participants to Co-
spas-Sarsat. These beacons will include a number of advanced features (such as 
modulation appropriate for accurate TOA/FOA estimation and additional data 
bits), and they will not be backward compatible with the first-generation beacons. 

5.7.4  SAR Frequency Plan

The frequency band 406–406.1 MHz is allocated by the ITU for Mobile-Satellite 
(Earth-to-space) use and is used by Cospas-Sarsat for SAR satellite emergency bea-
cons. Cospas-Sarsat has divided the 406-MHz band into channels separated by 3 
kHz and is approving use of specific frequencies for batches of beacons in a planned 
manner. This is done to ensure an even spread of used channels for growing num-
bers of beacons, and therefore maximizing the capacity for the 406-MHz uplink 
with minimal mutual interference. Figure 5.14 indicates the channelization of the 
406-MHz band used for SAR.

The Galileo program has selected one specific channel for reference beacons 
(channel E at 406.034 MHz), and one for testing the SAR/Galileo system, channel 
N centred at 406.061 MHz. This channel, within the narrowband transponder 
mode, is not foreseen for operational use in the foreseeable future. 

With the introduction of the second-generation Cospas-Sarsat 406-MHz bea-
cons, which use spread spectrum techniques and occupy the full uplink band, the 
SAR/Galileo transponders will be used in normal (wideband) mode only.

The SAR/GPS (planned for GPS III capability insertion), SAR/Galileo, and SAR/
GLONASS MEOSAR constellations will operate with satellite downlinks in the 
1,544–1,545-MHz band. The ITU Radio Regulations allocate the 1,544–1,545-
MHz band to the mobile satellite service (MSS), space-to-Earth, for distress and 
safety communications (article 5.356). 
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Figure 5.14  SAR UHF band.
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5.8  Galileo System Performance

The fundamental theory underlying GNSS is already detailed in Chapter 2. It is not 
the intention of this section to repeat this information but rather to provide insight 
on essential performance parameters measured for the Galileo system as part of its 
in-orbit validation. At the end of this section, an outlook will be given by presenting 
the expected system performance based on extrapolation of measurements.

It has to be highlighted that the following sections present the actual measured 
performance as observed in January 2016, a time characterized by an incomplete 
system infrastructure, intense testing activities and ongoing deployment; all those 
factors have an influence on the results presented next.

5.8.1  Timing Performance

Users are able to derive their local realization of GST from the information pro-
vided in the navigation message. The Galileo navigation message provides users 
also with parameters to approximate UTC based on the receiver’s realization of 
GST. The broadcast parameters include the number of leap seconds (i.e., integer 
offset between GST and UTC) and the fractional GST-UTC offset and drift. Figure 
5.15 shows the achieved UTC dissemination accuracy measured during January 
2016. The results present the difference between the GST-derived UTC dissemi-
nated by Galileo and the rapid UTC solution published weekly by the BIPM that is 
closely approximating UTC. 

Galileo supports users that utilize the Galileo and GPS systems together. This 
is especially helpful for users with limited visibility of the satellites of both constel-
lations. As mentioned earlier, the Galileo system provides the offset between both 
system time scales as part of its navigation message. The GGTO allows usage of 
observations from both systems without the need to compute the offset between 
the two timescales as an additional unknown. The achieved accuracy of the broad-
cast GGTO achieved during January 2016 is presented in Figure 5.16. 

Figure 5.15  Galileo UTC dissemination performance for January 2016.
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5.8.2  Ranging Performance

The pseudorange measurements, which are the basis for the PVT solutions, are 
affected by disturbances that cause additional errors. These are sorted into three 
groups: space and control (e.g., ephemeris and SV clock offset prediction error, 
quantization errors, or signal imperfections), signal propagation environment (e.g., 
ionospheric and tropospheric errors and multipath) and finally the errors induced 
by the user receiver (e.g., measurement noise). In this section, only those contribu-
tions from the space and control segments and signal propagation environment are 
discussed. (Chapter 10 provides descriptions of all GNSS measurement errors.)

5.8.2.1  Orbit Determination and Time Synchronization Error

The orbit determination and time synchronization error is the error of the naviga-
tion message regarding the provided predicted orbital location and apparent sat-
ellite clock error of the satellite at a maximum operational age of the navigation 
message. The accuracy of the ODTS predictions provided in the navigation message 
is influenced even under nominal conditions by: 

•• The quality and availability of the observations used in the estimation 
process;

•• The modeling of the orbit perturbations inside the orbit prediction process 
(including the timely variations of the satellites center of mass and antenna 
center of phase);

•• The clock error prediction mismodeling with respect to the actual clock 
behavior;

•• Quantization of the navigation information when generating the navigation 
messages;

Figure 5.16  Galileo broadcast GGTO accuracy for January 2016.
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•• The refresh rate of the broadcast messages.

Figure 5.17 illustrates the geometry associated with the ODTS prediction and 
projection errors. This figure shows the overall orbit and clock error projected into 
the worst user direction.

In addition to these nominal distortions, also unexpected events can cause the 
degradation of the broadcast message such as, for instance, clock jumps or other 
failures on the ground or onboard the satellite. 

The ODTS accuracy as a statistical performance characteristic of the system 
is defined at the worst user location at a maximum message age. For Galileo, the 
expected maximum age of the navigation message in the nominal system mode of 
operation is 100 minutes, starting from the time of the last data collected for the 
generation of this navigation message.

Figure 5.18 shows the cumulative distribution function of the measured ages 
of data as observed during January 2016 for GSAT 0101. It can be seen that about 
90% of the messages have been refreshed well before the target maximum age of 
data of 100 minutes and that only 10% of the messages exceeded the 100 minutes. 
This demonstrated the feasibility to disseminate messages fast enough to ensure 

Figure 5.17  SIS ranging geometry with ODTS errors projected in the worst user direction. 
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good performance already with the Galileo system before the completion of the 
deployment.   

Contrary to the ODTS accuracy, which is defined over a constant age of data 
and is used to drive the design of the system, the Signal in Space Error (SISE) is 
the actual measurable orbit and satellite clock prediction error when applying the 
correction data received by the user as part of the navigation message. The SISE 
is the overall orbit and clock error projected into the worst user direction (see 
Figure 5.17). Figure 5.19 shows the evolution of the measured SIS ranging error 
of GSAT0101 for the second half of January 2016. Figure 5.20 provides an over-
view of the ranging performance of all operational Galileo satellites for the same 
period (for clarity of the plot the data have been smoothed with a 14-hour moving 
average). 

5.8.2.2  Residual Ionospheric Correction Error

The ODTS error is the dominant system contributor for dual frequency users. For 
the single-frequency user, the main ranging error contribution is the ionosphere, 
which dual-frequency users can estimate by using the different effect of the two 
frequencies. The single-frequency user will have to apply a model that allows him or 
her to reduce the impact of the ionosphere on the single frequency range measure-
ments. These measurements can be different for each line of sight. The Galileo sys-
tem provides, as part of the navigation message, the user with updated ionosphere 
coefficients. These coefficients allow users to determine the effective ionisation 
level of the ionosphere using the NeQuick G model, which is an evolution of the 
NeQuick model proposed by the ITU. NeQuick G is a three-dimensional empirical 
climatological electron density model described in [27]. 

Regular performance characterisation of the Galileo NeQuick G model has 
been done since the IOV campaign, which have shown that NeQuick G model 
provides better corrections than, for instance, the Klobuchar model, especially at 
equatorial latitudes. Figure 5.21 shows the measured correction capability of the 

Figure 5.18  Distribution function for GSAT0101, Age of Data, January 2016.
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NeQuick G model using the broadcast IONO parameters [32, 33]. Section 10.2.4.1 
provides NeQuick G model details.

5.8.2.3  Broadcast Group Delay 

The BGD parameter allows the single-frequency user to correct the range measure-
ment for signal delays in the satellite payload and RF chain. Dual-frequency users 

Figure 5.19  GSAT0101 SIS range error as observed January 16 to 31, 2016.

Figure 5.20  SIS range error as measured (14 hours smoothed) for all operational satellites January 16 
to 31, 2016.
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do not need to correct for the BGD, because the clock corrections contained in the 
navigation account already for signal delays (F/NAV – E1/E5a and I/NAV for E1/
E5b). The BGD between two frequencies is defined as follows:
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f1 and f2 denote the carrier frequencies of the two signals and (TR1 − TR2) 
denote the difference of the group delays of those signals. A single-frequency user 
receiver can compute the correction to be applied to the dual frequency clock cor-
rection based on the following equations depending on which frequency he or she 
is using for the range measurements (f1 or f2). User receivers working on f1 apply 
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The BGD has been characterized as part of the IOV campaign in line with the 
expectations on the order of 30 cm (95%). Since then, it has been continuously 
monitored. The contribution measured in January 2016 is also on the order of 30 
cm (95%) for both the E1/E5a and the E1/E5b signal combinations.

Figure 5.21  NeQuick G ionosphere model correction performance, January 2016.
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5.8.2.4  Total UERE Budget

Other error contributors not covered by the system but impacting the range mea-
surement are the residual tropospheric model error, the receiver dynamics and the 
local receiver environment in terms of interference, multipath and receiver thermal 
noise. Those contributors are addressed as part of the general discussions on rang-
ing errors in Chapter 10.

Table 5.6 provides indications of the overall UERE and its contributors cur-
rently expected to be achieved by Galileo in its FOC configuration. The values 
are provided for single-frequency and dual-frequency users separately and given 
as average values over satellites and elevations and at the maximum design age of 
data. This summary does not differentiate between the different signals. It is a sim-
plified version of the UERE budget used for the system design, for which the UERE 
contributors are considered functions of satellite elevation, user type/environment 
and used signal(s).

5.8.3  Positioning Performance

The positioning performance of Galileo and more generally GNSS depends on the 
ranging performance discussed above and is driven by the local satellite geometry. 
The detailed derivation of the different DOPs (HDOP, VDOP, TDOP, PDOP, and 
GDOP) is provided in Chapter 11 and will not be repeated here. The following 
table provides an overview of the different DOPs provided by the nominal Galileo 
constellation.

The position accuracy target for dual frequency Galileo OS users is 4m (95%) 
horizontal and 8m (95%) vertical. The limited satellite configuration during the 
ongoing deployment does not allow users to continuously derive PVT solutions. 
The current deployment state of the Galileo constellation allows for standalone 
PVT solutions for approximately 50% of the time with a Horizontal Accuracy bet-
ter than 10 meters (95%), based on the operational satellites deployed by Novem-
ber 2016 [7]. In order to show representative PVT accuracies, a DOP-based filter 
has been applied, limiting the geometries to those with a HDOP less than or equal 
to 5. Figure 5.22 shows the measured horizontal position errors for the Galileo 
receiver in Noordwijk (NL) during the period March 1 to 10, 2016. As it can be 
seen, 95% of the position fixes are within 8.8m of the true horizontal location of 
the receiver antenna.

Table 5.6  Typical Design UERE Contributors Anticipated at FOC
UERE Contributor Single Frequency Dual Frequency

ODTS error <65 cm <65 cm

Satellite broadcast group delay error <50 cm —

Residual ionosphere error <500 cm <5 cm

Residual troposphere error <50 cm <50 cm

Thermal noise, interference, multipa-
th, code carrier divergence

<70 cm <100 cm

Total (RMS) <513 cm <130 cm
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5.8.4  Final Operation Capability Expected Performances

The extrapolation to achievable performance in FOC is based on the measurements 
collected during times with FOC representative conditions. The IOV performance 
verification has been done by means of fixed and mobile test campaigns carried out 
during periods with good geometric conditions and visibility of all IOV satellites. 
The testing did address the verification of all UERE contributors. The collected 
results have been filtered to remove outliers that are clearly and unambiguously 
caused by bad geometry conditions (e.g., PDOP above 5). 

Table 5.7  DOP Values Achieved by the Galileo 
Walker 24/3/1 in Nominal Conditions

Average User 
Location

Worst User 
Location

Horizontal DOP 1.35 1.54

Vertical DOP 2.31 2.60

Time DOP 1.48 1.58

Position DOP 2.58 2.75

Figure 5.22  Galileo dual frequency OS horizontal position error (period from March 1 to 10, 2016).



5.9  System Deployment Completion up to FOC	 267

The dependency of the individual performance contributors on the deployed 
infrastructure has been analyzed. For those parameters that were showing a clear 
dependence on the number of ground elements or number of satellites, extrapola-
tion factors have been estimated from experimentation with real measurements of 
Galileo and GPS as well as synthetic data generated for Galileo only. 

A summary of the extrapolation results is provided in Table 5.8, and the ex-
pected performance has been derived for both a typical OS dual- and single-fre-
quency user in rural environment. The geographic distribution of the positioning 
performance for an OS dual-frequency user is shown in Figure 5.23. 

The results of the IOV to FOC extrapolation, together with the actual test 
results, did confirm the feasibility of the initial design targets of positioning and 
timing service. 

5.9  System Deployment Completion up to FOC

The Galileo system, at the time of this writing, was still under deployment. The 
phase between the end of the IOV and the handover of the FOC is characterized by 
activities linked to the full-system deployment and initial operations. During this 
phase, the remaining satellites will be launched and both the GCS and GMS will be 
completed to achieve full conformance with the mission performance and service 
coverage area. In parallel to the deployment activities, the operations team will 
ensure the maintenance of the already deployed ground and space infrastructure. 

The most visible indication is the number of satellites in the constellation. At 
the time of this writing, three fourths of the satellites in the constellation were 
deployed and operated. The utilization of the Ariane 5 launch vehicle capable of 
injecting 4 satellites per launch was planned to continue through FOC. In addi-
tion to the constellation deployment, the ground segment is under finalization, 
with significant elements still to be introduced to the system configuration (such as 
additional mission uplink antennas). As a result of this increase of the system ca-
pabilities and the improvements in the robustness of the infrastructure, the system 
performance levels will gradually improve for each deployment stage.

A steady performance improvement can be observed since the first stand-alone 
Galileo position fix on March 12, 2013 [4, 34–36]. This trend is only interrupted 
by the upgrade and roll-out activities, as they occurred at the end of 2014 and early 
2015 with major upgrades of the ground segment. Such long-term interruptions 
due to ground infrastructure deployment are expected to not reoccur since the last 

Table 5.8  Expected Typical Galileo Positioning Performance
OS Dual Frequency User Vehicle—E5a/E1 24 S/C

Worst-case position accuracy (2σ) Horizontal 2.9m

Vertical 6.3m

OS single-frequency user pedestrian—E1

Worst-case position accuracy (2σ) Horizontal 9.9m

Vertical 22.4m
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ground segment upgrade. This upgrade did introduce essential elements contribut-
ing to the redundancy of the system functions. The rollout of the new version of 
the ground segment in 2015, for example, was carried out without a discontinuity 
of the provided satellite ranging signals.   

The routine operations phase is intended to start with the provision of ini-
tial services while the system is still being deployed. Both the deployment and 
operations activities will continue in parallel up to handover of the final system 

Figure 5.23  OS dual-frequency (a) horizontal and (b) vertical position accuracy (nominal constellation 
geometry).
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configuration. As the system configuration is expanding, the service quality will 
be improved with the improved system performance capabilities. After achieving 
the FOC configuration, the system operations are planned to last over the design 
system lifetime of about 20 years. 

5.10  Galileo Evolution Beyond FOC

In 2007, with the awareness of the ongoing developments in the navigation field, 
the ESA did initialise activities on the future of the European GNSS infrastructure 
through an optional program supported by several of its member states. The objec-
tive of the activities is to research enabling technologies for the evolution EGNOS 
and Galileo systems in the presence of the increasing capabilities of existing systems 
as well as the growing demands of GNSS applications and users. This will ensure 
the competitiveness and interoperability of EGNOS and Galileo. The objectives 
defined for the European GNSS Evolution Program (EGEP) were [37]:

•	 To prepare for upgrades and evolution of EGNOS and Galileo stemming from 
mission evolution, improvement of performances and services, operability im-
provements and/or technology obsolescence; 

•	 promote and support scientific exploitation of Galileo; 
•	 maintain European technical know-how, competencies and infrastructures at 

international level; 
•	 Sustain competitiveness and innovation capabilities.

In this context, a multitude of studies have been initiated to progress essential 
technologies for such system evolutions. In parallel to the technology studies, sys-
tem concepts have been developed based on future GNSS mission objectives identi-
fied in cooperation with the EC. 

As part of the EGEP, activities options for future GNSS system architectures are 
developed especially taking into account the possible deployment scenarios based 
on the current Galileo and EGNOS systems. The technology predevelopments are 
focusing along the following evolution axes: higher accuracy of the existing servic-
es, provision of a high-accuracy and certified timing service, provision of long-term 
ephemeris with an improved time to first fix, spoofing and jamming protection, 
improved SAR service, improved interoperability with other SATNAV systems, 
support to space users, and reduced time-to-market for future service evolutions. 

The replacement of the currently deployed Galileo IOV and FOC satellites will 
be necessary when they reach their end of life after a lifetime of 10–12 years. New 
technologies, new services, and a better exploitation of the systems will maintain 
the competitiveness of the European navigation infrastructure.
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BeiDou Navigation Satellite System (BDS)
Minquan Lu and Jun Shen

6.1  Overview

6.1.1  Introduction to BDS

BeiDou Navigation Satellite System (BDS) is a global navigation satellite system 
independently developed and operated by China. BDS was designed to be compat-
ible and interoperable with other GNSS constellations [1]. The name “BeiDou” 
comes from the Beidou constellation with seven stars, or the Big Dipper, which is 
near the North Star. Since ancient times, Chinese people have been using the Beidou 
constellation for navigation. Entering the information age, the BDS development 
and applications add a brand-new meaning to this ancient name.

Similar to GPS, GLONASS, and Galileo, BDS is a space-based navigation sys-
tem that uses the trilateration positioning mechanism. BDS consists of a space seg-
ment, a control segment, and a user segment. The BDS space segment includes a 
mixed constellation of 5 GEO satellites and 30 non-GEO satellites. The BDS con-
trol segment is a distributed ground control network with a master control station, 
several time synchronization and information upload stations, as well as a number 
of monitoring stations. The BDS user segment includes various single-mode BDS 
terminals and multimode BDS terminals that are compatible with other GNSS sys-
tems. The main functionality of BDS is to provide 24 hours a day, all-weather, 
continuous, high-accuracy positioning, navigation, and timing (PNT) service for 
users around the world. In addition, BDS also provides a two-way short message 
service (SMS) and satellite-based augmentation service (SBAS) [1, 2]. BDS, together 
with GPS, GLONASS, and Galileo, has been identified by the United Nations (UN) 
International Committee on Global Navigation Satellite Systems (ICG) as one of 
the official GNSS providers [3].

As a national critical space-based information infrastructure, a global naviga-
tion satellite system is very important for national defense, economic development, 
and enhancement of people’s lives. China attaches great importance to the BDS 
development and its applications [1]. The BDS development is aiming to construct 
a global space-based navigation system that is independently self-developed, open 
and compatible, technically advanced, stable, and reliable to promote the formation 
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of the satellite navigation industrial chain, to build a completed system for the 
support, promotion, and assurance of the national satellite navigation application 
industry, and to develop the extensive applications of satellite navigation in various 
national economic and social sectors. To achieve those goals in accordance with 
domestic and international requirements, including the consensus reached among 
members of the ICG on GNSS compatibility and interoperability, China established 
the following BDS development principles:

1.	 Openness: The BDS system construction and evolution as well as applica-
tion development is open to the whole world. BDS provides high-quality 
services free of charge to direct users worldwide. China has been actively 
cooperating with other countries to promote compatibility and interoper-
ability among GNSS components to promote the development of satellite 
navigation technologies and industries.

2.	 Independency: BDS will be independently developed and operated by 
China. It will be capable of independently providing services for users 
worldwide.

3.	 Compatibility: Under the framework of the ICG and the International Tele-
communication Union (ITU), BDS will achieve compatibility and interop-
erability with other satellite navigation systems around the world to ensure 
that all users enjoy the benefits of satellite navigation.

4.	 Gradualness: China will actively and steadily promote the BDS construc-
tion and development, constantly improve the service quality, and achieve 
seamless interconnections among various development phases.

Under those development principles, in order to overcome difficulties of insuf-
ficient technical resources in the field of satellite navigation, limited national invest-
ment, and lack of experience in the construction and management of large-scale 
space-based information systems, China formulated a three-phase approach for a 
steady BDS development process, according to the national PNT service require-
ments. As a result, the BDS development follows a unique path “from regional to 
global; from active to passive” [1]. The three-phase development plan is as follows:

•• Step 1: Start the development of the BeiDou Navigation Satellite Experimen-
tal System in 1994, to achieve the regional active service capability in 2000;

•• Step 2: Start the development of the BeiDou Navigation Satellite System in 
2004, and achieve the regional passive service capability in 2012;

•• Step 3: Steadily push forward the development of the BeiDou Navigation 
Satellite System to achieve the global passive service capability by around 
2020.

The three-step development path of BDS is illustrated in Figure 6.1 [2].
After continuous efforts for nearly 20 years, phase 2 of the BDS development 

was completed in 2012, yielding a regional navigation satellite system with 14 
operational satellites in space (5 GEO+5 IGSO+4 MEO) that provided services 
for users in the Asia-Pacific region [1, 2]. Phase 3 of the BDS system construction 
process started immediately after the completion of phase 2. Four new-generation 
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experimental satellites were launched in 2015 and many key technologies have 
been tested and verified. The deployment of the global BDS system began after 
the launch of the last experimental satellite on February 1, 2016. The deployment 
of the BDS global system with 35 satellites is planned to be completed by around 
2020.

It should be noted that, according to the “Standards for Beidou Navigation 
Satellite System (version 1.0)”, the China Satellite Navigation Office (CSNO) will 
gradually publish the BDS interface control documents (ICD) as well as the related 
performance specifications [4]. BeiDou Navigation Satellite System RNSS Signal in 
Space Interface Control Document (version 2.0) [5] and the Specification for Public 
Service Performance of Beidou Navigation Satellite System (version 1.0) [6] were 
released in December 2013. However, the ICD and the performance specifications 
corresponding to other BDS services [e.g., the radio determination satellite service 
(RDSS) and BDS augmentation systems] have not been published. As a result, this 
chapter focuses on the BDS RNSS. Information provided in this chapter related to 
the BDS RDSS and the BDS space-based augmentation systems is high-level and is 
derived from the limited information available in the public domain.

6.1.2  BDS Evolution

6.1.2.1  The Past: BeiDou Navigation Satellite Experimental System

The BeiDou project began in 1994, with a goal of establishing the BeiDou Naviga-
tion Satellite Experimental System to provide positioning, timing, and short-mes-
sage services for China and its surrounding areas. The system used to be called the 
Beidou-1 System (BD-1). It uses the radio determination satellite service (RDSS) 
technique, which relies on two-way active ranging for positioning. With the com-
pletion of BD-1, China became the third country after the United States and Russia 
to operate a navigation satellite system. For both China and the international satel-
lite navigation community, BD-1 represents a significant milestone [7].

According to the literature [8], China’s exploration of satellite navigation sys-
tems can be traced back to the late 1960s. Inspired by the American Transit and 
the former Soviet Union’s Tsikada, Chinese scientists carried out studies on satellite 
navigation systems based on Doppler measurement principles, and the work lasted 

Figure 6.1  The three-phase BDS development path [2].



276	���������������������������������������� BeiDou Navigation Satellite System (BDS)

until 1980. In the late 1970s, China conducted research work on related satellite 
navigation and positioning systems to find a suitable solution for regional and 
global use. Regional satellite navigation systems were considered with 1, 2, 3, and 
3 to 5 satellites. Global navigation systems with a larger number of satellites, as 
well as systems that provided both positioning and communication, were studied 
and proposed. However, none of those ideas or proposals was realized.

In 1983, Dr. Chen Fangyun, an academician of Chinese Academy of Sciences, 
first presented the idea of implementing rapid regional positioning and communi-
cation services by using two geostationary satellites in China, the Twin-Star Posi-
tioning System. At that time, GPS had already achieved great progress. However, 
the Twin-Star system combining positioning and communication services was rela-
tively simple and economical, which made it attractive to China. In 1986, the Twin-
Star Positioning System received support from the Chinese government. In June 
1987, Chen et al. published a paper in which the system architecture, operating 
principles and mechanisms, and expected performances of the Twin-Star Position-
ing System were systematically introduced [9]. In 1989, demonstration and veri-
fication experiments were carried out using two DFH-2 communication satellites 
in-orbit, which proved the validity and feasibility of the technical platform for the 
Twin-Star Positioning System.

After 8 years of research and preliminary demonstration and verification, in 
1994, China officially started the construction of BD-1. Two BeiDou experimen-
tal satellites (BD-1 01, BD-1 02) were successfully launched on October 31 and 
December 21, 2000, from the Xichang Satellite Launch Center. The two satellites 
were positioned at 120°E and 80°E in the geostationary orbit. BD-1 was declared 
to have achieved initial operational capability shortly after the successful launch of 
these satellites. On May 25, 2003, a third GEO satellite (BD-1 03) was launched, 
and was used as an in-orbit spare. On December 15, 2003, BD-1 was declared to 
have achieved full operational capability. China became the third country, after the 
United States and Russia, to own a satellite navigation system.

Around the same time that Dr. Chen Fangyun published the concept of the 
Twin-Star Positioning System, G. K. O’Neill from the United States proposed a 
similar concept named Geostar. Some patents were filed and a company with the 
same name was established. Geostar had a plan to establish a navigation system 
to cover North America and possibly the whole world. Geostar also had some 
communications and exchanges with the Chinese navigation community. Unfortu-
nately, Geostar became bankrupt in 1991 [10, 11]. 

BD-1 utilizes two-way ranging through two GEO satellites, offering two-di-
mensional positioning, timing, and short-message services. It consists of three seg-
ments: a space segment with three GEO satellites (including one in-orbit spare), 
a control segment with one master control station and several monitoring and 
calibration stations, and a user segment with various types of user terminals. A 
schematic diagram of BD-1 is provided in Figure 6.2.

The principle of BD-1 is as follows. By using the known position coordinates of 
the two GEO satellites as two sphere centers, and using the distances from the satel-
lites to the user equipment as radiuses, respectively, two spheres can be formed. The 
user equipment must be on the spherical intersection of the arc. Using an elevation 
map provided by the ground control segment, an inhomogeneous, Earth-centered 
sphere, with the Earth center as center and the distance from the Earth center to 
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the user equipment as its radius, can be established. The exact position of the user 
equipment is the intersection of the spherical arc and the inhomogeneous sphere. 
The ranging information and the position calculation are performed at the ground 
control station through the communications with the user equipment. Meanwhile, 
short-message communication service can also be offered in the same time [7, 9].

Using the RDSS technique, BD-1 offers rapid positioning, short-message com-
munication, and precise timing services. To be more specific, BD-1 provides the 
following services: rapidly determining the geographical position of a user; report-
ing the position to the user and the authorities; two-way short-message commu-
nications among the users and between a user and the ground control center; and 
precise one-way and two-way timing services. Since it formally began providing 
service in 2003, BD-1 has been used for many applications, including survey and 
mapping, telecommunication, water conservancy, fishery, transportation, forest 
fire prevention, disaster reduction and relief, and public safety. It has generated 
significant social and economic benefits. It played an important role in some im-
portant events and projects, such as the 2008 Wenchuan earthquake relief project 
and the Beijing 2008 Olympic Games [7].

The short-message service is the most unique and successful feature of BD-1. 
Other GNSS constellations only answer the question of “where am I?” by using 
a passive operational mode. Using the inherent short-message service, BD-1 can 
provide answers for the questions like “where are you?” Two-way precise timing 
is another unique feature.

Except for those advantages, BD-1 also has its weakness. Being restricted by its 
technical scheme, the coverage area, the user capacity, and the positioning accuracy 
are limited. This system does not provide velocity or height measurements. A user 
needs to transmit a signal to satellite when the positioning service is requested; the 
user velocity is limited to 1,000 km/hour. BD-1 uses active two-way ranging to 

Figure 6.2  The schematic diagram of BD-1.
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achieve two-dimensional positioning, where the position information is calculated 
by the ground control station and reported back to the user. This working scheme 
has two major shortcomings: (1) the user loses radio concealment when a position 
service is requested, and (2) a user terminal must contain a radio transmitter, which 
is a disadvantage since the user equipment has larger physical size, weight, power 
consumption, and cost [7]. 

Overall, BD-1 is a successful, practical, and economical satellite navigation 
experimental system. In December 2012, when the BDS regional system achieved 
full operational capability, BD-1 was decommissioned. However, the RDSS service 
that originated with BD-1 is still provided by the new BDS system.

6.1.2.2  The Present: BeiDou Navigation Satellite System (Regional)

In September 2004, phase 2 of the BeiDou development plan (construction of the 
BeiDou regional navigation satellite system) was initiated. The development goal 
of this phase was to build a regional satellite navigation system with the capabil-
ity of continuous, real-time, passive, three-dimensional positioning, velocity mea-
surement, and timing, offering PNT services to China and the Asia-pacific region. 
In addition to providing a Radionavigation Satellite Service (RNSS) as offered by 
other GNSS systems, the new system also provides RDSS service via GEO satellites. 
Furthermore, it provides space-based augmentation service. The system at the time 
was named the Beidou-2 System (BD-2). In fact, the three-phase development strat-
egy (i.e., from experimental to regional then to global) was formally established at 
that time.

In April 2007, the first BD-2 MEO satellite was successfully launched, and 
the BeiDou navigation frequencies registered with the ITU were formally put into 
use. In the meantime, many technical experiments involving domestic spaceborne 
atomic clocks, precise orbit determination and time synchronization, and signal 
transmission schemes were conducted. In April 2009, the first BD-2 GEO satel-
lite was successfully launched. In August 2010, the first BD-2 IGSO satellite was 
launched. With these satellites, many related technologies were validated. By April 
2011, a preliminary system with 3 GEOs and 3 IGSOs was built. BD-2 began trial 
operation on December 27, 2011, when the system interface control document 
(test version) was released. In 2012, after six more satellites were launched by 
four rockets, the construction of the BD-2 space segment was completed. Cur-
rently, there are 14 operational BD-2 satellites in-orbit, including 5 GEO satellites, 
5 IGSO satellites, and 4 MEO satellites. The BD-2 ground control segment con-
sists of 1 master control station, 2 time synchronization and information upload 
stations, and 27 monitoring stations. Various BD-2 and BD-2/GNSS-compatible 
terminals for positioning, navigation, mapping, and surveying were also developed. 
With the 14 operational satellites in-orbit, BD-2 users can track at least 4 satellites 
anywhere, anytime in the BD-2 coverage area. BD-2 performance in its coverage 
area is compatible with that of the other GNSS systems. 

Similar to GPS, BD-2 uses one-way passive ranging to determine a user’s posi-
tion. Because the user equipment works in a passive mode, the limitation on the 
number of users is eliminated. BD-2 broadcasts signals on 3 carrier frequencies (B1, 
B2, and B3). In addition to the tri-frequency RNSS service, BD-2 also integrates the 
RDSS service and the space-based augmentation service. At present, the in-orbit 
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satellites and the ground control equipment are all running in a stable condition, 
and the system performance meets the design specifications.

On December 27, 2012, the China Satellite Navigation Office (CSNO) an-
nounced that, in addition to the active positioning, two-way timing and short-mes-
sage services, BD-2 would formally begin to provide continuous, real-time passive 
positioning, navigation, and timing services for China and most of the Asia-Pacific 
region. It was also announced that the English name of the BeiDou system would 
be the BeiDou Navigation Satellite System (BDS). A system interface control docu-
ment entitled “BeiDou Navigation Satellite System Signal in Space Interface Con-
trol Document-Open Service Signal B1I (Version 1.0)” was also released [12]. 

On December 27, 2013, in a news conference held on the occasion of the 
1-year anniversary of the BDS full operational capability, CSNO announced that 
the results of the signal monitoring and assessment over the Asia-Pacific region 
showed that BDS performance fully met design specifications and exceeds these 
specifications in some areas. Two additional system documents, “BeiDou Navi-
gation Satellite System Signal in Space Interface Control Document-Open Service 
Signal (Version 2.0)” and “BeiDou Navigation Satellite System Open Service Per-
formance Standard (Version 1.0),” were published [5, 6].

6.1.2.3  The Future: BeiDou Navigation Satellite System (Global)

Phase 3 of the BeiDou development plan is to extend the current regional system 
to a global system [1]. The development of the BDS global system started in 2013. 
It is planned that, by 2020, BDS will include a global constellation with 35 satel-
lites to offer stable, reliable positioning, navigation, and timing services for users 
worldwide. It should be noted that the BDS open service signals were designed to 
be compatible and interoperable with the signals of GPS, GLONASS, and Galileo.

At the moment, phase 3 of the BDS development is in an engineering validation 
stage. The plan calls for the launch of 5 experimental satellites in various orbits to 
validate new technologies and new technical infrastructure for the global system. 
On March 30, 2015, the first new generation IGSO experimental satellite, devel-
oped and manufactured by Shanghai Micro-Satellite Engineering Center of Chinese 
Academy of Science, was successfully launched. This is the seventeenth member 
of the BDS satellite family. The satellite is positioned at an inclined geostationary 
orbit that is 35,786 km above the Earth with an inclination angle of 55°. This suc-
cessful launch marked the beginning of BDS expansion from regional to global. On 
July 25, 2015, two MEO satellites were successfully launched by a shared rocket. 
Both satellites carried payloads with new BDS signals as well as intersatellite links. 
On September 30, 2015, another BDS IGSO experimental satellite was launched. 
This satellite utilizes the newly designed navigation satellite bus, and for the first 
time carried a Chinese-made hydrogen atomic clock. The fifth new-generation BDS 
satellite, an MEO satellite, was launched on February 1, 2016. It is the last ex-
perimental satellite of the series to test new technologies including a Chinese-made 
hydrogen atomic clock, intersatellite link, and new-generation satellite signals. 

The requirements for the new-generation BDS satellites include improved po-
sitioning and timing accuracy, enhanced capability for self-management, a more 
compact system structure, and a longer life-time. Since the five experimental satel-
lites were launched, various technical validation tasks are being conducted with 
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focused areas including spaceborne atomic clocks, intersatellite links, and new 
navigation signals. The successful launches of the experimental satellites lay a solid 
foundation for the global deployment of BDS.

6.1.3  BDS Characteristics

As evident from a historical review of the past 20 years of China’s satellite naviga-
tion systems, BDS development has taken a path that is different from that of other 
global navigation satellite systems. Both GPS (see Chapter 3) and GLONASS (see 
Chapter 4) were built upon satellite navigation systems of previous generations. 
Those systems took over 20 years to complete, during which limited services were 
offered. Augmentation systems (see Chapter 12) for both GPS and GLONASS were 
constructed after the core constellations were completed, and the augmentation 
systems are different, operated independently from the core systems. Galileo Proj-
ect, which started about the same time as BDS, also took a different approach. It 
first deployed an augmentation system, EGNOS (see Chapter 12), while the core 
constellation, Galileo (see Chapter 5) began to be deployed later. Galileo deploy-
ment has also exhibited the shortcoming of a long development cycle. Considering 
the national demands and technical and economic constraints, China decided to 
deploy BDS gradually through a three-phase plan as discussed earlier in this chap-
ter. First, an experimental system, with lower cost and fewer technical challenges, 
was constructed. Second, a regional system that was more technically advanced and 
represented a larger financial investment was built. The regional system inherited 
and enhanced the functionalities of the experimental system, and also integrated 
augmentation system functionality into the basic navigation system. Third, with 
sufficiently accumulated experience, BDS will be gradually expanded to a global 
system. This development path reduces the investment pressure and parallelizes 
the construction and operational processes. However, the three-phase plan reduces 
the technical risks. During the phased construction stages, new technologies can be 
promptly introduced to the system, which ensures that the system will always be 
start-of-the-art. This phased approach also faces challenges, one of which is ensur-
ing a smooth transition among the phases.

Compared with other satellite navigation systems, one of the unique BDS fea-
tures is that the space segment consists of a mixed-orbit constellation of GEO, 
IGSO, and MEO satellites. This constellation design can continue to provide the 
RDSS function that began in the experimental system, while also providing an 
RNSS function more suited for more demanding applications. The ground track 
of the BDS IGSO satellites is a symmetric north-south figure-eight shape, with the 
middle of eight being at the equator. This orbital design means that stations inside 
China can track the IGSO satellites most of the time, and the utilization rate for 
the IGSO satellites can be over 80%. This is a very important design feature for 
BDS, so that it can use a minimal number of satellites to achieve regional coverage. 
The GEO satellites also satisfy the needs to serve a specific area (i.e., China and 
the surrounding region). However, the MEO satellites are more suitable to form a 
global constellation. The mixed space constellation with the three different orbits 
effectively meets various needs for a global navigation system, while providing 
higher-quality service in a quick manner around China.
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Integrating various different services on a single platform is another unique fea-
ture of BDS. Besides the passive positioning and navigation service, BDS inherited 
the RDSS service from BD-1 and continues to offer active positioning, navigation, 
and short-message or position-reporting services. It also provides space-based aug-
mentation service. BDS integrates RNSS, RDSS, and SBAS services, which leads to 
an integrated system design, an enhanced system architecture, and resource sav-
ings. The BDS satellites transmit navigation signals at three frequencies. Users can 
utilize the tri-frequency signals for high-precision positioning applications, such as 
high-precision mapping and surveying of large working areas (normally over 100 
km), with significantly reduced system convergence time, enhanced positioning ac-
curacy, and improved working efficiency.

6.2  BDS Space Segment

6.2.1  BDS Constellation

6.2.1.1  The Constellation of the BDS Regional System

The BDS development process is a phased evolution that gradually extends cover-
age, adds services, and enhances performance. According to the three-phase devel-
opment plan, BDS has evolved from a simple constellation of 3 GEO satellites to 
a constellation of 14 operational satellites providing regional service. From April 
2006 to December 2012, 16 satellites were launched. There are now 14 operational 
satellites consisting of 5 GEO + 5 IGSO + 4 MEO satellites to serve the Asia-Pacific 
region, as illustrated in Figure 6.3 [13]. 

To be more specific, the current BDS constellation includes satellites in 6 or-
bital planes: the GEO orbital plane, 3 IGSO orbital planes, and 2 MEO orbital 
planes. All of the orbits are nominally circular. The GEO satellites are operating 

Figure 6.3  The current BDS constellation (regional, 5 GEO + 5 IGSO + 4 MEO).
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in the equatorial orbit with an altitude of 35,786 km and longitudes of 58.75°E, 
80°E, 110.5°E, 140°E, and 160°E, respectively. The IGSO satellites are operating 
at an altitude of 35,786 km and an inclination of 55° with respect to the equatorial 
plane. The phase difference of right ascensions of ascending nodes of the IGSO or-
bital planes is 120°. The satellite ground tracks for three of the IGSO satellites are 
coincident with an equatorial-crossing longitude of 118°E. The satellite tracks for 
the other two IGSO satellites are coincident with an equatorial-crossing longitude 
of 95°E. The MEO satellites are operating in orbit with an altitude of 21,528 km 
and an inclination of 55° with respect to the equatorial plane. The satellite ground 
tracks repeat after 13 rotations within 7 days. The MEO constellation design fol-
lows a Walker 24/3/1 construction, with a right ascension of ascending node of 
the satellites in the first orbital plane of 0°. The current 4 MEO satellites are in the 
seventh and eighth slots of the first orbital plane, and in the third and fourth slots 
of the second orbital plane, respectively [1, 14].

Orbital information for the current BDS constellation is provided in Table 6.1 
[15]. The IGSO, MEO and GEO satellites are labeled as I, M, and G in the table, 
respectively.

Following the detailed description of the BDS constellation structure, we fur-
ther analyze the main characteristics of the BDS constellation by examining satel-
lite ground tracks, skymaps, and satellite coverage.

At the moment, BDS is mostly comprised of GEO and IGSO satellites over the 
Asia-Pacific region. The ground track repeat period of the BDS IGSO satellites is 
about 1 day, while the ground-track repeat period of the BDS MEO satellites is 
about 7 days [15]. Therefore, the ground-track repeat period for the whole constel-
lation is 7 days. Figure 6.4 is the satellite ground track of the BDS satellites over 
one 7-day period from January 25, 2015, to January 31, 2015 (BDT).

Table 6.1  Orbital Information for the Current BDS Constellation*

No. Satellite
Semimajor 
Axis (km) Eccentricity

Orbit 
Inclination 
(deg)

Argument 
of Perigee 
(deg)

Longitude 
of Ascending 
Node (deg)

True 
Anomaly 
(deg)

1 I01 42,166.2 0.0029 54.5 174.9 209.3 220.3

2 I02 42,159.3 0.0021 54.7 187.8 329.6 87.0

3 I03 42,158.9 0.0023 56.1 187.7 89.6 326.1

4 I04 42,167.2 0.0021 54.8 167.1 211.4 201.3

5 I05 42,157.1 0.0020 54.9 183.3 329.0 65.5

6 M01 27,904.9 0.0026 55.4 182.4 108.1 118.2

7 M02 27,907.5 0.0028 55.3 180.0 107.6 167.5

8 M03 27,905.9 0.0023 54.9 170.0 227.8 325.7

9 M04 27,907.6 0.0015 55.0 190.0 227.4 351.3

10 G01 140.0°E (orbit altitude = 35,786.0 km)

11 G02 80.0°E (orbit altitude = 35,786.0 km)

12 G03 110.5°E (orbit altitude = 35,786.0 km)

13 G04 160.0°E (orbit altitude = 35,786.0 km)

14 G05 58.75°E (orbit altitude = 35,786.0 km)

*January 25, 2013, 00:00:00 GPST.
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For the current constellation, a sky plot for Beijing (116.33°E, 40.00°N) is 
shown in Figure 6.5.

Figure 6.6 shows the number of visible BDS satellites based upon an average 
over 1 week. Over this period, 7 to 9 BDS satellites are visible in China and the 
surrounding areas.

From the above discussion, the difference in constellation designs between BDS 
and GPS can be easily observed. Since the current BDS constellation consists mostly 
of GEO and IGSO satellites, the GPS satellites are distributed more evenly across 
the Earth while the BDS satellites are less evenly distributed. The unevenly distrib-
uted BDS constellation, however, provides better coverage for China and the sur-
rounding area [15]. 

6.2.1.2  The Constellation of the BDS Global System

According to the BDS development plan, BDS will be a global navigation satellite 
system upon completion. The official BDS documents indicate that the BDS global 
constellation will consist of 5 GEO satellites and 30 non-GEO satellites. The GEO 
satellites will operate in equatorial orbits with an altitude of 35,786 km and lon-
gitudes of 58.75°E, 80°E, 110.5°E, 140°E, and 160°E, respectively. The non-GEO 
satellites include 27 MEO satellites (with 3 in-orbit spares) and 3 IGSO satellites. 
With a standard Walker 24/3/1 constellation formation, the MEO satellites are 
evenly positioned within 3 orbital planes which are separated by 120°. The orbit is 
at an altitude of 21,500 km, with an inclination angle of 55°. IGSO satellites oper-
ate at altitudes of 36,000 km and are placed in 3 different inclined orbit planes with 
inclination angles of 55°. The subsatellite ground tracks for the IGSO satellites are 

Figure 6.4  Satellite ground tracks for the current BDS constellation.
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coincident while an equatorial crossing longitude of 118°E, and the satellites are 
phased evenly within the plane separated by 120° [1, 14].

The BDS global constellation is shown in Figure 6.7.

Figure 6.5  BDS sky plot for Beijing (116.33°E, 40.00°N) [data collection period: 2015/01/30 
05:00~2015/01/31 09:00 (BDT)].

Figure 6.6  Number of visible BDS satellites over ground-track repetition period [data collection 
period: 2015/01/25 0:00~2015/01/31 24:00 (BDT) mask angle of 15°].
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The BDS space segment features a mixed constellation of GEO, IGSO, and 
MEO satellites. Using a Walker 24/3/1 constellation design, the 27 MEO satellites 
are evenly distributed around the Earth to provide global coverage. The 5 GEO 
satellites and 3 IGSO satellites are mainly providing service in the geographic area 
including China and the Asia-Pacific region. Within the GEO/IGSO service area, 
users can track more satellites and thus receive better service, and receive addi-
tional services, such as SMS and SBAS.

Figure 6.8 presents a simulated coverage distribution for the BDS global sys-
tem. It shows the geographical distribution of the BDS satellite coverage over the 

Figure 6.7  The future BDS constellation (global, 5 GEO + 3 IGSO + 27 MEO).

Figure 6.8  The coverage of the BDS (global, 5 GEO + 3 IGSO + 24 MEO, mask angle of 10°).
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ground-track repeat period of 7 days (excluding 3 spare MEO satellites). With the 
GEO and IGSO satellites in the region, there will be 10 to 14 BDS satellites (95%) 
being tracked concurrently in the Asia-Pacific region. There will be 8 to 10 BDS 
satellites (95%) that can be tracked in the most of the other areas in the world.

6.2.2  BDS Satellites

So far, all of 4 BD-1 satellites and the 16 satellites of the BDS regional system were 
designed and manufactured by the China Academy of Space Technology (CAST) 
[13]. All of the satellites were based on CAST’s mature DFH-3 platform. The 4 
BD-1 GEO satellites were equipped with the DFH-3 bus [16], while the following 
16 BDS satellites were utilizing the enhanced DFH-3a bus [17]. Figure 6.9 illus-
trates the BDS GEO and IGSO/MEO satellites [7].

The platform of the DFH-3 series includes subsystems of structure, power, 
thermal, control, tracking and telemetry (the IGSO/MEO satellites also have a 
built-in data management subsystem), control, and thrust. The payload includes 
subsystems of navigation, antenna, while the GEO payload has the components 
needed for the provision of RDSS services, time and position data transmission, 
data uploading and precise ranging, RNSS services, while the MEO payload has 
components for uploads and precise ranging and RNSS services.

Figure 6.10 presents an expanded view of the BD-1 GEO satellites based on the 
DFH-3 platform. Expanded views of the BDS satellites based on DFH-3a platform 
have not been released [7]. 

Table 6.2 provides some specifications for the DFH-3 and DFH-3a platforms 
[16, 17].

The five BDS satellites launched after April 2015 have adopted new naviga-
tion satellite dedicated platforms. Specific information has not yet been publicly 
released. 

Figure 6.9  Illustrations of BDS satellites [7].
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6.3  BDS Control Segment

6.3.1  Configuration of the BDS Control Segment

The current BDS control segment is built upon and extended from the BD-1 con-
trol segment. The original BD-1 control segment includes a master control station 
together with various monitoring and reference stations across China. It is used to 
generate and transmit system information, to monitor and control satellite pay-
loads, and to conduct precise satellite orbit determination [7]. The control segment 
of the BDS regional system consists of master control stations, upload stations, and 
monitoring stations. It is responsible for the operation and control of the whole 
system, including precise orbit determination and orbital parameter prediction, sat-
ellite clock error measurement and prediction, ionosphere monitoring and forecast-
ing, and integrity monitoring and processing.

Currently, the BDS control segment consists of 1 master control station, 7 Class 
A monitoring stations, 22 Class B monitoring stations, 2 time synchronization and 
upload stations. The whole control segment resides within China. As the most 
important facility of the control segment, the master control station is located in 
Beijing. Sites for the upload stations were chosen based on the constellation design, 
so that the stations can optimally track the satellites. At the moment, the 2 time 
synchronization and upload stations are located in Kashi in the West and Sanya 
in the South, respectively. The 7 Class A monitoring stations are well distributed 
across China and used for satellite orbit determination and ionosphere delay cal-
culation. The 22 Class B monitoring stations are evenly located across the country 
and are responsible for monitoring the system integrity [18, 19]. The distribution 
map of the BDS control segment is shown in Figure 6.11. Figure 6.12 presents the 
locations of the Class A monitoring stations. 

Figure 6.10  Expanded view of the DFH-3 platform based BD-1 GEO satellite [7].
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6.3.2  Operation of the BDS Control Segment

The main tasks of the BDS control segment include [18]:

1.	 The master station collects all observation data from monitoring stations, 
processes the data to generate satellite navigation messages, monitors sat-
ellite payloads, completes mission planning and scheduling, and realizes 
operation control management.

2.	 Under the management of the master control station, the time synchro-
nization and upload stations inject the navigation message to the satel-
lites, communicate with the master control station, and conduct time 
synchronization. 

3.	 The monitoring stations are mainly used for the continuously tracking and 
monitoring of the satellites, receiving navigation signals and sending them 
to the master control station for the navigation message generation.

Table 6.2  Specifications for the DFH-3 and DFH-3a Platforms (Satellite Bus)
DFH-3 DFH-3a

Description DFH-3 satellite platform is mainly 
designed for communication satellites. 
It adopts a hexahedral structure with 
three compartments of propulsion, 
service, and communication, together 
with communication antennas, solar 
panel array. It consists of 7 subsystems: 
structure, control, power, tracking and 
telemetry, propulsion, thermal control, 
and communication. It uses a three-axis 
stabilized attitude control mechanism. 

DFH-3a is an enhanced version 
of DFH-3. 

Technical 
specification

Size 2,200 mm × 1,720 mm × 2,000 mm 2,400 mm × 1,720 mm × 
2,200mm

Mass 2,320 kg 2,740 kg

Payload 230 kg 360 kg

Orbit type GEO and others

Antenna point-
ing accuracy

Pitch and roll ≤0.15° (3σ), yaw ≤0.5° 
(3σ)

Pitch and roll ≤0.15° (3σ), yaw 
≤0.5° (3σ)

Station-keeping 
accuracy

±0.1° (3σ) ±0.1° (3σ)

Output power 
of solar array

1,700W 4,000W

Effective 
payload power 

consumption

2,500W

Designed 
lifetime

8 years 12 years

Applications Communication satellites, navigation 
satellites, and deep- space exploration

Communication satellites, navi-
gation satellites, and deep-space 
exploration

Missions DFH-3 communication satellite 1997, 
BD-1 navigation satellites 2000, 2003, 
Chang’e-1 lunar mission 2007.

BDS satellites 2007 to 2011
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At present, the BDS control segment is significantly constrained by the fact that 
all of the stations are within China. As a result, it is a challenge to perform orbit 
determination with the precision required for the high-performance operation and 
control of BDS. As proposed in [18], at the current stage of development, the ac-
curacy of the BDS coordinate system is at the centimeter level. The accuracy of BDS 
time is 10−14, and the stability can reach 10−14/week. The update cycle for the satel-
lite orbit is 2 hours, the accuracy of orbit determination is better than 2m, yielding 
the corresponding user range error (URE) of 0.2m; the URE using 2-hour predic-
tion of GEO satellite orbit is about 1m. The accuracy of the orbit prediction for the 
MEO and IGSO satellites is better than that for the GEOs. The URE using 6-hour 
prediction is about 1m, and the accuracy of 2 hours satellite clock prediction is 

Figure 6.11  The distribution of the BDS control segment [18].

Figure 6.12  The distribution of Class A monitoring stations.
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about 1.4 ns, where the Ionospheric corrections reduce this error component by 
75%. The time for short message communication is less than 1 second, which pro-
vides for a data exchange of up to 120 Chinese characters [18].

6.4  Geodesy and Time Systems

6.4.1  BDS Coordinate System

BD-1 used the Beijing Geodetic Coordinate System 1954, with the National Vertical 
Datum 1985 for the height. As the system evolved, this survey and mapping refer-
ence system with horizontal two dimensions plus height could no longer satisfy the 
needs for a modern navigation satellite system. At the moment, BDS uses the China 
Geodetic Coordinate System 2000 (CGCS2000) as its coordinate system [5].

As a recent improvement of the Chinese geodetic coordinate reference system, 
CGCS2000 presents a concrete implementation of a global geocentric coordinate 
system in China. It has been formally deployed in China since July 1, 2008. The 
definition of CGCS2000 is consistent with that of International Terrestrial Refer-
ence System (ITRS), that is, the coordinate origin is at the center of mass of the 
Earth, including its oceans and atmosphere; the initial orientation value is given 
by the Bureau International de l’Heure (BIH) at 1984.0, where the time evolu-
tion of orientation ensures that the relative crust does not generate residual global 
rotation; the unit of length is the meter of the local Earth frame when considering 
general relativity [20].

CGCS2000 is defined as follows [21]:

1.	 The coordinate origin is at the mass center of the whole Earth, including 
oceans and atmosphere;

2.	 The unit of the length is the meter (SI). This scale is consistent with the time 
coordinate, Geocentric Coordinate Time (TCG), of the local frame of the 
Earth;

3.	 Orientation at 1984.0 is consistent with that of the BIH.
4.	 The evolution of orientation over time is guaranteed by a no-net-rotation 

condition applied to horizontal tectonic motion over the whole Earth.

The definition above can be further described as a rectangular coordinate sys-
tem, with its origin and axis being defined as follows:

1.	 Origin: the mass center of the Earth;
2.	 Z-axis: points to the IERS reference pole;
3.	 X-axis: the IERS reference meridian plane and the equatorial plane through 

the origin and the orthogonal intersection with Z axis;
4.	 Y-axis: complete right-hand Earth-centered Earth-fixed coordinate system.

CGCS2000 defines a reference ellipsoid that rotates and is also an equipoten-
tial surface. The geometric center of the CGCS2000 reference ellipsoid is the same 
as the origin of the CGCS2000 coordinate system, where the axis of rotation is the 
same as the Z-axis of the coordinate system. The CGCS2000 reference ellipsoid 
also describes a normal gravity field. An equipotential, rotating ellipsoid can be 



6.5  The BDS Services	 291

defined by four independent constants. The definition constants for the CGCS2000 
reference ellipsoid are as follows:

•• Semimajor axis a = 6,378,137.0m;

•• Geocentric gravitational constant (mass of the Earth atmosphere included): 
GM = 3.986004418 × 1014m3/s2;

•• Flattening: f = 1/298.257222101;

•• Rate of Earth rotation: Ωe = 7.2921150 × 10−5 rad/s.

Note that the semimajor axis, flattening, and rate of Earth rotation correspond 
to the GRS-80 ellipsoid. However, the geocentric gravitational constant, GM, cor-
responds to the WGS-84 ellipsoid.

6.4.2  BDS Time System

The time reference system for BDS is the BeiDou Time (BDT) [5]. BDT adopts the 
international system second (SI) as the basic unit of time. BDT increments con-
tinuously without leap seconds. Its initial epoch is defined as Hour 00 Minute 00 
Second 00 on January 1, 2006, of coordinated universal time (UTC). BDT counts 
weeks and the seconds of the week. The difference between BDT and the interna-
tional atomic time (TAI) is 33 seconds.

Both BDT and TAI are atomic time scales. However, the numbers of atomic 
clocks used to create those time scales are different, with BDT being a local atomic 
time scale (i.e., it is created using clocks that are located in China and are within 
the BeiDou system). At the result, the lengths of the atomic second between the 
two systems are not exactly the same, which leads to a difference of whole seconds 
as well as a small daily variance C. The relationship among those systems is [15]: 

	 TAI BDT 33   

UTC BDT   

s C

ns C

− = +
− = − +

	

where n is the number of leap seconds between UTC and BDT.
Using the reference stations at the National Time Service Center (NTSC) of the 

Chinese Academy of Science, BDT is compared with UTC(NTSC). Therefore, BDT 
is traceable to UTC(NTSC).

The difference between BDT and UTC is maintained within 100 ns (modulo 1 
s). The information about the leap seconds between BDT and UTC is broadcast in 
the BDS navigation message.

6.5  The BDS Services

6.5.1  BDS Service Types

BDS is a multifunction global navigation satellite system that integrates many ser-
vices. Upon its completion, BDS will provide global users with positioning, velocity, 
and timing service. In addition, it will also provide users in China and surrounding 
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areas with a wide-area differential service with positioning accuracy of better than 
1m, as well as a short message service. Those services can be classified as the fol-
lowing three types [1, 13]:

1.	 RNSS service: The RNSS service comprise of the basic navigation service 
that all GNSS constellations offer, namely, positioning, velocity, and tim-
ing. As with other GNSS constellations, using signals of multiple frequen-
cies, BDS provides users with two kinds of services. The open service is 
available to global users free of charge. The authorized service is available 
only to authorized users.

2.	 RDSS service: The RDSS service is unique to BDS among the GNSS con-
stellations. This service includes rapid positioning, short-messaging, and 
precision timing via GEO satellites for users in China and surrounding 
areas. This was the only service type provided by BD-1, and this function-
ality is now incorporated into BDS. With more in-orbit GEO satellites, the 
RDSS service performance has been further improved. Since the BDS RNSS 
service offers better passive positioning and timing performance, the short-
message service is the most useful feature in the RDSS service family, and 
is widely used for user communications and position-reporting. From the 
viewpoint of RDSS, BDS is actually a satellite communication system with 
SMS services. A user identification number is required for a user to use the 
RDSS service; hence the RDSS service belongs to the authorized service 
category.

3.	 Wide-area differential service: The augmentation systems of other GNSS 
systems (see Chapter 12) are built independently from their nominal sys-
tems. For example, after GPS was deployed, the United States developed 
an independent augmentation system, WAAS, to meet the demands of the 
civil aviation industry. The multiple GEO satellites in the BDS constellation 
make it possible to have an integrated design to combine the nominal serv-
ices with the augmentation service. As one of the important BDS services, 
the space-based augmentation system has been designed and developed in 
parallel with the nominal system in the BDS development process. 

Adapted to the phased BDS development plan, BDS services also gradually 
evolve according to the three-step plan. From the BD-1 RDSS service, the BDS 
services have expanded to include RDSS, RNSS, and SBAS services. The RDSS 
and RNSS have been formally provided by the current BDS regional system, while 
the BDS SBAS service has not yet formally become operational. The BDS SBAS 
service is expected to become fully operational when the BDS global system is fully 
deployed.

6.5.2  BDS RDSS Service

Using transponders from at least two GEO satellites, two-way radio links can be 
established between the control segment and the user segment, realizing two-way 
satellite ranging and data transmission, offering two-way two-dimensional posi-
tioning, communication, as well as active and passive timing. Those are called the 
RDSS service [7, 22].
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BDS RDSS service includes:

1.	 Rapid positioning: After a positioning service request is sent, the system 
can respond within 2 seconds with the two-dimensional position coordi-
nates of the user, providing the user and the authorities with positioning 
and navigation data. The positioning accuracy is 20m in the reference sta-
tion coverage area, and 100m without the reference station network.

2.	 Short-message: Two-way short messages, up to 120 Chinese characters 
per message, among users and between users and ground control stations 
can be communicated. This type of communications can also be connected 
with mobile communication systems and the Internet through gateways.

3.	 Precise timing: The ground control center broadcasts timing information to 
provide users with time delay corrections. 

The BDS RDSS performance has not been formally published, but the follow-
ing BD-1 RDSS performance is typical [14]:

1.	 Positioning accuracy: horizontal – 20m (100m in the areas without refer-
ence stations);

2.	 Timing accuracy: One-way – 100 ns, two-way – 20 ns;
3.	 Short message: 1,680 bits/message (approximate 120 Chinese characters/

message);
4.	 System capacity: 540,000 calls/hour (150 calls/second);
5.	 Service coverage: China and surrounding areas (70°E-145°E, 5°N-55°N);
6.	 Dynamic range: user velocity < 1,000 km/hour

The RDSS performance can also be illustrated from the perspective of user ter-
minals [22]. BDS RDSS terminals can be classified into two types: one is the basic 
terminal for personal, vehicular and ship users, to provide users with positioning, 
short-message, and timing services; the other is the control terminal for user control 
centers, to provide control and management for the group with over 100 individual 
users. Different users can be assigned different service privileges with respect to ser-
vice frequency and communication type. As shown in Tables 6.3 and 6.4, the users 
are divided into 3 types, each of which is given different service privileges [22]. 

6.5.3  BDS RNSS Service

Using the navigation signals at 3 different frequencies, namely B1 (1,561.098 MHz), 
B2 (1,207.140 MHz), and B3 (1,268.520 MHz), the BDS regional system provides 
positioning, velocity, and timing services for users in its coverage area, where the 
in-phase components of the B1 and B2 signals, B1I and B2I, are used for the open 

Table 6.3  Service Frequency for Different Types of BDS RDSS Users
User type Service Frequency Note

Class 1 300–600 seconds The default value is 600 seconds

Class 2 10–60 seconds The default value is 60 seconds

Class 3 1–5 seconds The default value is 5 seconds
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service, and the quadraphase components of the B1 and B2, B1Q and B2Q, together 
with the B3 signals, are used for the authorized service [6].

The service performance of the BDS regional system is as follows [6, 13]:

1.	 Coverage area: China and surrounding areas;
2.	 Positioning accuracy: better than 10m horizontally and 10m vertically;
3.	 Velocity accuracy: better than 0.2 m/s;
4.	 Timing accuracy: better than 50 ns.

The Specification for Public Service Performance of BeiDou Navigation Satel-
lite System (v. 1.0) [6] describes the system performance for only the B1I signal. 
Within this document, detailed descriptions of the B1I coverage area, service ac-
curacy, and service availability are provided:

1.	 Service area: The service area of the BDS open service (OS) is defined as the 
OS Signal-in-Space (SIS) coverage of the BDS satellites where both the BDS 
OS horizontal and vertical position accuracy is better than 10m (95%). At 
present, the BDS regional service capability is available, which can provide 
continuous OS to the area shown in Figures 6.13 and 6.14, including most 
of the region from 55°S to 55°N, 70°E to 150°E. It is often noted that there 
is a BDS-focused service area. However, this area has not been officially 
defined so far and is normally being considered as the coverage of the BDS 
RDSS services, that is, China and surrounding areas (70°E-145°E, 5°N-
55°N), where the future SBAS services will be provided. 

2.	 Service accuracy: The service accuracy of the BDS open service for posi-
tioning, velocity, and timing is described in Table 6.5.

3.	 PDOP availability: The BDS Open Service PDOP availability standards 
within its service volume are shown in Table 6.6.

4.	 The positioning service availability standard: The BDS OS positioning ser-
vice availability standards within its coverage area are shown in Table 6.7.

5.	 Service accuracy standard: The service accuracy standard is presented in 
Table 6.8.

The BDS regional system achieved full operational capability (FOC) in De-
cember 2012. As verified from test results, the BDS regional system provides good 
geometric coverage in China and the Asia-Pacific area. Using a cutoff angle of 5°, 
in the area of 60°S-60°N and 65°E-150°E, the number of visible BDS satellites is 
greater than 7, and the PDOP value is normally less than 5, which satisfies the 

Table 6.4  Communication Capabilities for Different RDSS Commu-
nication Types
Communication 
Type Length of the message length

Type 1 110 bits (7 Chinese characters or 27 BCD codes) 

Type 2 408 bits (29 Chinese characters or 102 BCD codes)

Type 3 628 bits (44 Chinese characters or 157 BCD codes)

Type 4 848 bits (60 Chinese characters or 210 BCD codes)
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requirements for various users. The test results show that the pseudorange and car-
rier measurement accuracy is about 33 cm and 2 mm, repectively; the pseudorange 
single point positioning accuracy is better than 6m horizontally and 10m vertically; 
the carrier phase differential positioning accuracy in the case of an ultrashort base-
line is better than 1 cm and in the case of a short baseline is 3 cm [23].

Figure 6.13  Service area of BDS regional area [6].

Figure 6.14  Service area of BDS regional area (partial enlarged detail) [6].
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6.5.4  BDS SBAS Service

BDS will comply with international civil aviation standards, through the design, 
validation and construction of the BeiDou Satellite-Based Augmentation System 
(BDSBAS), providing Category I (CAT-I) precision approach service to civil avia-
tion users in China and surrounding areas [2]. The Satellite Based Augmentation 
System Interoperability Working Group (SBAS IWG) has identified the availability 
of BeiDou System service as part of the future global SBAS network. 

In the BD-1 phase of the BeiDou development, using the BD-1 GEO satellites, 
some SBAS experiments were conducted. Since the BDS regional system achieved 
FOC, experiments and validation tests using B1I signals to implement BDSBAS ser-
vice have been ongoing. Meanwhile, in addition to the B1I signal, it is being studied 
to offer future BDSBAS service using signals on two additional carrier frequencies, 

Table 6.5  BDS OS Position/Velocity/Time Accuracy Standards [6]

Service Accuracy
Standard (95% 
probability) Constraints

Positioning Horizontal ≤10m Calculate the statistical PVT error for 
any point in the service volume over 
any 24-hour interval.

Vertical ≤10m

Velocity ≤0.2m/s

Timing (Multi-SISs) ≤50ns

Table 6.6  BDS OS PDOP Availability Standards [6]
Service Availability Standard Constraints

PDOP Availability ≥0.98 PDOP≤6; Calculate at any point 
within the service volume over any 
24-hour interval.

Table 6.7  BDS OS Position Service Availability Standards [6]
Service Availability Standard Constraints

Positioning 
Availability

≥0.95 Horizontal positioning accuracy 
≤ 10m (95% probability); vertical 
position accuracy ≤ 10m (95% prob-
ability); calculate at any point within 
the coverage area over any 24-hour 
interval.

Table 6.8  BDS OS Position/Velocity/Time Accuracy Standards [6]

Service Accuracy
Standards (95% 
probability) Constraints

Position 
Accuracy

Horizontal ≤10m Calculate the statistical position/
velocity/time error for any point in 
the service volume over any 24-hour 
interval.

Vertical ≤10m

Velocity accuracy ≤0.2 m/s

Time accuracy (multi-SISs) ≤50 ns
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B1C and B2a, which will be compatible and interoperable with the SBAS L1 and 
L5 signal family. As an integrated part of BDS, BDSBAS will offer single-frequency 
and dual-frequency services through 3 GEO satellites positioned at 80°E, 110°E, 
and 140°E. The first BDS satellite with the BDSBAS payload was planned to be 
launched in 2018. BDSBAS deployment is anticipated to be completed by around 
2020 [2, 24].

6.6  BDS Signals

6.6.1  RDSS Signals

The RDSS service of the BDS regional system originated from the BeiDou Experi-
mental System, or BD-1, hence its RDSS signals are fully inherited from those of 
BD-1. The following discussion of RDSS signals is based on publications on the 
BeiDou Experimental System [25–27].

As contrasted with the operation of the RNSS, where several independent 
navigation signals are broadcasted, the RDSS uses a scheme of “inquiry (GEO 
satellites)-response (user terminals)-broadcast (GEO satellites)” to realize two-way 
ranging and information transmission. A user terminal needs not only to receive 
signals from the GEO satellites (inquiry and broadcasting) but also to transmit sig-
nals to the GEO satellites. Therefore, the RDSS signals include both the downlink 
signals from the satellites to the user terminals and uplink signals from user termi-
nals to the satellites. The BD-1 RDSS signal frequencies registered with the Interna-
tional Telecommunication Union (ITU) are in L-band 1,610 to 1,625 MHz for the 
uplink signals and S-band 2,483.5 to 2,500 MHz for the downlink signals [7, 25]. 

The BDS RDSS downlink signal is also called the outbound signal. Its carrier 
frequency is 2,491.75 MHz, with a signal bandwidth of 8.16 MHz (±4.08 MHz), 
and a minimum received signal power at the ground of −157.0 dBW [25–27]. The 
outbound signals use direct sequence spread spectrum (DSSS), and a modulation 
scheme of dual-channel offset quadrature phase-shift-keying (OQPSK) (the power 
level of both channels can be adjusted as needed), as well as an information format 
of continuous frames, where the information transmission can be divided over the 
time domain as super frames and fixed frames. The outbound signal includes two 
channels, the I-channel and the Q-channel, where the I-channel is used to transmit 
positioning, communication, calibration, broadcasting, and other common, public 
information; the Q-channel is used to transmit positioning and communication 
information.

The RDSS uplink signal is also called the inbound signal. Its carrier frequency 
is 1,615.68 MHz, with a bandwidth of 8.16 MHz (±4.08 MHz) [27]. The inbound 
signal uses DSSS, BPSK modulation, and a burst frame structure. Each burst frame 
consists of a synchronous head, service segment, and data segment, where each seg-
ment uses a different spreading code, with a spreading code rate of 4.08 MHz. The 
inbound signal rate is 8 kbps. Because the length of the data segment is variable, 
the length of the burst frames is also variable.

Since the ICD of BDS RDSS has not been publicly released, the detailed format 
and related parameters are not available. 
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6.6.2  RNSS Signals of the BDS Regional System

The BDS regional system broadcasts 5 navigation signals on 3 L-band frequencies: 
B1, B2, and B3. It provides both public and authorized services. The carrier fre-
quencies of B1, B2, and B3 are 1,561.098 MHz, 1,207.140 MHz, and 1,268.520 
MHz, respectively. All signals use QPSK modulation. There are two B1 channels, 
namely, an in-phase component B1I and a quadraphase component B1Q, where 
B1I provides open service and B1Q provides authorized service. The B1 signal is a 
QPSK signal constituted by two independent orthogonal BPSK channels. Similarly, 
the B2 signal also has two orthogonal BPSK channels, B2I and B2Q, to offer open 
and authorized services. The B3 signal is only for authorized service [5].

The B1, B2, and B3 signal characteristics are summarized in Table 6.9.
It should be noted that, in the BDS regional system, there are some differences 

between the B1I and B2I signals broadcasted by the GEO satellites and IGSO/MEO 
satellites, where the navigation message rates are 500 bps and 50 bps, respectively. 
The discussion in the remainder of this section will focus on the open service pro-
vided by the B1I and B2I signals [5].

6.6.2.1  Signal Structure

The B1 and B2 signals consist of ranging codes and navigation (NAV) messages for 
the I and Q channels, which are orthogonally modulated on carriers. The nominal 
carrier frequencies of B1 and B2 are 1,561.098 MHz and 1,207.140 MHz. Both 
signals use QPSK modulation and RHCP polarization. When the elevation angle is 
greater than 5°, and the RHCP user antenna gain is 0 dBi, the minimum guaranteed 
received power for the I-channel navigation signal is −163 dBW [5].

Table 6.9  Characteristics of B1, B2, and B3 Signals
Signal Type B1I B1Q B2I B2Q B3

Service type Open Authorized Open Authorized Authorized

Carrier frequency 1,561.098 MHz 1,207.140 MHz 1,268.520 MHz

Bandwidth (1 dB) 4.092 MHz 4.092 MHz 4.092 MHz 20.460 MHz 20.460 MHz

Multi-access scheme CDMA CDMA CDMA CDMA CDMA

Modulation BPSK BPSK BPSK BPSK QPSK

Pseudo 
code

Length 2,046 N/A 2,046 N/A N/A

Code rate 2.046 Mcps N/A 2.046 Mcps N/A N/A

Code Class Truncated Gold N/A Truncated Gold N/A N/A

Message 
code rate

GEO 50 bps N/A 50 bps N/A N/A

IGSO/
MEO

500 bps N/A 500 bps N/A N/A

Error-correction code BCH(15, 11, 1) N/A BCH(15, 11, 1) N/A N/A

Secondary 
coding

Code type NH N/A NH N/A N/A

Code rate 1 kbps 1 kbps

Length 20 bits 20 bits

Polarization RHCP N/A RHCP N/A N/A

Minimum received 
power

−163.0 dBW N/A −163.0 dBW N/A N/A

Elevation 5° N/A 5° N/A N/A
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The time domain expressions for B1 and B2 signals are as follows:

	
B1 B1I B1I B1I 1 B1I B1Q B1Q B1Q 1 B1Q

B2 B2I B2I B2I 2 B2I B2Q B2Q B2Q 2 B2Q

( ) ( ) ( ) cos(2 ) ( ) ( ) sin(2 )

( ) ( ) ( ) cos(2 ) ( ) ( ) sin(2 )

j j j j j j j

j j j j j j j

S t A c t d t f t A c t d t f t

S t A c t d t f t A c t d t f t

ϕ ϕπ π

ϕπ πϕ

= + + +

= + + + 	

The meanings of the symbols in the above expressions are:

•• The superscript j is the number of the satellite;

•• AB1I, AB1Q, AB2I, AB2Q: the signal amplitude of B1I, B1Q, B2I, B2Q;

•• cB1I, cB1Q, cB2I, cB2Q: the ranging code of B1I, B1Q, B2I, B2Q;

•• dB1I, dB1Q, dB2I, dB2Q: the data contained in B1I, B1Q, B2I, B2Q;

•• f1, f2: the carrier frequency of B1and B2;

•• jB1I, jB1Q, jB2I, jB2Q: the initial phase of the B1I, B1Q, B2I, B2Q signal 
carrier.

Signal generation block diagrams for the GEO and MEO/IGSO satellites are 
shown in Figure 6.15 and Figure 6.16, respectively.

It should be noted that there is no integer relationship between the carrier fre-
quency of BDS B1 and the nominal frequency of 10.23 MHz, but B1 is an integer 
multiple of 1.023 MHz, that is, 1,561.098 MHz = 1526 × 1.023 MHz.

6.6.2.2  Ranging Codes

The two open service signals of B1I and B2I on a satellite use the same ranging code, 
cB1I and cB2I, with a code rate of 2.046 Mcps and a code length of 2,046 [5].

Each cB1I code and cB2I code is made up of two linear sequences, G1 and G2, 
modulo 2 summed to generate a balanced Gold code that is then truncated by 1 

Figure 6.15  GEO satellite signal generation block diagram.
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code chip. The sequences G1 and G2 are generated by two 11-stage linear feedback 
shift registers, which can be expressed as follows:

	
7 8 9 10 11

1

2 3 4 5 8 9 11
2

( ) 1

( ) 1

G x x x x x x x

G x x x x x x x x x

= + + + + + +

= + + + + + + + +
	

where the initial phases of G1 and G2 are:
The initial phase of G1 is: 01010101010
The initial phase of G2 is: 01010101010
The code generator for cB1I and cB2I is illustrated in Figure 6.17.

Figure 6.16  MEO/IGSO satellite signal generation block diagram.

Figure 6.17  Code generator for cB1I and cB2I [5].
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Using the modulo 2 sum of the different taps of the generated G2 shift register, 
different outputs from the G2 register can be realized, which can be used to gener-
ate different satellite ranging codes by modulo 2 summation with the G1 sequence. 
The phase assignments of the G2 sequence are shown in Table 6.10.

Correlation is the most important property of a ranging code. The auto-corre-
lation of the BDS PRN 1 sequence and the cross-correlation of the PRN 1 and PRN 
6 sequences are shown in Figure 6.18 and Figure 6.19, respectively. 

Table 6.10  Phase Assignment of G2 [5]

Index Satellite Type
Ranging 
Code Index

G2 Sequence 
Phase Assignment

1 GEO 1 1⊕3

2 GEO 2 1⊕4

3 GEO 3 1⊕5

4 GEO 4 1⊕6

5 GEO 5 1⊕8

6 MEO/IGSO 6 1⊕9

7 MEO/IGSO 7 1⊕10

8 MEO/IGSO 8 1⊕11

9 MEO/IGSO 9 2⊕7

10 MEO/IGSO 10 3⊕4

11 MEO/IGSO 11 3⊕5

12 MEO/IGSO 12 3⊕6

13 MEO/IGSO 13 3⊕8

14 MEO/IGSO 14 3⊕9

15 MEO/IGSO 15 3⊕10

16 MEO/IGSO 16 3⊕11

17 MEO/IGSO 17 4⊕5

18 MEO/IGSO 18 4⊕6

19 MEO/IGSO 19 4⊕8

20 MEO/IGSO 20 4⊕9

21 MEO/IGSO 21 4⊕10

22 MEO/IGSO 22 4⊕11

23 MEO/IGSO 23 5⊕6

24 MEO/IGSO 24 5⊕8

25 MEO/IGSO 25 5⊕9

26 MEO/IGSO 26 5⊕10

27 MEO/IGSO 27 5⊕11

28 MEO/IGSO 28 6⊕8

29 MEO/IGSO 29 6⊕9

30 MEO/IGSO 30 6⊕10

31 MEO/IGSO 31 6⊕11

32 MEO/IGSO 32 8⊕9

33 MEO/IGSO 33 8⊕10

34 MEO/IGSO 34 8⊕11

35 MEO/IGSO 35 9⊕10

36 MEO/IGSO 36 9⊕11

37 MEO/IGSO 37 10⊕11
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Figure 6.18 shows the auto-correlation for the B1I ranging code for satellite 1, 
where the relative delay (in chips) is specified on the X-axis. When the chip offset 
is 0, the auto-correlation is at the maximum value of 2,046, which is equal to the 
length of B1I code. When the relative delay is greater than 1 chip, the strength of 
the auto-correlation decreases rapidly. As illustrated by Figures 6.18 and 6.19, the 
BDS ranging codes have excellent auto- and cross-correlation properties.

6.6.2.3  Navigation Messages

The BDS navigation messages can be classified into two types, depending on 
whether they are transmitted by MEO/IGSO or GEO satellites. The NAV messages 
broadcast by MEO/IGSO satellites are referred to as D1. The D1 messages have 
a data rate of 50 bps and use a secondary code with 1-kbps code rate. The D1 

Figure 6.18  Autocorrelation of PRN 1 sequence.

Figure 6.19  Cross-correlation of PRN 1 and PRN 6.
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message contents include the basic navigation information from the current satel-
lite, almanac information for the whole constellation, and information regarding 
time synchronization with other systems. The D1 messages are broadcast simulta-
neously on the B1I and B2I signals from MEO and IGSO satellites. GEO satellites 
broadcast NAV messages of type D2, which have a data rate of 500 bps. The D2 
contents include the D1 contents as well as BDS differential information, integrity 
information, and grid ionosphere correction information. Both NAV message types 
includes satellite ephemeris data in the form of Keplerian orbit elements with per-
turbation parameters that can be used to determine the instantaneous coordinates 
of the broadcasting BDS satellite in the CGCS 2000 coordinate system.  

The Characteristics of the Navigation Messages
The characteristics of the BDS navigation messages can be described as follows [5]:

1.	 Types of NAV messages: there are two types of BDS NAV messages, D1 and 
D2.

2.	 The contents of NAV messages: The NAV messages of type D1 broadcast 
by the MEO and IGSO satellites only contain basic navigation informa-
tion, while the NAV messages of type D2 broadcast by the GEO satellites 
additionally contain augmentation service information. The basic naviga-
tion information includes a frame synchronization code, or preamble (Pre), 
subframe counter (FraID), second-of-week counter (SOW), basic naviga-
tion message of the current satellite (ephemeris), page number (Pnum), 
constellation almanac information, and time synchronization information 
with respect to other GNSS constellations. The augmentation service infor-
mation includes BDS satellite integrity information and the ionosphere grid 
information.

Forward error correction encoding is used for the NAV messages. A BCH (15, 
11, 1) code is used with interleaving. The length of the BCH code is 15 bits, where 
there are 11 bits for information and 1 bit for error correction. The code generation 
expression is g(x) = x4 + x + 1.

The NAV message bits are grouped into blocks of 11 bits. A serial/parallel con-
version is made and the BCH(15,11,1) error correction encoding is performed in 
parallel. Parallel/serial conversion is then carried out for every two parallel blocks 
of BCH codes by taking bits in alternating order from the two blocks to form an 
interleaved code that is 30 bits in length.

Navigation Message of Type D1
The NAV message in format D1 can be characterized as follows [5]:

1.	 Secondary code modulation on D1. For the D1 NAV message, a Neumann-
Hofman (NH) secondary code is modulated onto the ranging code. The pe-
riod of the NH code is the duration of a NAV message bit. The bit duration 
of the NH code is the same as the period of the ranging code. As shown in 
Figure 6.20, the duration of 1 NAV message bit is 20 ms and the ranging 
code period is 1 ms. The NH code is (0, 0, 0, 0, 0, 1, 0, 0, 1, 1, 0, 1, 0, 1, 
0, 0, 1, 1, 1, 0), which is 20 bits in length clocked at a rate of 1 kbps with a 
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bit duration of 1 ms. It is modulated on the ranging code synchronous with 
the NAV message bits.

2.	 D1 NAV message frame structure: The D1 NAV message data bits are or-
ganized into superframes, frames and subframes. Every superframe has 
36,000 bits and lasts 12 minutes. Every superframe is composed of 24 
frames (24 pages) that are each 1,500 bits in length and last 30 seconds. 
Every frame is composed of 5 subframes. Every subframe has 300 bits and 
lasts 6 seconds. Every subframe is composed of 10 words. Every word has 
30 bits and lasts 0.6 second. The 30 bits in each word consist of NAV mes-
sage data and parity bits. In the first word of every subframe, the first 15 
bits are not encoded and the following 11 bits are encoded using a BCH 
(15, 11, 1) code for error correction. So within the first word, there are 26 
information bits and one group of 4 parity bits. For the other 9 words in 
the subframe both BCH (15, 11,1) encoding for error control and inter-
leaving are involved. Each of these 9 words of 30 bits contains two blocks 
of BCH parity (8 bits in total) and there are altogether 22 information bits. 
The D1 NAV message structure is shown in Figure 6.21. 

3.	 D1 NAV message detailed structure: The D1 NAV message conveys basic 
NAV information, which includes fundamental NAV information pertain-
ing to the broadcasting satellite (seconds of week, week number, user range 
accuracy index, autonomous satellite health flag, ionospheric delay model 
parameters, satellite ephemeris parameters and their age, satellite clock cor-
rection parameters and their age and equipment group delay differential), 
almanac and BDT offsets from other systems (UTC and other navigation 
satellite systems). It takes 12 minutes to transmit the whole NAV message. 
The D1 frame structure and information contents are summarized in Fig-
ure 6.22. The fundamental NAV information of the broadcasting satellite 
is in subframes 1, 2, and 3. The information contents in subframes 4 and 5 
are subcommutated 24 times each via 24 pages. Pages 1 to 24 of subframe 
4 and pages 1 to 10 of subframe 5 are used to broadcast almanac and time 

Figure 6.20  Secondary code and its timing [5].
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offsets from other systems. Pages 11 to 24 of subframe 5 are reserved. The 
detailed information for each subframe is presented in the BDS ICD [5].

Navigation Message of Type D2
The NAV messages in format D2 can be characterized as follows [5]:

•• D2 NAV message frame structure: The D2 NAV message is structured into 
superframes, frames, and subframes. Every superframe is 180,000 bits long, 
lasting 6 minutes. Every superframe is composed of 120 frames, each of 
1,500 bits in length and lasting 3 seconds. Every frame is composed of 5 sub-
frames, each with 300 bits and lasting 0.6 second. Every subframe is com-
posed of 10 words, each with 30 bits and lasting 0.06 second. Every word 
includes NAV message data and parity bits using the same BCH encoding as 
described above for the D1 NAV message. Figure 6.23 provides an overview 
of the structure.

Figure 6.21  Frame structure of NAV message in format D1 [5].

Figure 6.22  Frame structure and information contents of NAV message in format D1 [5].
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•• D2 NAV message detailed structure: The information content of the D2 NAV 
message includes: the basic NAV information of the broadcasting satellite, 
almanac, time offsets from other systems, integrity and differential correc-
tion information, and ionospheric grid information as shown in Figure 6.24. 
Subframe 1 is subcommutated 10 times via 10 pages. Subframes 2, 3, and 4 
are subcommutated 6 times each via 6 pages. Subframe 5 is subcommutated 
120 times via 120 pages. Details of the D2 NAV message are presented in [5].

6.6.3  RNSS Signals of the BDS Global System

6.6.3.1  Proposed RNSS Signals for the BDS Global System

The development process of the BDS global system started immediately after the 
BDS regional system was fully operational in December 2012. However, the related 
research and design work of the BDS global system, including design of the signals, 
can be traced back to around 2005. Since then, various proposed signal designs 
for the BDS global system have been published. Early research mainly focused on 
performance analysis and improvement of known BOC signal designs, while more 

Figure 6.23  Structure of NAV message in format D2 [5].

Figure 6.24  Frame structure and information contents of NAV message in format D2 [5].
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novel signal designs have been proposed recently. Signal design activities for the 
BDS global system have focused on two areas: (1) ensuring the signal design pro-
vides enhanced performance as needed to meet the requirements of various classes 
of user, and (2) ensuring compatibility and interoperability with other GNSS con-
stellations under the ICG framework.

On various occasions such as frequency coordination, bilateral and multilat-
eral discussions, BDS representatives introduced BDS signal structures and related 
characteristics. For example, in July 2009, at an ICG meeting, the China National 
Administration of GNSS Applications (CNAGA) published the latest status of the 
signal design for the BDS global system (which was then referred to as COMPASS) 
[28]. Many publications since then have included a consistent description of the 
BDS signals [29]. 

The published signals of the BDS global system can be characterized as follows. 
BDS will use 3 center frequencies: B1, B2, and B3. The center frequencies for the 
new B1, B2, and B3 signals are 1,575.42 MHz, 1,191.795 MHz, and 1,268.52 
MHz, respectively. The B1 signals provide open and authorized services; the B2 
signals only provide open services; and the B3 signals only provide authorized ser-
vices. It should be noted that the open service frequencies of B1 and B2 are identical 
to those used for GPS L1, L2, and Galileo E1, E5. The new BDS signals adopt more 
advanced BOC modulation schemes, and reduce the data rate of the GEO open 
service signals to 100 bps.

The main parameters of the B1, B2, and B3 signals are presented in Table 6.11 
[29].

Important details regarding the major BDS signals include:

1.	 B1C: With a center frequency of 1,575.42 MHz, B1C provides both 
open and authorized services, where the open service signal utilizes an 
MBOC(6,1,1/11) scheme and contains a data channel B1cx and a pilot 
channel B1cy. The authorized signal B1cz uses a BOC(14,2) modulation 
scheme.

2.	 B2a/B2b: With a center frequency of 1,191.795, B2 signals only provide 
open services. Using the AltBOC(15,10) modulation scheme, there are two 

Table 6.11  Characteristics of the B1, B2, and B3 Signals for the BDS Global System
Signal Name B1c B2a/B2b B3

Signal 
components

B1cx B1cy B1cz B2ax B2ay B2bx B2by B3x B3y B3z

Service type Open Authorized Open Authorized

Carrier  
frequency  

(MHz)

1,575.42 1,191.795 1,268.52

Modulation TMBOC(6,1,4/33) BOC(14,2) AltBOC(15,10) BOC(15,2.5) BPSK(10)

Pseudo code  
rate (Mcps)

1.023 1.023 2.046 10.23 10.23 10.23 10.23 2.5575 2.5575 10.23

Message rate 
(bps)

100 — 100 50 — 100 — 100 — 500

Secondary  
Coding (bits)

N/A 200 N/A 10 200 10 200 N/A N/A N/A
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signals, B2a and B2b, that carry different NAV messages. The B2a signal 
has a center frequency of 1,176.45 MHz, and is comprised of a data chan-
nel B2ax and a pilot signal B2bx. The B2b signal has a center frequency of 
1,207.14 MHz, and is comprised of a data channel B2ax and a pilot signal 
B2by.

3.	 B3: With a center frequency of 1,268.52 MHz, B3 signals are only for 
authorized services. The first B3 signal uses the BOC(15,2,5) modulation 
scheme and is comprised of a data channel B3x and a pilot channel B3y. 
The second authorized signal, B3z, uses BPSK(10) modulation. 

No messages are modulated on any of the pilot channels. The open service 
pilot channels only convey fixed symbol data (a 200-bit secondary code). A sec-
ondary code is also used for the B2a data channel with a fixed length of 10 bits. 
The carriers of each open signal’s data channel and pilot channel are generated in 
phase quadrature. The data channels of different frequencies use different second-
ary codes, while the data channels of the same frequency of all satellites use the 
same secondary code.

Figure 6.25 presents the spectrum of the B1, B2, and B3 signals for the BDS 
global system [29].

6.6.3.2  Recent Advances in RNSS Signal Design for the BDS Global System

In recent years, Chinese researchers have been studying more advanced signal de-
signs for the BDS global system [30, 31]. This research has been motivated by: (1) 
the desire to improve the performance of the preliminary signal designs, (2) the need 
to address problems encountered during the BDS regional system operation, and 
(3) the desire to avoid potential patent risks involving the TMBOC and AltBOC 
modulation schemes. Published results include a new modulation scheme known as 
quadrature multiplexing BOC (QMBOC) for the B1 signal [32, 33], new multisig-
nal multiplexing technologies known as time division AltBOC (TD-AltBOC) and 
asymmetric constant envelope BOC (ACE-BOC) for the B2 signals [34, 35], and 
dual-QPSK for the B3 signals [36]. All of these new designs have been implemented 
on the newly launched next generation BDS satellites and are currently being tested 
and evaluated.

Figure 6.25  Spectrum of B1, B2, and B3 for the BDS global system [29].
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QMBOC: A New Modulation for B1
The Quadrature Multiplexing BOC (QMBOC) technique modulates BOC(1,1) 
and BOC(6,1) signal components onto two orthogonal phases. This method avoids 
some problems that can arise when these two signal components are mixed together 
on one signal phase as in other MBOC variants. The power spectrum of QMBOC 
is identical to that of TMBOC. QMBOC can be processed as a BOC(1,1) signal 
by less-complex receivers that do not wish to take advantage of the performance 
enhancement possible from additionally processing the BOC(6,1) component. QM-
BOC provides excellent compatibility and interoperability with the open service 
signals of GPS and Galileo in the same frequency segment [32, 33]. 

From a receiver performance perspective, TMBOC and QMBOC have the same 
Gabor bandwidth, hence they provide identical receiver tracking performance. For 
simpler receivers that do not process the BOC(6,1) component, the sensitivity of 
QMBOC in signal acquisition and tracking is better than that of TMBOC. Also, as 
compared with TMBOC, QMBOC has advantages in terms of signal transmission 
flexibility; with QMBOC, since the BOC(6,1) component is orthogonal in phase 
with the BOC(1,1) component, the relative amplitudes of the two components can 
be freely adjusted without affecting the structure of fielded receivers. With respect 
to receivers, the orthogonal phases of BOC(6,1) and BOC(1,1) in QMBOC will 
be beneficial for low- to mid-range receivers since they can easily process only the 
BOC(1,1) component of the signal, sacrificing performance for lower cost while 
offering better interoperability with GPS L1C and Galileo E1 OS. High-end receiv-
ers would be expected to process the BOC(6,1) component to enhance tracking 
performance, particularly in multipath [32, 33]. 

TD-AltBOC and ACE-BOC: Multiplexing Techniques for B2
In order to provide interoperability with GPS L5 and Galileo E5, the BDS global 
system will broadcast broadband signals on two center frequencies, B2a (1,176.45 
MHz) and B2b (1,207.14 MHz). The B2 signal components should enable better 
ranging capability and be robust against in-band interference. To minimize power 
required by the satellite transmitter and to reduce multiplexing losses, the B2a and 
B2b signals should be multiplexed into a constant envelope signal within the satel-
lite transmitter (i.e., B2 centered at 1,191.795 MHz). Generating B2 in this manner 
allows flexibility on the receiver side. Receivers can individually track B2a or B2b 
as separate QPSK(10) signals, or treat the entire B2 as an ultrabroadband signal for 
high-performance applications. 

TD-AltBOC and ACE-BOC are two possible methods to generate B2. TD-Alt-
BOC time division multiplexes the data and pilot components of each B2 compo-
nent (B2a and B2b) to generate two binary signals and then uses AltBOC to merge 
them together for transmission. Asymmetric Constant Envelope BOC (ACE-BOC) 
utilizes orthogonal data and pilot components to form an integral signal with con-
stant envelope, which can support any power ratio among the components hence 
offering great flexibility in implementation. TD-AltBOC provides greater multi-
plexing efficiency (close to 100% for a receiver processing B2 as a single broad-
band signal) and is simpler to implement than ACE-BOC [34, 37]. However, the 
correlation properties of B2 generated using TD-AltBOC are degraded with respect 
to B2 generated using ACE-BOC. The nonideal cross-correlation characteristics of 
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TD-AltBOC may cause an inherent bias in a receiver’s pseudorange measurement 
[38]. Further, to avoid a 50% signal-to-noise ratio (SNR) loss after the correla-
tor within a TD-AltBOC receiver, each sideband of the TD-AltBOC signal should 
be processed individually as a TD-QPSK signal. In comparison, both the GPS L5 
signal and the Galileo E5a/ E5b signal can be received as a QPSK signal. There-
fore, for the multisystem receiver processing signals in the B2/L5/E5 band, it is not 
possible to receive the TD-AltBOC signal with the original correlator architecture 
supporting the GPS L5 and Galileo E5 signals, indicating less compatibility of TD-
AltBOC with the other signals on the same band. 

ACE-BOC avoids the problem caused by time division multiplexing within 
TD-AltBOC, by means of transmitting the data component and pilot component 
on each sideband on orthogonal phases. This allows ACE-BOC to allocate more 
power to the pilot components, which is desirable to improve the accuracy of pseu-
dorange and carrier measurement as well as to improve the robustness of acquisi-
tion and tracking in low SNR conditions. The orthogonality between data and 
pilot components in ACE-BOC also provides better backward compatibility with 
earlier receiver designs. The orthogonality also provides for flexibility in the future 
in that it facilitates the future adjustment of the relative power of the B2 signal 
components, without significantly impacting fielded receivers. Lastly, ACE-BOC 
provides better interoperability with the GPS and Galileo signals in the same band 
[35]. A low-complexity implementation of ACE-BOC has been developed that is as 
simple to implement as AltBOC [39].

Dual-QPSK for New Signal
BDS B3, located at 1,268.52 MHz, is intended for authorized use only in the global 
stage of BDS. In the B3 band, a new modernized signal B3A will be broadcast in ad-
dition to the earlier B3 signal. Dual-QPSK [36] is a multiplexing technique that has 
been proposed to generate B3A and the earlier B3 signal within the satellite trans-
mitter. Dual-QPSK solves the problem of combining a BOC(15,2,5) and a QPSK(10) 
component with equal power in the signal generator, where the BOC(15,2.5) signal 
has a data and a pilot channel with modulation phases orthogonal to each other. In 
addition, generalized Dual-QPSK supports flexible adjustment of the power among 
the signal components.
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Regional SATNAV Systems
Scott Feairheller and Brian Terrill

7.1  Quasi-Zenith Satellite System

7.1.1  Overview

The Quasi-Zenith Satellite System (QZSS) is a regional civil SATNAV system oper-
ated by the Japan Aerospace Exploration Agency (JAXA) on behalf of the Japa-
nese government. The QZSS constellation currently consists of one satellite in an 
inclined-elliptical-geosynchronous orbit providing high-elevation coverage to com-
plement, augment, and be interoperable with the U.S. GPS (and potentially other 
GNSS constellations) over Japan. The high-elevation coverage is especially impor-
tant in Japan where lower elevation GPS satellites are blocked by urban canyons 
and mountainous terrain. The first QZSS satellite is also providing experimental 
navigation and messaging services. By 2018, plans call for the QZSS constellation 
to expand to four satellites, and by 2023 the constellation is planned to consist 
of seven satellites that will provide independent regional capability in addition to 
complementing or augmenting other GNSS constellations [1, 2]. 

The QZSS Program was initiated in 2002 as a joint government-industry effort 
under the (then) Japanese Communications Research Laboratory contract. The 
Advanced Space Business Corporation (ASBC) team, including Mitsubishi Electric, 
Hitachi, and GNSS Technologies, worked on the concept until ASBC collapsed in 
2007. In 2007, JAXA, the Satellite Positioning Research and Application Center 
(SPAC), and other organizations took over the work. The first QZSS satellite was 
launched in September 2010. In 2012, the Cabinet Office of Japan approved the 
launch of the next three satellites [1]. In 2015, the Cabinet Office of Japan ap-
proved the launch of three additional satellites by 2023 [2].

7.1.2  Space Segment

By December 2016, the constellation consisted of one satellite, QZS-1 or “Mich-
ibiki” (meaning guiding light) launched into inclined-elliptical-geostationary orbit 
(quasi-zenith) and placed over Japan. The figure-8 orbit is depicted in Figure 7.1. 
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The orbit has a perigee of approximately 32,000 km, an apogee of approximately 
40,000 km, and an orbital inclination of approximately 40° [3].  

7.1.2.1  Constellation

As planned, by 2018, the constellation will consist of three satellites in quasi-zenith 
orbit and one in geostationary orbit (GSO). The three quasi-zenith orbit satellites 
will share the same figure-8 ground trace and the geostationary satellite will be 
placed at 127° longitude, offset from the figure-8 [5]. By 2023, the QZSS space seg-
ment will consists of seven satellites launched into quasi-zenith and geostationary 
orbits over Japan [5]. The orbits of the additional three satellites remain unspeci-
fied. Future satellites (QZS-2, QZS-3, and so forth) will also be nicknamed Mich-
ibiki with no additional numbers added to distinguish them [6]. The launch history 
and plans are listed in Table 7.1.

7.1.2.2  Spacecraft

QZS-1 was designed by Mitsubishi Electric Corporation (MELCO) Kamakura 
Works [7, 8]. The spacecraft design is based on the Japanese Engineering Test Satel-
lite-8 (ETS-8) which uses the Mitsubishi DS2000 standardized bus [9, 10]. Follow-
on spacecraft will use a similar design, but may carry additional payloads and 
capabilities. The Japanese plan to procure the follow-on spacecraft in two batches 

Figure 7.1  QZSS orbit [4]. (Courtesy of Brian Terrill.)
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of three satellites each allowing for incorporation of upgrades. The QZS-1 space-
craft configuration is shown in Figure 7.2 [3].

7.1.2.3  Bus 

The DS2000 spacecraft bus is designed to boost the satellite to its final orbit, support 
the mission payloads, and maintain the satellite in the proper orbit. The DS2000 is 
a 3-axis stabilized spacecraft measuring 2.9m × 3.0m × 6.0m, with two solar panels 
measuring 25.3m tip-to-tip [11, 12]. The spacecraft used a central core design with 
reinforced carbon-fiber plastic panels to form the body. The DS2000 has a design 
lifetime of at least 10 years. Each spacecraft has a lift-off mass of 4,100 kg and dry 
mass of 1,800 kg, which supports a 320-kg navigation payload [12]. The DS2000 
spacecraft bus consists of a number of subsystems. 

Table 7.1  QZSS Launch History and Plans

Spacecraft Name Launch Date Orbit Type
Equatorial 
Crossing

QZS-1 Michibiki September 11, 2010 Inclined-elliptical-
geosynchronous

Around 132° and 
140°

QZS-2 Michibiki Planned in 2017 Inclined-elliptical-
geosynchronous

Around 132° and 
140°

QZS-3 Michibiki Planned in 2017 Inclined-elliptical-
geosynchronous

Around 132° and 
140°

QZS-4 Michibiki Planned in 2018 Geostationary 127°
QZS-1R Michibki Planned in 2020 Inclined-elliptical-

geosynchronous
Around 132° and 
140°

QZS-5 Michibiki Between 2020 and 2023 Inclined-elliptical-
geosynchronous

?

QZS-6 Michibiki Between 2020 and 2023 Inclined-elliptical-
geosynchronous

?

QZS-7 Michibiki Between 2020 and 2023 Geostationary ?

Source: [10, 11]. QZS-5 or QZS-6 could be placed in geostationary orbit instead of QZS-7.

Figure 7.2  QZS-1 spacecraft [4]. (Courtesy of Brian Terrill.)
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7.1.2.4  Electrical Power Subsystem 

This provides 15 kW at the beginning of life and 5.3 kW at the end of life. The 
power system is composed of high-efficiency silicon, multijunction GaAs solar cells, 
Li-Ion batteries, and two independent electrical bus systems for redundancy [12].

7.1.2.5  Thermal Control Subsystem 

This provides passive control of the satellite by radiating energy into space. The 
subsystem is composed of heat pipe-embedded payload panel, optical solar reflec-
tor (OSR), thermal blankets, and heater. Some of the heat pipes are dedicated to the 
rubidium clocks to maintain the temperature at 20°C ± 5°C and unaffected by solar 
equipment and other spacecraft equipment [12].

7.1.2.6  Propulsion Subsystem 

This propels the satellite from transfer orbit to the quasi-zenith or geostationary 
orbits after their separation from the launch vehicle, maintains spacecraft attitude 
control and supports station-keeping. The subsystem consists of a 500-N apogee 
kick motor, attitude thrusters, and a bipropellant fuel system [12].

7.1.2.7  Onboard Control System 

This provides satellite management, data handling, and attitude control for QZS-1 
using an ARINC 1553B bus protocol. The subsystem must maintain the solar pan-
els pointing at the Sun and the nadir deck (i.e., face of the satellite) pointing at the 
Earth while maintaining the thermal stability of the satellite. The attitude control 
part of the subsystem consists of two star trackers (STT), two redundant sets of 
three Fine Sun Sensor Heads (FSSH), two redundant Fine Sun Sensor Electronics 
(FSSE), two Earth Sensor Assemblies (ESA), one internally redundant inertial refer-
ence unit (IRU), and two redundant onboard computers called the satellite control-
ler (SC). The subsystem has a pointing accuracy of < ±0.05° in roll and < ±0.15° 
in yaw. The satellite management parts of the subsystem autonomously maintain 
knowledge of the Sun’s direction and generate commands to the attitude control 
components. The subsystem includes an onboard orbit propagator and attitude 
profile generator [12].

7.1.2.8  Telemetry Tracking and Command (TT&C) 

This supports commanding and navigation messaging uploading to the satellite. 
Normally, the QZS-1 uses 4-Kbps C-band links to support the command and con-
trol (C2) and navigation payload. For launch and early orbit operation and emer-
gency backup, the QZS-1 uses S-band C2 links [12].

7.1.2.9  Navigation Payload

The QZS-1 navigation payload is designed to generate and transmit six navigation 
signals: L1C/A (1,575.42 MHz), L1C (1,575.42 MHz), L2C (1,227.6 MHz), L5 
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(1,176.45 MHz), L1S (1,575.42 MHz), and L6 (1,278.75 MHz). (These signals are 
described in Section 7.1.6.) The navigation payload consists of three subsystems: 
the L-band signal transmission (LTS), time transfer subsystem (TTS), and laser 
retro-reflector assembly (LRS). The LTS consists of the onboard rubidium atomic 
clock, navigation onboard computer, various electronics, time-transfer comparison 
unit, L1S antenna, and L-band navigation helical array antenna. The LTS consists 
of two identical electronic chains. The TTS consists of the time comparison unit 
and Ku-band bidirectional comparison antenna. The payload allows the onboard 
clocks to be compared to ground clocks using two-way techniques [i.e., two-way 
satellite time and frequency transfer (TWSTFT)]. The LSR consists of 56-corner 
cube reflectors and allows the satellite to be tracked using two-way laser-ranging 
techniques under cloud-free conditions [13]. Additional electronics and signals will 
be added to future satellites.

In the future, GEO satellites will carry a navigation payload which will also 
transmit L1Sb (1,575.42 MHz) for an operational SBAS service and L5S (1,176.45 
MHz) for experimental augmentation service. At the time of this writing, little in-
formation was available on the future QZS spacecraft designs [2]. 

7.1.3  Control Segment

The QZSS ground segment consists of master control stations (MCS), monitor sta-
tions (MS), satellite tracking control stations (TCS), laser-ranging stations (LRS), 
and time management stations (TMS). The ground network is shown in Figure 7.3. 
The ground system is detailed next. 

7.1.3.1  Master Control Station (MCS) 

In 2016, the MCS was located at the Tsukuba Space Center near Tokyo and was 
the focal point for the navigation and other satellite missions. The MCS determines 
and propagates the satellite orbit and satellite clock offset predictions, generates the 
navigation uploads, determines navigation integrity, plans navigation experiments, 
analyzes the system performance, and stores data associated with the system per-
formance. For reliability, the MCS maintains a hot-redundant capability [12]. The 
Japanese plan to build two new MCSs at Hitachiota (near Tokyo) and at Kobe [14].

7.1.3.2  Tracking Control Station (TCS)

In 2016, the TCS was located in Okinawa and was responsible for uploading the 
ephemeris and clock corrections to the QZS-1 navigation computer, monitoring 
the spacecraft status and sending command and control signals to the satellite 
during the operational phase of QZS-1. During launch, a number of other TCS 
sites around the world supported QZS-1 until it reached its final orbit. The TCS 
maintains continuous contact with QZS-1 using the C-band uplinks and down-
links, because Okinawa is located near the equator and has visibility to the satellite 
throughout the entire orbit. In addition, about once per year, the TCS makes an 
orbit adjustment to maintain QZS-1 in the proper orbit. Additional, TCS sites are 
planned at Hitachiota (near Tokyo) and Tanegashima, Kumejima, Ishigakijima, and 
Miyakojima on the island chain in southern Japan [14].
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7.1.3.3  Monitor Stations (MS)

QZSS currently maintains about 12 monitoring-stations located throughout the 
Asia-Pacific region. The MS stations collect QZS-1 and GPS navigation signals for 
precise estimation of QZS-1 orbit and satellite clock parameters to correlate with 
those of GPS. In addition, the sites also collect environmental data for forwarding 
to the MCS. The MS support several levels of capability. The MS sites at Okinawa, 
Sarobetsu (Soya), Koganei (Tokyo) and Chichijima (Ogasawara) in Japan and Ban-
galore (India), Canberra (Australia), Bangkok (Thailand), Guam (United States), 
and Hawaii (United States) monitor the QZS-1 and GPS satellites via the L-band 
navigation signals. In addition, Perth (Australia), Maspalomas, (Gran Canaria, Las 
Palmas, Spain), and Santiago (Chile) monitor only GPS satellites via navigation 
signals.

7.1.3.4  Time Management Station (TMS)

The TMS sites at Okinawa and Koganei (Tokyo) use the Ku-band transponder on 
the QZS-1 to perform two-way ranging to the satellite. The TMS sites at Okinawa, 
Sarobetsu (Soya), Koganei, and Chichijima (Ogasawara) and Hawaii use TWSTFT 
to perform time transfer between sites [15, 16]. 

Figure 7.3  QZSS ground support network [4]. (Courtesy of Brian Terrill.)
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7.1.3.5  Laser-Ranging Stations (LRS)

A number of international LRS sites support the QZS-1 mission by two-way rang-
ing to the satellite under cloud-free weather conditions. Sites in Beijing, Chang-
chum, Koganei (Tokyo), Mount Stromlo, Shanghai, Tamegashima, and Yarragadee 
routinely track the satellite under the protocol established by the International 
Earth Rotation Service.

7.1.4  Geodesy and Time Systems

The QZSS system provides navigation and positioning information in the Japanese 
Satellite Navigation Geodetic System (JGS). The JGS is based on the regional sites 
and measurements that support the Japanese contribution to the International Ter-
restrial Reference Frame (ITRF). The JGS is maintained to within less than 0.2m of 
WGS-84 [17].

Historically, Japan has used the Tokyo-1927 datum for mapping and survey-
ing. Continued use of the older map products would require a corresponding trans-
formation between JGS and Tokyo-1927 to be useful with QZSS user equipment. 
At the time of this writing, it was unclear how much of mapping and other docu-
mentation in Japan still relies on Tokyo-1927 datum.  

The QZSS system uses QZSS time (QZSST). QZSST is maintained by the mas-
ter clock at the MCS in Tsukuba Space Center. QZSST is similar to GPS time and 
operates continuously independent of leap seconds. By 2016, QZSST was 17 sec-
onds ahead of UTC and 19 seconds behind international time (TAI). The slight off-
set between QZSST and GPS time is maintained to within 7 ns (or 2.0m 95%) [17].

7.1.5  Services

QZSS is designed to provide three types of services: navigation services to comple-
ment GPS, differential GPS augmentation services to improve GPS accuracy, and 
messaging services for public safety applications during crisis or disasters. As the 
constellation is completed, QZSS will provide independent regional navigation ca-
pability independent of GPS and other GNSS constellations in addition to the cur-
rent services. That is, there will be four or more QZSS satellites in view for users in 
the coverage region to obtain PVT information.

Currently, QZS-1 provides operational services which are being used for a va-
riety of applications in Japan and experimental services which are being tested for 
future operational use. QZS-2 through QZS-4 will add new operational augmenta-
tion and experimental augmentation services. Satellites in GEO will provide SBAS 
corrections, experimental augmentation and S-Band messaging services. Satellites 
in the quasi-zenith orbit will also provide experimental and centimeter augmenta-
tion services. No information is available on navigation or messaging services to be 
provided by QZS-5 through QZS-7. The navigation and augmentation charges are 
offered free of any user fees. An overview of the services is provided in Table 7.2.
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7.1.5.1  Navigation Services

QZSS transmits a number of navigation signals to complement GPS; these include: 
L1-C/A (1,575.42 MHz), L1C (1,575.42 MHz), L2C (1,227.6 MHz), and L5 
(1,176.45 MHz). The signals provide ranging error URE of 1.6m (95%) including 
the GPS-QZSS time and coordinate system biases. For single-frequency users (L1-
C/A and QZSS L1-C/A), the horizontal accuracy is about 21.9m (95%). For dual-
frequency users using L1 and L2, the horizontal accuracy is about 7.5m (95%). 
The services improve the reliability by providing failure monitoring and reporting 
system health problems. 

7.1.5.2  Augmentation Services

QZSS currently transmits or will add in the future navigation signals designed to 
improve GPS accuracy. These include: L1S (1,575.42 MHz), which is designed to 
provide submeter corrections and be interoperable with GPS and other SBAS, and 
L6 (1,278.75 MHz), which is an experimental signal designed to provide high-
precision service and compatible with the Galileo Commercial Service signal. The 
L1S provides wide-area differential correction data with positioning accuracy of 
1-m horizontal RMS except in cases of large multipath error and large ionospheric 
disturbance. The L1S also provides submeter corrections but is under policy ex-
amination by the Japanese SPAC [1, 17, 18]. L6 is an experimental signal for high 
precision at 3-cm horizontal RMS level service. The policy on L6 is also under 
examination.

7.1.5.3  Messaging Services

QZSS currently transmits an experimental messaging service called the Satellite 
Report for Disaster and Crisis Management on the L1S signal. The service provides 
messages to users warning of disasters like earthquakes, tsunamis, volcanoes, fires, 
or explosion of factory or atomic power plant and warnings of rescue from terror-
ist attack or accidents. The Japanese are investigating extending these services to 
overseas users [19].

Table 7.2  Planned QZSS Services
Services Signal Frequency QZS-1 QZS-2 QZS-3 QZS-4

Positioning complement to GPS L1-C/A 1,575.42 MHz X X X X

Positioning complement to GPS L1C X X X X

L1S submeter augmentation L1S X X X X

Crisis Messaging Service L1S X X X X

ICAO Standard SBAS L1Sb X

Positioning complement to GPS L2C 1,227.60 MHz X X X X

Positioning complement to GPS L5 1,176.45 MHz X X X X

Experimental augmentation L5S X X X

Centimeter-level augmentation Service L6 1,278.75 MHz X X X X

Safety Messaging Service S-band 2 GHz X
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7.1.6  Signals

The QZSS satellites will transmit up to six navigation signals. The external charac-
teristics of the signals are listed in Table 7.3. 

The internal characteristics of the navigation signals were detailed in the QZSS 
Interface Control Document (ICD) designated as IS-QZSS version 1.6 in 2016. The 
most recent ICD can be found at the following link: http://qz-vision.jaxa.jp/USE/
is-qzss/index_e.html [4].

7.1.6.1 QZS-L1-C/A, QZS-L1C, QZS-L2C, and QZS-L5

The QZSS satellites transmit signals very similar to (but not identical to) the mod-
ernized GPS L1-C/A, L1C, L2C, and L5 civil signals with additional QZSS related 
messages. The Japanese chose these signal designs and message structure to maxi-
mize interoperability with GPS. Details on these GPS signals are covered in Chapter 
3 [4]. The additional message modifications to the QZSS signals are detailed in 
respective sections of the QZSS ICD and some details are covered next. 

The QZSS satellites transmit PRNs in the same families of spreading codes as 
used by the GPS signals. The PRNs assigned to first five operational QZSS will be 
193–197 for the QZS-L1C/A signals. PRN code numbers 198–202 are reserved for 
testing or maintenance. QZS-1 is using PRN 193. 

7.1.6.2  QZS L1S

The QZS L1S is a submeter GNSS correction message designed to use the same data 
structure as used with the GPS-SBAS. L1S stands for L1-Submeter-class Augmenta-
tion with Integrity Function. It also improves the reliability of GNSS by providing 
system health and failure notifications [4, 20].

7.1.6.3  QZS L1S Signal Modulation

The L1S signal is modulated using BPSK-R similar to the GPS C/A code and de-
picted in in Section 3.7.1 [4].

Table 7.3  External Characteristics of the QZSS Navigation Signals

Signal Channel Frequency Bandwidth
Minimum Received 
Power

QZS-L1C L1CD 1,575.42 MHz 24 MHz −163.0 dBW

L1CP 24 MHz −158.25 dBW

QZS-L1-C/A 24 MHz −158.5 dBW

QZS-L1S 24 MHz −161.0 dBW

QZS-L2C 1,227.60 MHz 24 MHz −160.0 dBW

QZS-L5 L5I 1,176.45 MHz 25 MHz −157.9 dBW

L5Q 25 MHz −157.9 dBW

QZS-L6 1,278.75 MHz 39 MHz −155.7 dBW

Source: [4].
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7.1.6.4  QZS L1S Code Properties

The QZS L1S transmit signals using PRNs 183–187 for the first five satellites with 
188–192 as spares for additional satellites. The shift register design is the same as 
GPS C/A code depicted in Figure 3.36 [4]. 

7.1.6.5  QZS L1S Message Structure

The QZS L1-SAIF also called the Sub-meter Level Augmentation Service (SLAS) is 
transmitted in various message types formatted in 250-bit data message frames at 
one data frame per second. Each frame is composed of 8-bit preamble, 6-bit mes-
sage type, 212-bit message type, and 24-bit CRC. The basic structure is depicted in 
Figure 7.4 [4].

The QZSS signal specification defines some of the messages types for QZS L1S. 
The message types currently defined are listed in Table 7.4 [4].

7.1.6.6  QZS L6

The QZS-L6, also called the Centimeter Level Augmentation Service (CLAS), is a 
high-data-rate 2-Kbps GNSS correction message for PPP and RTK applications. It is 
transmitted at 1,278.75 MHz and is compatible and interoperable with the Galileo 
E6 Commercial Service (CS) signal [4, 20].

7.1.6.7  QZS L6 Signal Modulation

The L6 signal is generated using BPSK-R spreading modulation with a chipping rate 
of 5.115 Mchips/s. The underlying data is modulated code shift keying [4].

Figure 7.4  QZS L1S message structure [4]. (Courtesy of Brian Terrill.)
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7.1.6.8  QZS L6 Code Properties

The L6 signal is generated by combining a short and long Kasami code. The short 
code is transmitted at 2.5575 MChip/s with a length of 10,230 chips and a 4-ms pe-
riod and the long code is transmitted at 2.5575 MChip/s with a length of 1,048,575 
chips and a 410-ms period. Figure 7.5 shows the shift register layout used to gener-
ate the L-band experiment (LEX) spreading codes [4].

7.1.6.9  QZS L6 Message Structure

The L6 signal is transmitted in various message types formatted in 2,000-bit data 
message frames at one data frame per second. Each frame is composed of 32-bit 
preamble, 8-bit PRN, 8-bit message type, 1-bit alert-flag, 1,695-bit data message, 
and 256-bit Reed-Solomon error correction code. The basic structure is depicted in 
Figure 7.6 [4].

The QZSS Signal Specification defines some of the messages types for QZS L6. 
The message types currently defined are listed in Table 7.5 [4].

Table 7.4  Defined QZS-L1S Message Functions

Message Type Message Function

TYPE 0 Test Mode

TYPE 1 PRN Mask

TYPE 2–5 Fast Correction and UDRE

TYPE 6 Integrity Data

TYPE 7 Fast Correction Degradation Factor

TYPE 10 Degradation Parameter

TYPE 12 Timing Information

TYPE 18 Ionospheric Grid Point Mask

TYPE 24 Fast Long-term Correction

TYPE 25 Long-term Correction

TYPE 26 Ionospheric Delay and GIVE

TYPE 28 Clock-Ephemeris Covariance 

TYPE 40–51 Reserve for Demonstrations like L1-SAIF

TYPE 52 Tropospheric Grip Point Mask

TYPE 53 Tropospheric Delay Correction

TYPE 54–55 Undetermined Atmospheric Delay Information

TYPE 56 Intersignal Correction Bias Information

TYPE 57 Reserved for Undetermined Orbital Information

TYPE 58 QZS Ephemeris Data

TYPE 59 Undetermined QZSS Almanac Data 

TYPE 60 Undetermined Regional Information/Maintenance 
Schedule

TYPE 62 Reserve for Inertial Test

TYPE 63 Null Message

Source: [4].
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7.1.6.10  QZS Safety Messages

QZS also transmit a Crisis Short-Message Service on the L1S signal and Safety 
Messaging Service in the S-band at 2 GHz. However, additional details on the data 
structure are currently not available in the public version of the QZSS ICD. 

Figure 7.5  QZSS shift register design for SPS spreading code [21]. (Courtesy of Brian Terrill.)

Figure 7.6  QZSS L6 navigation message structure [4]. (Courtesy of Brian Terrill.)
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7.1.6.11  QZS TT&C Signals

For normal TT&C operations, the QZS-1 uses C-band (5,000–5,010-MHz uplink 
and 5,010–5,030 MHz downlink) links to support the C2 and navigation payload. 
For LEOP, QZS-1 can also use S-band (2,025–2,110 MHz uplink and 2,200–2,290-
MHz downlink) [4].

7.1.6.12  Applications and User Equipment

QZSS is designed to support a variety of civil applications. The proposed civil 
applications include enhanced navigation for car, rail, and bus navigation and po-
sitioning for mapping, construction work, monitoring services for children and se-
nior citizens, personal navigation for disabled and aged persons, automatic control 
of agricultural machinery, detecting earthquakes and volcanic activities, weather 
forecasting, search and rescue, and many other applicable fields. At the time of this 
writing, over 234 companies and institutes were participating in the QZSS program 
and researching 105 themes of applications [22, 23].

7.2  Navigation with Indian Constellation (NavIC)

7.2.1  Overview

Navigation with Indian Constellation (NavIC), formerly known as the Indian Re-
gional Navigation Satellite System (IRNSS), is a regional military and civil SATNAV 
system operated by the Indian Space Research Organization (ISRO) in coopera-
tion with the Indian Defense Research and Development Organization (DRDO) 
[23–25]. IRNSS was renamed NavIC, meaning “boatman,” in conjunction with the 
completion of the satellite constellation in April 2016 [26, 27]. NavIC is different 
than most other SATNAV systems in that it provides only regional coverage, and it 
transmits navigation signals in both the L5-band and S-band, while other naviga-
tion systems work primarily in the L-band [28]. The Chinese Beidou-2 is the only 
other system currently operating its regional component using navigation signals in 
the S-band [29].

The Indian government initiated the IRNSS program in 2006 [24, 30, 31]. The 
first NavIC satellite was launched in July 2013 [32]. By 2016, the NavIC system 

Table 7.5  Defined QZS L6 Message Functions [4]
Message Type Message Function

TYPE 0–9 Spare for System Use

TYPE 10 Signal health for 32 GPS satellites and 3 QZS satellites, ephemeris, and SV clocks

TYPE 11 Signal health for 32 GPS satellites and 3 QZS satellites, ephemeris, SV clocks, and 
ionospheric corrections

TYPE 12 Orbit and clock corrections, URA, and SV bias for MADOAC-LEX for PPP-AR

TYPE 13–19 Spare

TYPE 20–155 For experimental or application demonstration use by public sector (except 
JAXA)

TYPE 156–200 For experimental or application demonstration use by JAXA or the private sector

Source: [4].
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consisted of seven geostationary and inclined geosynchronous satellites, ground 
support segment, and user equipment. The NavIC provides a position and naviga-
tion accuracy to better than 20m (2σ) horizontal accuracy, and timing accuracy 
support better than 20 ns (2σ) for a region from 30° South Latitude to 50° North 
Latitude and from 30° East Longitude to 130° East Longitude, which is a region 
approximately extending about 1,500 km around India and covering the strategic 
important sea routes in the Arabian Sea, Indian Ocean, Bay of Bengal, and South 
China Sea [33–35].

The ISRO plans to conduct an internal review to evaluate the NavIC constel-
lation once it is complete. After completion, the Indian government will consider 
options like upgrading the constellation from 7 to 11 spacecraft or initiating the 
development of the next-generation satellite [36], which will possibly add the L1-
band [37, 38] navigation signals in addition to L5 and S-bands.

7.2.2  Space Segment

The NavIC space segment consists of seven satellites placed over India into geo-
stationary orbit (GSO) and inclined geostationary orbit (IGSO). The three GSO 
satellites are located at 32.5° East, 83° East, and 131.5° East in the geostationary 
belt. Two IGSO satellites have a longitude crossing of 55° East and orbital inclina-
tion of 29°. The other two IGSO satellites have a longitude crossing of 111.75° 
East and orbital inclination of 29°. The arrangement of the constellation is shown 
in Figure 7.7. 

Figure 7.7  NavIC orbital constellation. (Courtesy of Brian Terrill.)
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7.2.2.1  Spacecraft 

All the NavIC satellites are identical and use the same I-1K spacecraft bus design, 
and carry the same mission payloads. Each satellite is designed with a 10-year life-
time [41]. The spacecraft configuration is shown in Figure 7.8. 

7.2.2.2  Bus

The spacecraft bus is designed to boost the satellite in to its final orbit, support the 
mission payloads and maintain the satellite in the proper orbit. Each spacecraft has 
a lift-off mass of 1,425 kg and dry mass of 603 kg, which allows it to be launched 
onboard the Polar Space Launch Vehicle (PSLV), the smaller of the of available In-
dian indigenous launch vehicles. The I-1K is a 3-axis stabilized spacecraft, measur-
ing 1.58m × 1.50m × 1.50m with two solar panels, Liquid Apogee Motor (LAM), 
and number of smaller thrusters [28, 42, 43].

The I-1K bus consists of a number of subsystems. The Attitude and Orbit Con-
trol System (AOCS) uses yaw steering to maintain the solar panels pointing at the 
Sun, thermal control of the satellite, and the navigation antenna pointing towards 

Table 7.6  NavIC Launch History

Spacecraft Launch Date Orbit Type
Equatorial 
Crossing

IRNSS-1A July 1, 2013 Inclined geosynchronous 55°
IRNSS-1B April 4, 2014 Inclined geosynchronous 55°
IRNSS-1C October 15, 2014 Geostationary 83°
IRNSS-1D March 27, 2015 Inclined geosynchronous 111.75°
IRNSS-1E January 20, 2016 Inclined geosynchronous 111.75°
IRNSS-1F March 10, 2016 Geostatioary 32.5°
IRNSS-1G April 28, 2016 Geostationary 131.5°

Source: [32, 39–41]. Note that while IRNSS was renamed NavIC, the satellites are still desig-

nated as IRNSS SVs. IRNSS-1A failed (clock failure) shortly after IRNSS-1G was launched. A 

replacement satellite is planned for launch in late 2017.

Figure 7.8  NavIC spacecraft. (Courtesy of Brian Terrill.)
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the Earth. The AOCS consists of gyroscopes, reaction wheels, magnetic torquers, 
and solar and star sensors. The propulsion system consists of a 440-N LAM, twelve 
22-N thrusters, and liquid fuel tanks. The power subsystem consists of two ultra-
triple-junction solar cells and solar panels generating up to 1,660W of electricity 
and one 90-A/Hr lithium-ion battery [39, 42–44].

7.2.2.3  Payloads

The NavIC spacecraft carry several navigation and ranging payloads. The naviga-
tion payload transmits the restricted (military) and civil navigation services in both 
L5-band (1,176.45 MHz) and S-band (2,492.028 MHz) to users. The navigation 
payload consists of the Navigation Signal Generation Unit (NSGU), unspecified 
number of RAFS, and phased array antenna. The ranging payloads consist of a 
C-band transponder to support two-way CDMA ranging, and Corner Cube Retro 
Reflectors to support laser ranging [42, 44, 45].

7.2.3  NavIC Control Segment

The NavIC ground segment currently consists of 15 stations, with 6 more planned. 
All of the stations are located within India including the MCC at Hassan, Karna-
taka. The site distribution is shown in Figure 7.9 and the status as of 2016 is in 
Table 7.7 [41–43].

The NavIC spacecraft are maintained by two independent ground networks: 
the IRNSS Satellite Control Facility (IRSCF), which commands and controls the 
spacecraft and provides housekeeping functions, and the IRNSS Navigation Con-
trol Facility (IRNCF), which supports the navigation payload [40, 42].

7.2.3.1  IRNSS Satellite Control Facility (IRSCF)

The IRSCF consists of two IRNSS Satellite Control Centers (IRSCC) and nine 
IRNSS TT&C and Land Uplink Stations (INLUS) colocated at these sites. The 
IRSCC commands the NavIC satellites, and collects housekeeping telemetry from 
the satellites in the NavIC constellation via the INLUS antennas and support facili-
ties. The IRSCC main station is located at Hassan, and a future backup station is 
being built at Bhopal. The main station has one 11-m antenna and four 7.2-m an-
tennas for commanding the satellites. The main station supports Launch and Early 
Orbit Phase (LEOP), In-Orbit Test (IOT), and operational support to the constel-
lation. When complete, the backup station will have one 11-m antenna and three 
7.2-m antennas for control of NavIC [42, 43].

7.2.3.2  IRNSS Navigation Control Facility (IRNCF) 

The IRNCF consists of two IRNSS navigation centers (INC), 12 IRNSS range and 
integrity monitoring stations (IRIMS), two network timing facilities (IRNWT), four 
IRNSS CDMA ranging stations (IRCDR), IRNSS laser ranging service (ILRS), and 
two data communication networks [42, 43].
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7.2.3.3  INC

The INC consists of two sites in India, which are mission support centers for navi-
gation payloads. INC-1 is located in Byalalu, near Bengaluru, India, and has pro-
vided operational support to both the military and civil navigation payloads since 

Table 7.7  NavIC Ground Site 
Status as of 2016
Type Current Planned

IRIMS 12 +3

IRNWT 1 +1

INC 1 +1

SCF 1 +1

Total sites 15 21

Source: [41]. Note that the ground control 

segment components are still designated as 

IRNSS components.

Figure 7.9  NavIC ground support segment [42]. (Courtesy of Brian Terrill.)
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August 1, 2013. INC-2 was under development in 2015 and is located in Lucknow, 
India. When operational, the site will act as a backup for civil navigation services 
and house a backup timing facility [42, 43].

7.2.3.4  IRIMS

The IRIMS consists of 12 sites, which perform one-way ranging of the satellites and 
communicate the ranging measurements to the INC-1 in real time. Currently, 12 
sites are operational and up to four more sites are planned [42, 43].

7.2.3.5  IRCDR

The IRCDR consists of four sites located at Bhopal, Hassan, Jodhpur, and Shillong, 
which perform two-way CDMA ranging and communicate the ranging measure-
ments to the INC-1 in real time. The ranging measurements are communicated to 
the INC for processing [42, 43]. 

7.2.3.6  IRNWT

The IRNWT maintains the time scales for the IRNSS system with an ensemble of 
cesium and hydrogen maser clocks. The primary time facility is located with the 
INC-1 at Byalalu. The IRNSS time scale is maintained at a level of about 20 ns (2σ) 
with respect to UTC [42, 43].

7.2.3.7  IRDCN

The IRDCN provides dedicated communications support to the IRNSS network. 
The networks consist of terrestrial communication links between INC-1, the four 
IRCDR two-way ranging stations and the 12 one-way IRIMS. In the future, very-
small-aperture terminal (VSAT) links will be added after receiving the necessary 
regulatory clearances [41–43].

7.2.3.8  IRLRS

The laser ranging service will track the IRNSS satellites using two-way laser rang-
ing techniques and the retro-reflector onboard the satellites under cloud-free 
weather conditions. Currently, 10 international laser ranging stations under the 
International Laser Ranging Service (ILRS) provide limited experimental support 
to NavIC. See Figure 7.10 for locations. To date, the ILRS has undertaken two laser 
ranging campaigns to develop the capability to routinely track NavIC satellites in 
future [42, 43]. 

7.2.4  Geodesy and Time Systems

7.2.4.1  Geodesy 

NavIC provides position coordinates in the U.S. WGS 84 Coordinate System as 
does the U.S. GPS. Details on WGS-84 can be found in Section 3.5 
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7.2.4.2  Time Systems

NavIC uses a time reference called IRNSS Network Time (IRNWT), which is a 
continuous time scale, meaning that it does not account for leap seconds, and is 
traceable to Indian National Time, designated UTC National Physics Laboratory of 
India (NPLI) or UTC (NPLI). IRNWT serves two primary functions:

•• Navigation timekeeping: IRNWT supports the navigation mission by pro-
viding the time reference for orbit determination and time synchronization 
(OD&TS) of the NavIC constellation.

•• Metrological timekeeping: IRNWT is steered towards International Atomic 
Time (TAI) and provides offsets between the IRNSS time and UTC (NPLI) 
and offsets used by other GNSS time scales such as GPS and GLONASS. 

IRNWT will be maintained by two timing facilities and two parallel time scales; 
one is primary and the second is working in hot redundancy. 

INC-1 at Byalalu maintains the primary time scale with an ensemble average 
of 3 (or 4) cesium clocks and 2 active hydrogen masers (AHMs) [46]. The main 
time scale is defined with a start time of 00:00 UTC (or UT) on Sunday, August 22, 
1999 (midnight between August 21 and 22). At the start epoch, IRNSS system time 
was ahead of UTC by 13 leap seconds (i.e., IRNSS time, August 22, 1999, 00:00:00 
corresponds to UTC time August 21, 1999, 23:59:47).

Figure 7.10  International laser ranging support for NavIC. (Courtesy of Brian Terrill.)
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INC-2 (under development) in Lucknow will maintain the backup time scale. 
IRNWT will also be maintained by 3 (or 4) Cs AFSs and 2 active AHMs. The defi-
nition of epoch for IRNWT-II will be similar to the Galileo start of epoch and GPS 
rollover. IRNWT start epoch 00:00:00 (WN= 0, TOW= 0) shall be 1999-08-21 
23:59:47 UTC. The time format is similar to GPS (i.e., week number and time of 
week modulo 604800). At the start epoch, TAI shall be ahead of IRNWT-II by 32 
leap seconds [47].

7.2.4.3  Indian National Time

NPL maintains UTC (NPLI). The IRNSS time scale is traceable to UTC (NPLI). 
Currently, time is transferred between NPL and INC-1 and INC-2 using an all-in-
view GPS P3 receiver. The Indians are planning to supplement GPS time transfer 
(possibly from the USNO) with a dedicated TWSTFT link [28, 33].

7.2.4.4  Future Upgrade Plans 

Upgrades to IRNWT are planned to provide additional robustness to the IRNSS 
system time scale. The concept is to exploit both ground and space clocks. An algo-
rithm will allow for the addition or deletion of clocks at any time without signifi-
cantly affecting system performance and while providing automatic error detection 
and correction [33].

7.2.5  Navigation Services

NavIC will provide two levels of service, a public Standard Positioning Service (SPS) 
and an encrypted Restricted Service (RS); both will be available on both L5-band 
(1,176.45 MHz) and S-band (2,492.028 MHz) [28, 41]. NavIC SPS is designed 
to support both signal-frequency (L5-band) position fixes using a broadcast iono-
spheric-correction model and dual-frequency using L5-band and S-band together 
[48].

•• The expected position accuracy for single-frequency navigation accuracy 
was unspecified at the time of this writing. The broadcast ionospheric cor-
rection model is based on a grid of 80 points and should support accurate 
positioning under nominal ionospheric condition.

•• The expected position accuracy for dual frequency receivers is projected to 
be 20m (2σ) horizontal for users within the Indian Ocean Region (approxi-
mately 1,500-km beyond India’s borders) and less than 10m (2σ) horizontal 
accuracy over India. The NavIC navigation signals are transmitted on both 
L5-band and S-band using on a common oscillator, thus allowing the re-
ceiver to measure the ionospheric delay in real time and allowing the user 
equipment to apply corrections. 

•• The expected time accuracy is projected to be 20 ns (2σ) of UTC (NPLI) 
when using the broadcast corrections in navigation message. 

•• The operators of NavIC have not specified the expected the RS navigation 
accuracy.
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At the time of this writing, the seven-satellite NavIC constellation was just 
completed and performance had not yet been measured by ISRO. However, the 
ISRO measured NavIC position accuracy (longitude, latitude, and altitude) us-
ing the four-satellite-constellation on April 30, 2015. Based on the measurements, 
NavIC provided better than 15m (2σ) horizontal position accuracy during periods 
of satellites visibility (18 hours per day) using a dual-frequency receiver. 

7.2.6  Signals

The external and internal characteristics of the civil modulation of the navigation 
signals were detailed in the IRNSS Interface Control Document (ICD) version 1.0 
in 2016. The ICD can be found at the following link: http://irnss.isro.gov.in. ISRO 
has not disclosed information on the military RS modulation [48]. 

7.2.6.1  NavIC Navigation Signal Frequencies

NavIC broadcasts the SPS and the encrypted RS on both the L5-band and the S-
band. The L5 radio frequency is centered at 1,176.45 MHz with a bandwidth of 
24 MHz (1,164.45 to 1,188.45 MHz). The S-band signal is centered at 2,492.028 
MHz with a bandwidth of 16.5 MHz (2,483.50 to 2,500.00 MHz). All the NavIC 
navigation signals are right-hand circularly polarized. The NavIC will provide a 
minimum received power of −159 dBW for the L5 SPS navigation signal and −162.3 
dBW for the S-band navigation SPS signal. The maximum received power is −154 
dBW for the L5 SPS navigation signal and −157.3 dBW for the S-band navigation 
SPS signal. The RS service power levels are unspecified [28]. 

7.2.6.2  NavIC Navigation Signal Modulations

The SPS signal uses BPSK-R(1) modulation. The RS uses BOC(5,2) modulation 
for each of two components, a data channel and pilot [48]. Interplexing is used to 
provide a constant power envelope (see Section 2.4.3). 

7.2.6.3  NavIC Code Properties

The NavIC SPS uses Gold codes similar to the GPS SPS. NavIC shares the same 
code length of 1,023 chips and code chipping rate of 1.023 Mcps as GPS. The code 
is generated with the G1 and G2 polynomials as defined as:

 	 G1: X10 + X3 + 1 and G2: X10 + X9 + X8 + X6 +X3 + X2 + 1	

The G1 and G2 polynomials are similar to those defined for the GPS C/A 
signal. Details on the GPS Gold codes are found in Section 3.7. The polynomials 
are generated are by a 10-bit maximum length shift registers XOR’ed to create a 
1,023-chip long PRN sequence. Figure 7.11 shows the shift registry layout used to 
generate the NavIC SPS spreading codes [28].
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7.2.6.4  NavIC Navigation Message

The NavIC navigation message is defined as a 2,400-bit-symbol master frame bro-
ken down into four 600-bit subframes transmitted at 50 bps. Each subframe con-
sists of a 16-bit sync word followed by 584 bits of interleaved data. The 584 bits 
contain the navigation data interleaved with FEC, resulting in 292 data bits for the 
navigation message. Subframes 1 and 2 contain the primary navigation message 
needed for computing a navigation fix and subframes 3 and 4 contain the secondary 
navigation information like ionospheric grid correction parameters, text messages, 
and differential corrections [49]. The primary navigation message is composed of 
a telemetry word (TLM), time of week count (TOWC), alert, autonav, subframe 
identification (ID), spare bit, navigation data, CRC, and tail bits. The secondary 
navigation message is composed of TLM, TOWC, alert, autonav, subframe ID, 
spare bit, navigation data, CRC, tail bits, additional message ID, and additional 
PRN ID. Many of the navigation data elements, including the ephemeris and clock 
correction parameters, are similar to those used for GPS (see Section 3.7.4). Figure 
7.12 shows the layout of the NavIC navigation message [28].

Additional details on the data structure, message types, message functions, and 
data algorithms are provided in the IRNSS SPS ICD and corresponding future up-
dates [28]. 

7.2.7  Applications and NavIC User Equipment

As stated above, ISRO has designed NavIC to support both civil and military appli-
cations. The proposed civil applications include terrestrial, aerial, and marine navi-
gation, disaster management, vehicle tracking and fleet management, integration 
with mobile phones, precise timing, collection of mapping and geodetic data, and 
visual and voice navigation for drivers [50]. At the time of this writing, no specific 
information was available on planned military applications.

Also, at the time of this writing, there was little information available on 
NavIC user equipment, likely because the constellation was just completed. Under 
available ISRO plans, ISRO is sponsoring development of NavIC and NavIC-GPS 

Figure 7.11  NavIC shift register design for SPS spreading code [28]. (Courtesy of Brian Terrill.)
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receivers and NavIC-related chip sets for embedded applications. Under current 
plans, ISRO will sponsor development of single frequency designs independently 
for both the L5-band and S-band for both the civil BPSK and restricted (military) 
BOC navigation services. In addition, ISRO plans to develop dual-frequency (S-/
L5-bands) receivers using either the civil or military navigation services [21, 51].

Internationally, only a few companies had announced plans to develop NavIC 
capable receivers, antennas or chipsets at the time of this writing. These included 
JAVAD GNSS, IFEN GmbH, and Hemisphere GPS LLC [52–54]. This is expected 
to dramatically change once NavIC is fully deployed and continuously available. 
Single-band L5 NavIC-GPS receiver designs should be easy to modify because only 
minor software upgrades are required to use the NavIC L5 navigation signal along 
with GPS L5. 

Figure 7.12  NavIC navigation message structure [28]. (Courtesy of Brian Terrill.)
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GNSS Receivers
Phillp W. Ward

8.1  Overview

Numerous GNSS receiver designs have evolved since the inception of GPS, which 
was the first satellite navigation system that used direct sequence spread spectrum 
(DSSS) technology. This evolution continues as navigation satellite constellations 
and electronic technology advance in response to worldwide position, velocity and 
timing (PVT) services market demands. Receivers designed for different markets of-
ten have significantly different form factors and features as a result of performance 
trade-offs. Some major performance limitations include signal blockage, includ-
ing signal attenuation due to physical objects, heavy foliage or dense particulate-
bearing smoke, and noise interference, including natural interference (scintillation), 
intentional interference (jamming), adjacent-band interference and multipath (see 
Chapter 9). Some receiver designs are more robust to these limitations than oth-
ers. Receiver design trade-offs differ depending on the intended GNSS applications 
as well as the constellation and technology eras, again resulting in different form 
factors and features. However, there are many basic design principles that are ap-
plicable to all GNSS receivers. This chapter describes these basic design principles 
beginning with the functional block diagram of Figure 8.1 that depicts a generic, 
multifrequency GNSS receiver architecture. 

All GNSS receivers that operate continuously in real time with live satellite 
signals require the functions shown in Figure 8.1, namely, one or more antenna ele-
ments and associated antenna electronics, one or more front ends, multiple digital 
receiver channels (including a search engine), a receiver control and processing 
function, a navigation control and processing function, and other essential func-
tions such as the reference oscillator, frequency synthesizer, power supply with DC 
power regulators, appropriate user and/or external interfaces, and possibly an al-
ternate receiver control interface for a GNSS receiver designed to be integrated 
with and controlled by another navigation system. There is usually an internal 
rechargeable battery that provides standby power to keep the reference oscillator 
and the timekeeping function alive when the receiver is operating in standby mode 
(and sometimes even when the receiver is actually powered off). The prime power 
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may be an internal replaceable or rechargeable battery or provided by external 
(phantom) AC or DC power.

Not shown in Figure 8.1, but included in many GNSS receiver designs are 
augmentation features such as an inertial measurement unit (IMU) that provides 
velocity aiding. Such augmentation, often called the flywheel effect in the receiver 
velocity measurement dimension, can significantly improve the dynamic stress per-
formance of the receiver as well as operate-thru navigation performance when the 
receiver loses track, plus it provides independent velocity aiding that speeds up the 
reacquisition process. Another optional but beneficial augmentation is an atomic 
clock, such as a chip-scale atomic clock (CSAC) phase-locked with a crystal oscilla-
tor. When a CSAC replaces the reference oscillator, this provides the flywheel effect 
in the receiver time dimension. During receiver outages, a CSAC maintains precise 
time, thereby reducing reacquisition time (and subsequent acquisition time if kept 
operational when the receiver is turned off). Externally provided correction signals, 
such as those derived by an independent, worldwide, ground-based monitoring 
system that uplinks the corrections to geostationary (GEO) SVs that retransmit 
them, are received and processed along with the GNSS signals. These correction 
signals (see Chapter 12) improve the real time PVT repeatability and accuracy to 
centimeter-level or higher precision. Ranging from signals of opportunity such as 
cell phone towers can also add robustness to the GNSS receiver even for indoor 
operation (see Chapter 13).

Figure 8.1  Generic GNSS receiver block diagram.
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The mostly analog portion of the receiver includes the antenna, front end, ref-
erence oscillator, frequency synthesizer, and power supply, although there may be 
some digital technology in any of these primarily analog designs. The remaining 
functions are mostly digital in modernized receivers. Although there is a growing 
trend toward all-microprocessor implementations, the higher speed functions that 
operate at the analog-to-digital converter (ADC) sample rate are often implement-
ed as application-specific integrated circuits (ASICs) for high-volume production 
or with field programmable gate arrays (FPGAs) for low-volume production or 
experimental receivers, while the remaining slower rate functions are implemented 
in software. Oftentimes the software programs, once debugged, are implemented 
in firmware (i.e., the programs are stored in nonvolatile memory), with data stored 
in both nonvolatile memory (if constant) and volatile memory (if variable). These 
programs run in microprocessors and/or more specialized digital signal proces-
sors. Each processor is typically asynchronous in the sense that it contains its own 
ultrahigh-speed (analog) oscillator that determines its clock speed. Digital com-
munications are typically conducted via digital memory using either direct (parallel 
bit) access or high-speed serial data transfer techniques. The processes are syn-
chronized by prioritized interrupts, the hardware ones provided by the frequency 
synthesizer and the slower software ones provided by real-time operating system(s) 
in the processor(s) based on the hardware interrupts. To the extent that part of 
the receiver design can be implemented using digital signal processing (DSP) tech-
niques running in one or more microprocessors, then that portion could be called 
software-defined, but it is impossible to synthesize a complete GNSS receiver as a 
software-defined receiver (SDR), although this misnomer is often used in the litera-
ture. However, the term SDR does readily apply to receivers that do not operate 
in real time, but are either used to verify or enhance a real-time receiver design in 
progress (or in planning) or to perform postmission processing using prerecorded 
front-end data. It is possible to synthesize a configurable GNSS receiver (CGR), 
wherein the operational architecture of the receiver is defined by the reconfigurable 
modular functions shown in Figure 8.1. In the CGR context, all software-defined 
functions would run under a real-time operating system that supports multiple 
hardware (and associated software) configurations and interfaces. In practice, most 
modernized GNSS receivers have some ability to be software-defined but are usu-
ally limited in configurability.

8.1.1  Antenna Elements and Electronics

Referring to Figure 8.1, each antenna element converts the received GNSS signals 
(plus noise) from electromagnetic fields in space into electrical voltages. Unlike the 
era when only the GPS L1 C/A code was available for conventional civil applica-
tions, a modernized civil receiver will require a multiple-frequency antenna design 
involving a single wideband or multiple narrowband antenna elements. Figure 8.1 
depicts M single-frequency antenna elements, one element per supported L-band 
frequency. There could also be one wideband antenna element with passive signal 
splitter circuitry provided by the antenna element electronics that matches the load 
impedance and provides multiple supported L-band frequencies. If the antenna is 
remotely located, the antenna element electronics may also provide a low noise am-
plifier (LNA) to compensate for losses of the connecting coaxial transmission cable. 
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In this case the signal splitting shown in Figure 8.1 would be performed in the re-
ceiver. A GNSS antenna with an LNA is referred to as an active antenna, whereas an 
antenna without an LNA is referred to as a passive antenna. The antenna element 
electronics may also play a role in ensuring that each single frequency antenna ele-
ment is receptive to right-hand circularly polarized (RHCP) electromagnetic waves. 

8.1.2  Front End

The front end provides signal conditioning consisting of analog bandpass filtering, 
amplification, antialiasing filtering, and downconversion to a common intermedi-
ate frequency (IF) or to an in-phase (I) and quadrature (Q) baseband signal, fol-
lowed by analog-to-digital conversion (ADC). Historic adjacent-band interference 
threats [1] should provide lessons learned that one front end per GNSS signal car-
rier frequency or closely spaced grouping of carrier frequencies is a prudent choice 
for providing adequate stopband protection. This front-end architecture is depicted 
in Figure 8.1. Regardless of the source L-band frequency, the received GNSS signals 
are normally all converted to a common IF. Therefore, as a minimum, there will be 
one front end for each GNSS signal center frequency or closely spaced grouping. As 
a maximum, there could be a need for unique front-end bandwidth optimization 
for each of the several GNSS signals on the same carrier frequency with significantly 
different bandwidths. In general, only one front end is provided for all signals on 
the same carrier frequency with a bandwidth defined by the requirements of the 
widest bandwidth signal. The digital receiver channel (described later) provides any 
additional bandwidth reduction required (usually by decimation). 

8.1.3  Digital Memory (Buffer and Multiplexer) and Digital Receiver Channels

The digital memory (buffer and multiplexer) stores blocks of real-time data that 
are processed by the digital receiver channels. One block of digital data is typically 
being written by the front end while the previous block is being read by as many 
of the N receiver channels as are assigned to different SVs on that same carrier 
frequency. The real-time multiplexing scheme must be fast enough that all digital 
receiver channels have read and processed their block of the digital memory before 
that block is overwritten by the source front end. Note that each digital data stream 
contains the signals of all visible SVs transmitting on that one L-band carrier fre-
quency. Also note that at this point all of the GNSS signals are buried in noise (i.e., 
the signal-to-noise ratio is highly negative in decibels, so each of these digital data 
streams would appear to be band-limited white noise if its analog counterpart was 
monitored with an oscilloscope).

Each digital receiver channel performs the faster carrier and code wipe-off pro-
cesses. Each channel detects and tracks one SV signal under the receiver control and 
processing direction by selecting the appropriate front-end sampled data stream. 
The search engine may be the collective use of all available receiver channels to 
search in the time domain or a dedicated search engine operating in the frequency 
domain to acquire the first four SVs during a cold start. Cold start means that the 
receiver has little or no information about time or position and possibly inaccu-
rate almanac information about the GNSS constellations, thereby making the two-
dimensional search space (code range and carrier Doppler uncertainty) very large. 
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After the first four SVs have been acquired and the measurements incorporated, 
the search uncertainties become very small unless the almanac data are obsolete. 
When the total search uncertainty is small, then the remaining receiver channels 
can be allocated to do their own short search and signal acquisition process of ad-
ditional SVs and at other L-bands. If a dedicated search engine performed the cold 
start search, then it is powered down after all sources of search uncertainties have 
become small. The navigation and control process is responsible for the determina-
tion of search uncertainty.

8.1.4  Receiver Control and Processing and Navigation Control and Processing 

The receiver control and processing function performs the slower and smarter state 
control and baseband processing for all of the high-speed receiver channels. It di-
rects navigation aiding (when available) to the digital receiver channels to speed up 
the acquisition/reacquisition process and provide robustness to the tracking pro-
cess. It extracts measurements and navigation message data and passes these to 
the navigation control and processing function that incorporates these to produce 
PVT for the intended application. This navigation control and processing function 
provides the highest level of control and aiding to the receiver control and process-
ing function. 

8.1.5  Reference Oscillator and Frequency Synthesizer

The reference oscillator in combination with its frequency synthesizer supports 
analog signal downconversion, sample timing for the analog-to-digital conversion 
processes, and time synchronization of digital signal processing with respect to the 
real-time signals by means of discrete time interrupts to the digital processes. 

8.1.6  User and/or External Interfaces

The user and/or external interfaces adapt the receiver to its operating environment. 
User interfaces include the control display unit (CDU) designed for human inter-
action. External interfaces include standard electronic interfaces to open systems 
or nonstandard interfaces for proprietary closed systems. These interfaces provide 
real-time PVT information to these systems and sometimes control and data infor-
mation from them. For examples, augmentation systems, such as inertial naviga-
tion systems, eLoran, optical pattern recognition and Doppler radar, have been 
integrated into GNSS receivers via external interfaces in a loosely coupled (asyn-
chronous) manner. 

The most popular augmentation scheme integrates an IMU with the GNSS 
receiver (not shown in Figure 8.1) using internal interfaces. One of these internal 
interfaces is the reference oscillator, thereby enabling the IMU observables to be 
synchronous with the GNSS observables. The other interface is with the naviga-
tion and control processor that incorporates the observables of both the GNSS and 
IMU signals in a synergistic tightly coupled manner. This synergism combines the 
drift-free but RF interference-vulnerable GNSS receiver with the drift-prone but RF 
interference-immune IMU that significantly enhances the navigation performance 
of both systems.
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Another optional function not shown in Figure 8.1 is built-in provision for 
data recording and storage, but this can also be an external interface. There are 
numerous GNSS applications that require built-in data storage for postmission 
processing purposes. If this requires the storage of raw observables, this becomes 
massive data storage. Solid-state digital data storage technology has made such im-
mense progress in high density at low cost that it can now be used for this purpose.

8.1.7  Alternate Receiver Control Interface

If the receiver is the augmentation system for another navigation system, then the 
alternate receiver control interface provides access to the real-time observables and 
responds to smart external control. The most sophisticated version of this integra-
tion process would disable the navigation control and processing and the user and/
or external interfaces functions. Since these are all real-time operations, there should 
also be an interface provision for synchronous operation between system clocks or 
the provision of an external interface to the GNSS receiver reference oscillator.

8.1.8  Power Supply

The role of the power supply is to provide regulated DC power to the extent re-
quired by all of the functions in the receiver. It is becoming more practical for there 
to be a common DC power for all circuits, but it is still preferable that the analog 
and digital power (and even the ground paths) be separate because of the inevitable 
cross-talk through the power supply lines, especially that caused by the digital cir-
cuits. Portable receiver applications require built-in battery operation but often 
have a provision for battery recharging while operating and some have a provision 
for hot-swapping the battery pack without disturbing the operation. 

8.1.9  Summary

The functions in Figure 8.1 have all been described (along with a few related func-
tions) to provide a comprehensive overview at a high level of a generic GNSS re-
ceiver and to lay the foundation for how they are designed. This chapter describes 
in detail every function in a GNSS receiver required to search, acquire, and track 
the SV signals, and then to extract the code and carrier measurements as well as 
the navigation message data from the GNSS SVs. The subject matter is so extensive 
that rigor is often replaced with first principles as a trade-off for conveying the 
most important objective of this chapter seldom presented elsewhere: how a GNSS 
receiver is actually designed. Once these extensive design concepts are understood 
as a whole, the reader will have the basis for understanding or developing new inno-
vations. Numerous references are provided for the reader seeking additional details.

8.2  Antennas

The GNSS receiver antenna receives the RHCP electromagnetic waves emanating 
from the GNSS SVs plus all unwanted electromagnetic emissions within the recep-
tion bandwidth, and converts them into electrical radio frequency (RF) voltages. 
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GNSS antennas consist of a radiating element (or elements) and associated micro-
wave electronics. The microwave circuits are usually implemented physically below 
the radiating element as a multilayered printed circuit board containing a symmet-
ric stripline transmission line layout between two ground planes. The ground plane 
suppresses the antenna gain pattern that would otherwise be in that direction, keep-
ing the primary gain pattern hemispherical. The radiating element and microwave 
circuit are usually protected by a cover that is designed to be transparent to radio 
waves, which is referred to as a radome. 

8.2.1  Desired Attributes

Ideal GNSS antenna attributes include low cost, a form factor acceptable for the 
intended platform, high phase center accuracy with small phase center variation, 
good gain characteristics (described below), and a perfectly matched output imped-
ance [i.e., a 1:1 voltage standing wave ratio (VSWR)]. 

Gain is a measure of how receptive an antenna is to an electromagnetic wave as 
a function of the incident direction (azimuth and elevation angle) of the wave. Gain 
is measured with respect to an idealized, lossless antenna that receives electromag-
netic waves equally well in all directions. This idealized reference is referred to as 
an isotropic antenna. Gain of an arbitrary antenna, as a function of azimuth and el-
evation angle, is formally defined to be the ratio of power out of the actual antenna 
to that out of the isotropic reference antenna in the presence of the same incident 
electromagnetic wave. Decibel units, referred to as dBi (decibels with respect to 
an isotropic antenna), are normally employed for antenna gains for a generic elec-
tromagnetic wave polarization. For gain towards a linearly or circularly polarized 
source, units of dBil and dBic are used, respectively. The physics of antennas is such 
that in order to increase the gain in some directions, it is necessary to reduce gain in 
others. The span of azimuth angles or elevation angles with appreciable gain (e.g., 
within 3 dB of the peak gain) is referred to as the antenna beamwidth. To increase 
peak gain, beamwidth must be reduced. Conversely, to increase beamwidth, peak 
gain is reduced.

GNSS antenna gain is ideally greater than unity with respect to an isotropic 
RHCP (0 dBic) antenna with constant RHCP gain over a hemispherical view angle 
from zenith down to a cutoff elevation angle (typically between 15° to 5° above the 
horizon) with sharp gain roll-off below cutoff, uniform (flat) gain over bandwidth 
of interest (resulting in constant group delay). An ideal GNSS antenna would also 
be minimally receptive to left-hand circular polarization (LHCP) below its cutoff 
elevation angle to reject specular ground reflected multipath. There are exceptions 
to these guidelines. For instance, a GNSS antenna in a mobile device would ideally 
have appreciable gain over a wider range of elevation angles since the device may 
be held in different orientations (e.g., with the screen vertical or horizontal).

Other typical GNSS antenna attributes include 50-ohm output impedance, 
lightning protection and, for remotely located antennas, a built-in low noise (1- to 
3-dB noise figure) LNA with 15 to 50 dB of gain, but only for the desired L-band 
frequencies and with a very wide dynamic range. 

Form factor is usually the most significant driver, second only to cost, for ev-
ery GNSS antenna application, but even if both of these attributes are eliminated 
from the ideal attribute list, such an antenna design is never fully realizable. The 
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radiating element design determines the fundamental GNSS antenna attributes, 
namely its form factor and bandwidth. The antenna electronics, ground plane, and 
radome determine the final gain pattern, phase center, and output impedance at-
tributes. The antenna phase center (i.e., the location being navigated by the GNSS 
receiver) is not a physical location. It is an electrical location that is not necessarily 
bounded by the physical body of the antenna. For precision GNSS applications, the 
precise location (accuracy) of the phase center with respect to a marked physical lo-
cation is critical. Phase center variation as a function of elevation angle to any and 
all SVs must be extremely small and symmetrical (i.e., repeatable for all azimuth 
and elevation angles above the cutoff observation region). Achieving millimeter-
level precision in this attribute results in the highest antenna cost and also imposes 
the most severe limitations on achieving a low-profile form factor. Fortunately, 
most GNSS applications do not require this level of precision. 

8.2.2  Antenna Designs

Ultraprecise phase center accuracy and stability attributes are best achieved if the 
radiating element is a well-designed spiral (or variant of a spiral) antenna such as 
a conical spiral antenna mounted on a ground plane. This is because the RHCP 
characteristic is natural and the bandwidth is essentially frequency-independent for 
the spiral design, resulting in a highly uniform gain pattern that sustains its RHCP 
as well as its LHCP rejection at lower elevation angles [2]. 

The protective radome plays an important role in shedding signal contaminants 
such as water, snow, and ice buildup, but it also slightly alters the gain pattern, in-
cluding phase center location and variation, so calibration should always include 
the radome and the radome material should possess uniform dielectric properties. 

It is noteworthy that the antenna arrays on many GNSS satellites use long 
cylindrical (helical) spiral antenna elements that have directional beam properties, 
but conical spiral elements (that are much shorter) have been successfully demon-
strated for this purpose. The lowest-profile version of this family is the flat spiral 
antenna, which sacrifices uniform gain versus elevation attributes of the conical 
spiral design, but largely retains the other desirable attributes. This or a variant 
of this design, sometimes with slight curvature, is a popular choice for precision 
GNSS applications requiring a low-profile antenna. 

Another naturally RHCP antenna design is the quadrifilar helix design [3], that 
when fabricated on a ceramic dielectric can be both wideband and physically small. 
Numerous other low-profile GNSS antenna designs that are not natural RHCP, 
such as cross-dipole, patch, patch-on-dielectric (ceramic patch) antennas, sacrifice 
various performance features because of the limitations of their form factor and the 
manner in which they are converted into RHCP antennas. Another such antenna 
that is almost universally used in mobile phones is the Planar Inverted-F Antenna 
(PIFA), so called because the shape of its stacked patch elements on ceramic sub-
strates look similar to the inverted letter “F” [4].

When the radiating element is naturally linearly polarized, it is converted into 
RHCP by a polarizing microwave (typically stripline) circuit that also performs 
impedance matching. For example, since patch antenna elements are naturally lin-
early polarized, they may be artificially converted to become circularly polarized 
by using quadrature excitation of its two linearly polarized ports. However, their 
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circular polarization always diminishes near the horizon, just where it is needed 
most for multipath rejection. The overall quality of the circular polarization de-
pends largely on the feeding network and is often sensitive to the fabrication pro-
cess. Using a ground plane causes the radiation pattern to be nearly hemispherical 
and also provides shielding at lower elevation angles.

Table 8.1 lists a representative mix of popular GNSS antenna element design 
types along with the typical applications that drive the selection of that antenna 
element type, including the most critical antenna parameter(s) demanded by the 
application, followed by the typical size, cost category, RHCP formation, and po-
larized bandwidth that results from this type of antenna element design. From this 
table, it should be apparent that antenna element design choice is one of the most 
challenging tasks in the design of GNSS receivers, especially for future small and 
low-cost applications that require receiving more than one GNSS frequency and 
sometimes frequency bands other than for GNSS signals. Table 8.2 is basically a 
continuation of Table 8.1 showing the most common performance specifications 
of GNSS antenna elements. These performance specifications typically include the 
antenna’s axial ratio and VSWR, described next. Reference [2] provides a compre-
hensive treatment of a wide variety of currently available GNSS antennas.

8.2.3  Axial Ratio

The polarization characteristics of a GNSS antenna are important contributors to 
its overall performance. All of the navigation signals broadcast by GNSS satellites 
today are RHCP. Many interference sources are linearly polarized. The terms linear 

Table 8.1  Typical Application Design-Driven GNSS Antenna Types with Key Features
Design  
Type

Design Driving 
Applications

Critical Design 
Parameter(s) Size (inches)1

Cost 
Category

RHCP 
Formation

Polarized 
Bandwidth

Conical  
spiral

First-order position-
ing and timing

Highest precision 9.5 D × 5.5 H2 Highest Natural All GNSS bands

Low-profile 
spiral (or 
variant)

Highest precision 
land, marine, air, 
space 

Highest precision 
low profile

7.5 D × 2.5 H High Natural All GNSS bands

Cross  
dipole

High-precision land, 
marine, air, space

High precision, 
low profile

5.0 D × 2.5 H Medium 
high

Artificial All GNSS bands

Patch Avionics, PVT Best precision in 
lowest profile

2.7 D × 0.9 H Medium 
low

Artificial Multiple 20-
MHz bands

Ceramic 
quadrifilar 
helix

Handheld GNSS Best for 
man-portable 

0.5 D × 0.9 H Low Natural Wideband

PIFA3 Mobile phone Lowest cost, 
smallest size and 
weight

1.5 L × 1.0 W 
× 0.33 H

Lowest Artificial 
(typically 
poor)

GPS/GLONASS 
L1 C/A band + 
multiple mobile 
bands

Ceramic 
patch

Automotive Lowest cost, 
smallest size

1.0 L × 1.0 W 
×  0.2 H

Lowest Artificial 
(typically 
poor)

GPS/GLONASS 
L1 C/A band + 
radio bands

Note 1: D = diameter, H = height, L = length, W = width. Note 2: Dimensions are much larger if a multipath mitigation ground plane (such as 

a choke ring or resistive plane) plus an overall protective radome are required. Note 3: Planar Inverted-F Antenna (PIFA), so called because 

the shape of its stacked patch elements on ceramic substrates looks similar to the inverted letter “F” [4].
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polarization and circular polarization refer to the characteristics of the electromag-
netic waves. Far from the source, and when traveling through simple media such 
as a vacuum or air, the electric (E−) and magnetic (B−) field vectors that constitute 
a radio wave are always perpendicular to each other and also perpendicular to the 
direction of signal travel. In a linearly polarized wave, both the E-field and B-field 
oscillate in amplitude but always remain pointing in the same directions as the wave 
travels. Many terrestrial communication systems use one of two special types of 
linear polarization: vertical polarization, where the E-field is perpendicular to the 
surface of the Earth, or horizontal polarization, where the E-field is parallel to the 
surface of the Earth. In a circularly polarized wave, the E-field and B-field do not 
point in constant directions, but rather rotate 360° per wavelength as the wave trav-
els. From the transmitter’s perspective, the E− and B field vectors can rotate clock-
wise or counterclockwise. Clockwise rotation from the transmitter’s perspective is 
by convention referred to as RHCP, and counterclockwise is referred to as LHCP. 

For a linearly polarized wave incident from an arbitrary direction, an ideal 
RHCP antenna would provide constant gain as a function of the E-field orienta-
tion. For instance, if an antenna was perfectly RHCP towards the horizon, the gain 
of the antenna towards a horizontally or vertically polarized source at the horizon 
would be equal. Real antennas may exhibit a change in gain if the incident wave 
E-field orientation is varied over all possible directions (e.g., all directions perpen-
dicular to the direction from the source to the antenna). The extent of this varia-
tion is referred to as the antenna axial ratio, AR, expressed in units of decibels. For 
a GNSS antenna, axial ratio can be used to determine the loss of RHCP antenna 
gain, La, where 

Table 8.2  Typical Performance Specifications for GNSS Antennas

Type

Useful 
Beamwidth 
(Degrees)

Gain (dBic at 
Degrees)

Phase Center 
Variation (mm)

Axial Ratio (dB at 
Degrees)

VSWR3 (dB 
at Center 
Frequency)

Conical, spiral 160 >2 at 90, 
>−4 at 10

<2 accuracy2, <1 
stability2

<0.2 at 90, <0.5 
at 10

<2:1

Low profile 
spiral

150 >5 at 90, 
>−3 at 15

<10 accuracy, <5 
stability

<0.2 at 90, <2.0 
at 10

<2:1

Cross-dipole 140 >3 at 90, 
>−2 at 20

Seldom specified <1.0 at 90, <3.0 
at 20

<2:1

Patch 160 >5 at 90, 
>−0.5 at 104

Seldom specified <1.0 at 90, <3.0 
at 104

<1.5:1

Ceramic quadri-
filar helix 

120 >3 at 90, 
>−6 at 30

Seldom specified Seldom specified <2.3:1

PIFA1 140 >−3 at 90, 
>−6 at 10

Seldom specified Seldom specified Seldom 
specified

Ceramic patch 140 >−3 at 90, 
>−6 at 10

Seldom specified Seldom specified Seldom 
specified

Note 1: Planar Inverted-F Antenna (PIFA) – so called because the shape of its stacked patch elements on ceramic substrates look 

similar to the inverted letter “F” [4]. Note 2: These accuracies do not include the inaccuracy caused by the near-field effect [5]. 

Note 3: The specification of VSWR only at the center frequency of the antenna is typical, but variations in VSWR are typically 

much larger for narrowband antenna elements than for wideband antenna elements. Note 4: For very low-profile patch antennas, 

gain and axial ratio performance at low elevation angles suffer. Representative specifications are −4 dBic at 10° for gain and < 15 

dB axial ratio at 10°.
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and ARl = 10AR/20 is the axial ratio in linear units. Thus, the loss of RHCP antenna 
gain due to an ideal axial ratio of 0 dB is 0 dB. Table 8.3 computes La for a range 
of AR, including the typically specified values that appear in Table 8.2, but those 
values are typically met only at the antenna zenith where there is usually the stron-
gest signal, most antenna gain and least multipath. Note that an infinite axial ratio 
results in a bounded 3-dB loss of RHCP gain. 

Figure 8.2 illustrates the axial ratio of a typical GPS L1 patch antenna gain 
pattern measured in an anechoic antenna chamber. This type of gain pattern re-
sults when the antenna under test at the receiving end is rotated 360° while being 
radiated at the L1 frequency by a calibrated linear antenna that is rotating in a 
right-hand circular manner at the transmitting end. This is a desirable test for two 
reasons. First, the user’s antenna test equipment, including the calibrated reference 
linear antenna, is traceable by metrology to the BIPM (Bureau International des 
Poids et Measures), the international bureau of weights and measures, via a six-
level “traceability pyramid” [6]. This pyramid begins with the User’s Test Equip-
ment at the base, followed by General Purpose Calibration Laboratories, Working 
Metrology Laboratories, Reference Laboratories, National Metrology Institutions 
(NMIs), and BIPM at the top of the pyramid. Second, the axial ratio of the antenna 
under test can be determined by inspection of the amplitude gain excursions (i.e., 
the axial ratio is defined as the peak-to-peak swing in decibels generated by the 
rotating linearly polarized antenna). The loss, La, can then be determined using 
(8.1). The resulting RHCP antenna gain, Ga, is then computed (typically in discrete 
elevation angle increments) simply as

	 ( )  dBic  a p aG G L= − 	 (8.2)

where Gp is the peak gain envelope from the plot. Figure 8.3 illustrates a plot of the 
peak gain excursions (Gp) obtained from Figure 8.2. For example, referring to the 
notes in the top right corner of Figure 8.2, AR = 0.5 dB at 0° (zenith), resulting in 
La = 0.004 dB. Observe that Gp = 5.3 dBi at zenith, so Ga = 5.3 – 0.004 ≈ 5.3 dBic 
at zenith.

At the elevation angles of 265° and 85° points in the Figure 8.2 plot, AR = 
4.5 dB resulting in La = 0.27 dB. These angles correspond to the antenna eleva-
tion angles of 85° (below zenith) on both sides in Figure 8.3 plot (that, in turn, 
correspond to 5° user elevation angles above the horizon). Referring to Figure 8.3, 
Gp = 0 dBi at 85° on the left side, but Gp = –1 dBi at 85° on the right side, so the 
RHCP antenna gain, Ga = –0.27 dBic on the left side and Ga = –1.27 dBic on the 
right side. In other words, even though the axial ratio appears to be uniform for a 

Table 8.3  Effect of Axial Ratio (AR) on RHCP Antenna Gain Loss (La)

AR (dB) 0 0.5 1 1.5 3 3.5 4 4.5 Infinite

LA (dB) 0.0 0.004 0.01 0.03 0.13 0.17 0.22 0.27 3.0
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given elevation angle, the actual RHCP antenna gain has at least 1-dB fluctuation 
in gain around the lower user elevation angle of 5°. Referring to Figure 8.2, note 
that this patch antenna is rapidly losing its RHCP characteristic right where it is 
needed most, namely at the lower user elevation angles as evidenced by the increas-
ing axial ratio (the peak-to-peak excursions) as the elevation angle approaches the 
user horizon. This is characteristic of all antenna elements that do not have natural 
RHCP and is also characteristic of all antenna elements that have a low profile even 
if they do have natural RHCP. 

Calibrated antenna gain patterns with axial ratios provided by antenna ven-
dors are the exception rather than the rule because of the expense involved. Even 
high-end antennas specifications typically come with only a single representative 
axial ratio plot that cannot be accurately measured by the technique described 
above. Numerous such calibrated gain patterns are required in order to truly cali-
brate a GNSS antenna. This will require access to an anechoic antenna chamber 
with calibration traceable to BIPM along with antenna measurement expertise to 

Figure 8.2  Patch antenna gain pattern including axial ratio.
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conduct the antenna calibration measurements. An even more time-consuming and 
sophisticated antenna test setup in an anechoic chamber is required to determine 
the antenna phase center location and variations.

8.2.4  VSWR

VSWR is a measure of how well the antenna signal transmission line impedance 
is matched to its load, which is typically 50 ohms. The ideal VSWR would be 
expressed as 1:1 (i.e., no standing wave). The VSWR equation in terms of the re-
flection coefficient  (a dimensionless ratio of complex voltage amplitudes or imped-
ances) is 

	
( )0

0

1
: 1

1
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V Z Z

V Z Z
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and Vreflected is the voltage amplitude reflected by the antenna load, Vincident is the 
voltage amplitude of the signal from the antenna output, Z0 is the complex output 
impedance of the antenna and Zload is the complex input impedance of the antenna 
load. The inverse computation for measured or known VSWR is

	 ( )1
dimensionless

1
VSWR
VSWR

−
Γ =

+
	 (8.4)

VSWR can also be determined by an antenna impedance matching perfor-
mance factor called return loss (RL) in units of decibels as

Figure 8.3  Patch antenna peak gain plot versus elevation angle (zenith = 0°).
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where 
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Pincident is the incident power into the antenna load and Preflected is the reflected 
power from the load. RL is another measure of how well the antenna is matched to 
its load. The inverse equation where VSWR is measured or known is
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Inspection of the above equations shows that the best VSWR is achieved when 
Γ is low and RL is high. For a case example, assume VSWR = 1.01:1, then Γ = 
0.00498 and RL = 46.1 dB. An often-used antenna bandwidth specification, re-
ferred to as the return loss bandwidth, is the span of frequencies for which RL is 
within 10 dB of its value at the antenna center frequency. To compare this metric 
to the more intuitive VSWR metric, assume the VSWR is an impressive 1.5:1 at the 
antenna center frequency. Using (8.7), the corresponding RL would be 14 dB. If 
RL is then deteriorated by 10 dB to 4 dB to define its bandwidth, then using (8.5) 
shows the VSWR has deteriorated to an unimpressive 4.42:1.

8.2.5  Antenna Noise

The value of Tant, the antenna noise temperature measured in units of Kelvin (K) 
is required to analyze the signal to noise ratio of the received signal. Perhaps the 
most commonly misunderstood performance parameter in a GNSS antenna is the 
use of temperature units in degrees K to describe its noise contribution, especially 
since this essential receiver noise analysis parameter is never included in the antenna 
specification. This is because the antenna noise temperature is not its physical tem-
perature, but is due to the temperature, T(θ, φ), in the spherical direction that the 
antenna gain pattern, Gant(θ, φ), sees in its solid angle of gain coverage. This solid 
angle includes its side lobes and back lobes. The parameter f is the azimuth and the 
parameter θ is the elevation in units of radians from the antenna boresight whose 
origin is at the nominal antenna phase center. The associated equation that defines 
this is [7]

	 ( ) ( )2
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The precise solution to this equation is seldom practical because of uncertain-
ties in the direction of the antenna boresight during real time operation of the 
antenna (even if the antenna gain pattern and the surrounding temperature pat-
tern are known accurately), but there are practical approximations. For example, 
if only a dark (cold) sky is covered by the entire gain pattern, Tant could be as low 
as the 10K sky temperature at GNSS frequencies, but there are also hot spots in-
cluded in the antenna gain pattern. These would include the Sun and stars, but the 
usual dominant factor is the (hot) Earth’s surface at around 300K. So if there were 
half dark sky and half Earth coverage, then the antenna temperature would be ap-
proximately 150K. Since most of a typical GNSS antenna gain coverage is toward 
the sky during normal operation, then a reasonable assumption would be that the 
antenna noise temperature is about 100K, so this is the value assumed for the com-
putational examples used in this chapter and in Chapter 9.

However, the designer should keep the possible variations in mind. Some high-
er GNSS Tant field of view environments include: (1) inside buildings where the 
GNSS signals are received indirectly through windows or from a re-radiator; (2) 
a location surrounded by high mountains or looking into an urban canyon or un-
der heavy foliage; (3) user equipment operated in a vehicle that blocks part of the 
antenna view or the antenna is tilted so that a substantial part of its field of view 
includes the Earth; (4) on a missile or artillery shell where the antenna field of view 
is skyward at launch but then tilts during the trajectory where the field of view in-
cludes the Earth; and (5) on a satellite in space where the antenna array is looking 
almost entirely at the hot Earth. 

If the receiver is connected to a GNSS simulator, the antenna will be discon-
nected. In this case, the objective is to change the GNSS simulator signal (received 
signal power) to compensate for the difference in noise level. The equation for that 
change is [8]
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where

Tsim = simulator noise temperature (assumed standard room temperature of 
290K);

Treceiver = 
( )

10290 10 1
f dB
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− 

  
 = receiver system noise temperature in K;

(Nf)dB = receiver noise figure at 290K;

Tant = antenna noise temperature (K).

Note that this only compensates for the noise difference when connected to the 
GNSS simulator. The compensation for the combination of receiver antenna gain 
pattern and the (multiple space and time variable) received GNSS signal gain pat-
terns is far more complex. Only very sophisticated GNSS simulators support such 
an elaborate gain compensation feature.
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8.2.6  Passive Antenna 

A passive antenna contains no powered components. A passive antenna is the most 
reliable antenna because active components have much higher failure rates than 
passive components (assuming uniform quality for both classes of components). A 
passive antenna can be used when there is minimal insertion loss (very short physi-
cal distance) between it and the first preamplifier, called the low noise amplifier 
(LNA), in the receiver front end. As will be observed later, a low noise figure LNA 
with sufficient gain keeps the overall receiver noise figure approximately equal to 
the noise figure (in decibels) of the LNA plus the minimum insertion loss (in deci-
bels) prior to the LNA. There may be several passive narrowband antenna elements 
(one for each L-band frequency used by the receiver) or one passive wideband an-
tenna element (that spans the entire range of L-band signals used by the receiver) or 
some combination of narrowband and wideband elements. In any case, the passive 
components must be combined in a manner that matches the composite antenna 
impedance to the coaxial cable impedance when it is terminated at the LNA input. 
For example, a 2-element antenna requires a passive 50-ohm diplexer to combine 
the separate RF signals into a 50-ohm coaxial cable that conducts the composite 
wideband RF signal to the 50-ohm input impedance of the LNA. There may also be 
passive L-band high-Q, low-insertion-loss, bandpass filters, such as cavity filters, 
to provide RF interference suppression in desired stopbands. The passive insertion 
losses prior to the first LNA, including coaxial cable and connector insertion losses, 
increase the receiver noise figure. This, in turn, reduces the carrier-to-noise power 
ratio in a 1-Hz bandwidth (C/N0). This ratio in units of Hz is an excellent measure 
of GNSS signal quality since it is the same anywhere in the GNSS receiver except 
for implementation losses along the way. It is usually expressed in units of dB-Hz 
and defined by 

	 ( ) ( ) ( )0 10 010log dB-Hz
dB

C N C N= 	 (8.10)

The piecewise equations for computing unjammed (C/N0)dB are presented in 
(9.20) in Chapter 9.

8.2.7  Active Antenna 

An active antenna means there are one or more LNAs (active components) inside 
the antenna housing that require external DC power. This power is provided by 
the receiver power supply via the center conductor of the coaxial cable. An active 
antenna is essential if the antenna is remotely located (such as a rooftop or mast 
mounted antenna). Every decibel of passive loss before the first LNA effectively 
reduces (C/N0)dB by about the same amount, so the antenna LNA gain stage prior 
to cable passive loss keeps the overall receiver noise figure low. If a large dynamic 
range is not required by the GNSS receiver to achieve a high in-band RF interference 
(RFI) tolerance, then a single wideband antenna element that covers all RF signals 
of interest and a single wideband LNA can be used. Otherwise, a more elaborate 
active antenna scheme is required and is described in more detail in Section 8.3. 
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8.2.8  Smart Antenna

A smart antenna contains the entire GNSS receiver within the antenna enclosure 
thereby eliminating coaxial cables and connectors as well as other RF components. 
All of the output signals from a smart antenna are capable of driving long signal 
cable lines or are wireless. Modern semiconductor technology supports this very 
high level of integration in a very small enclosure that includes the antenna and 
radome. This integration not only significantly reduces insertion losses but also 
eliminates combining and later splitting the RF signals for each front end. The 
smart antenna may be battery-operated or require phantom power from the host 
platform. It may contain hot-swap, small, and massive memory storage units that 
provide many hours of data recording for postmission processing. The name “smart 
antenna” usually connotes that it is also a high-precision, self-contained GNSS re-
ceiver, including the reception and processing of an independent GNSS-correction 
signal, thereby achieving centimeter or decimeter level positioning accuracy in real 
time. The correction signal may be provided locally in the classic differential mode 
of operation or globally via geostationary (GEO) satellites (see Chapter 12). Since 
an assisted GPS/GNSS receiver [9] does not operate independently or continuously, 
it is not considered to be a smart antenna and is not described further herein. 

8.2.9  Military Antennas

The military classifies GNSS antennas as either a fixed reception pattern antenna 
(FRPA) or controlled reception pattern antenna (CRPA). The FRPA is either a single 
wideband element covering all frequency bands of interest or it may contain a mul-
tiple number of narrowband antenna elements that, when combined, receive all 
military frequency bands of interest. In either case, the antenna provides a fixed 
gain pattern.

The CRPA is a phased array antenna (see [2, 3]) composed of multiple antenna 
elements per carrier frequency that is capable of varying its gain pattern using 
digital signal processing techniques. The most popular CRPA technique is an N-
element CRPA that can steer deep gain nulls toward N − 1 jammers plus provide 
a small amount of gain toward multiple SVs in view that are not in line with the 
jammers. The typical military CRPA has 7 dual-frequency (L1 and L2) elements 
for large military platforms (such as aircraft). There are also smaller CRPAs with 
fewer elements used in smart weapons. Another CRPA technique uses a massive 
number of antenna elements with an equally massive digital signal processing ca-
pability to steer narrow beams of gain toward a selected number of SVs, none of 
which are in line with a jammer. Beam-steered CRPAs are the most effective, but 
least practical of the two designs for most military applications. Since baseband 
signal processing techniques cannot decrease the noise level increase caused by 
band limited white noise (BLWN) interference that is in-band to the GNSS receiver, 
the CRPA (or equivalent antenna selectivity technique) is the only remaining means 
of mitigating this threat beyond the FRPA-based receiver robustness to that same 
wideband interference. The CRPA robustness improvement is the sum of the null 
depth achieved (as a positive number of decibels) plus the antenna gain increase as 
compared to the FRPA counterpart for the same interference source and SV. This 
robustness improvement can be from 30 to 50 dB depending on the sophistication 
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of the CRPA technology. That sophistication is severely limited unless the GNSS 
receiver has the ability to provide direction cosines for the lines of sight to the SVs 
(or the equivalent) to the CRPA signal processing function. That ability requires 
IMU-aiding to the receiver for mobile platforms. The use of CRPAs and other 
techniques to mitigate interference and other forms of GNSS signal disruptions are 
discussed further in Chapter 9.

8.3  Front End

The fundamental goal of the front end is to amplify the L-band signals (plus noise) 
received by the antenna to an appropriate amplitude level while also downconvert-
ing them to a lower frequency so that they can be digitized for subsequent digital 
signal processing. Figure 8.4 illustrates a high dynamic range analog front-end de-
sign that accomplishes this fundamental goal and much more. There is usually one 
front end for each L-band carrier frequency being supported by the GNSS receiver.

Since there are multiple front ends in a multiband GNSS receiver, each front 
end is designed so that it is relatively simple to adapt the same basic design to each 
L-band center frequency that is incorporated into the receiver design. Each front-
end has some unique components [e.g., bandpass filters and first local oscillator 
frequency (LO1) tailored to the center frequency]. However, the design intent is to 
maximize commonality of parts to the extent possible (e.g., use a common IF and 
all associated parts thereafter). Other design goals are to achieve a low receiver 
noise figure and high dynamic range. Later it will be described how this front-end 
design, in combination with the receiver channels described in Section 8.4, can also 
accommodate the FDMA signals of the GLONASS constellation with substantial 
design commonality.

The front end is characterized by its gain plan, frequency plan, frequency 
downconversion scheme, and type of digital output signal. Referring to Figure 8.4, 
all amplifier gain and mixer stages should be much wider than the multiple band-
pass filters so that the filters play the dominate role in establishing bandwidth, 
Bfe, passband flatness and group delay. These filters also determine the stopband 

Figure 8.4  High dynamic range analog front-end block diagram.
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rejection levels by their combined attenuations at frequencies above and below the 
passband. The front end is further characterized by its performance features, such 
as noise figure and dynamic range. These front-end characteristics are described 
beginning with the functional description. 

8.3.1  Functional Description

Referring to Figure 8.4, there is a cavity filter (a high-Q, low insertion loss, passive 
L-band bandpass prefilter) shown as the first stage that protects the first active stage 
by minimizing out-of-band (particularly adjacent band) RF interference. There are 
usually nonlinear protective circuits (not shown) such as back-to-back PIN diodes 
to clamp any excessive (damaging) RF signal to ground. Because cavity filters tend 
to be physically large, this filter might be moved to the antenna assembly or re-
placed with a smaller prefilter or even eliminated if stopband rejection prior to the 
first active stage is an acceptable trade-off. 

The first active stage is the LNA that provides gain to the antenna RF signals. 
The role that the LNA plays in setting the receiver noise figure is described later. If 
the antenna is remote, another LNA must be added there with this prefilter ahead 
of it for stopband protection. The gain of the local LNA must be adjusted accord-
ingly, but the step gain control (SGC) dynamic range must be preserved. The LNA 
signals are bandpass filtered by the L-band surface acoustic wave (SAW) filter, then 
downconverted to an intermediate frequency (IF), fIF, using the first local oscillator 
signal mixing frequency of LO1 = fL − fIF, where fL is the L-band frequency of inter-
est. The frequency synthesizer (implemented in the frequency synthesizer function 
shown in Figure 8.1, but shown in more detail in a later figure) provides all of the 
required LOs and these are phase-locked to the reference oscillator. These frequen-
cies are chosen based on the frequency plan of the receiver design. One LO per 
downconverter stage is required. 

The LO signal mixing process generates both upper and lower sidebands of 
the SV signals (plus noise and leak-through signals). The IF SAW bandpass filter 
selects the lower sideband that is the difference between the input L-band signal 
and LO1 [i.e., fL – (fL – fIF) = fIF]. The upper sidebands and leak-through signals are 
rejected in this design by the postmixer bandpass IF SAW filter. Special care must 
be taken with both the frequency plan and the SAW filter stage to remove all po-
tential sources of image signals (i.e., unwanted signals that, when mixed with the 
first LO, end up in the IF band). The signal Dopplers and the ranging codes (buried 
in noise) are preserved after the mixing process produces the IF. Only the carrier 
frequency is lowered, but the Doppler shift (frequency offset from the carrier) of 
each SV signal remains referenced to its original L-band signal. The IF signal is fed 
to the numerical gain control amplifier (NGCA), usually called the automatic gain 
control (AGC), but this design specifically uses numerical gain control (NGC).

The numerical gain control (NGC) digital signal to the NGCA originates out-
side of the Figure 8.4 functional block diagram, but is shown in more detail in a lat-
er figure. The NGC digital signal discretely and precisely controls the NGCA gain, 
thereby avoiding analog control drift. This design technique has demonstrated a 
60-dB dynamic range [10] plus it supports an interference situational awareness 
feature [10–13] described later. 
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Referring to Figure 8.4, the upper IF path feeds two mixers that, in combina-
tion with an in-phase IF local oscillator frequency, (I)LOIF, and quadra-phase local 
oscillator frequency, (Q)LOIF, convert the real IF signal into complex baseband 
in-phase (I) and quadra-phase (Q) components. The upper bands and leak-through 
signals out of the mixing process are rejected by their respective lowpass filters 
that also serve as antialiasing filters, each with half of the front-end bandwidth. 
As indicated in the filter diagrams, there is no carrier frequency remaining in these 
signals because their origin is now DC. The filtered signals are amplified and fed to 
two baseband ADCs.

In Figure 8.4, the lower path remains real at IF and is passed to its ADC via an 
antialiasing IF bandpass filter and amplifier at full front-end bandwidth. Note that 
typically only one path or the other is actually used. The choice usually depends 
on the ADC technology that is available and/or the digital signal processing power 
that is available to the designer, but there are clear performance advantages to the 
lower real IF implementation that are described later. Since the choice may be dif-
ferent for different GNSS signals and there is substantial investment in the develop-
ment of a production front end, both options may be retained in a design with the 
provision that one or the other path can be powered off. 

8.3.2  Gain

An estimate of the required amount of front-end voltage gain, (Gfe)dB, can be calcu-
lated based on (N0)dB, the receiver thermal noise power in a 1-Hz bandwidth, Bfe, 
the front-end bandwidth (assumed as 30 MHz), the antenna load (assumed as 50 
ohms), and the maximum ADC input voltage, assumed as 2V peak to peak. The 
computation sequence is shown in Table 8.4 along with the relevant equations, 
using the value for (N0)dB that is computed in Chapter 9, but recomputed in the 
table, making the same assumptions (i.e., receiver noise figure, (Nf)dB = 2 dB and 
antenna temperature, Tant = 100K). Recall that the GNSS signals of interest are 
buried in noise, so it is assumed that only thermal noise is present (i.e., no in-band 
interference is present and the added power from all in-band and in-view GNSS 
signals contribute a negligible amount of additional power to the thermal noise). 
The assumption that the ADC has a 1-V peak limit is based on a modern high per-
formance, very high sample rate, and wide bandwidth 16-bit ADC (see, e.g., [14]) 
that limits the input voltage range to 2-V, peak-to-peak, full-scale input. So a 1-V 
peak or 0.7071-V RMS input to the ADC is assumed. For these assumptions, Table 
8.4 shows that the maximum net front-end gain is about 110 dB. The net qualifica-
tion is important because even more total gain is required to overcome all insertion 
losses in the front end. Note that the antenna VSWR was assumed to be a perfect 
1:1 (which it never is), so this loss must also be overcome by gain. 

If this front-end bandwidth is reduced to 1.7 MHz for a simple L1 C/A code 
receiver design, the thermal noise in that bandwidth is reduced to about −142 dBW 
(i.e., about 12 dB lower than the wideband case). The gain increases to about 122 
dB, so about 12 dB more gain is required than the wideband case example.

In any case, all things else being equal, the actual gain is determined by the 
thermal noise in the front-end bandwidth, Bfe. Since that bandwidth does not 
change for a specific front-end design, the only thing that changes the gain is in-
band interference (and small variations in gain due to component variations with 
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temperature, age, and so forth). As in-band interference increases, the front-end 
gain must decrease accordingly. The front-end design of Figure 8.4 can accommo-
date a very large range of gain attenuation. 

8.3.3  Downconversion Scheme

The choice of downconversion scheme depends significantly on the analog micro-
wave technology available to the designer. Monolithic microwave integrated circuit 
(MMIC) technology and specialized microwave components continue to improve, 
including reduced noise figure, feature size, and power. This technology has also 
increased stage isolation to unwanted conducted or radiated sneak paths. This helps 
to reduce the number of isolating downconversion stages that provide the enor-
mous amount of passband gain and stopband rejection required before the analog 
signals are digitized. Since the inception of the first precorrelation ADC receiver, 
the all-digital receiver [15], these technology advances have enabled generational 
reductions in number of downconversion stages from triple to double and now 
single downconversion front-end designs. Even direct L-band digital sampling and 
digitization front ends have been proposed and fielded. In spite of the aforemen-
tioned technology advances, the leakage paths from so many same-frequency, high-
gain stages prior to direct L-band sampling invite instability (oscillation) in the 
front end. However, downconversion to IF after only one LNA gain stage at L-band 
significantly reduces the leakage path feedback. In the design shown in Figure 8.4, 
the gains are distributed between two separate frequencies, L-band and IF, with 
most of the gain at the lower frequency. This design also permits the use of an 
identical, smaller, lower-cost, higher-Q and lower insertion loss SAW filter at IF as 

Table 8.4  Maximum Net Front-End Voltage Gain Computation

Symbol Units Equation Value Parameter

(N0)dB dBW/Hz 10log10[k(Tant +Treceiver)] −204.3 Thermal noise power in 1-Hz 
bandwidth

k
Tant

J/K 
K

Constant 
See (8.8)

1.38E-23 
100

Boltzmann’s constant 
Antenna temperature

Tamp K
( )

10290 10 1
f dB

N 
 −
  

169.6 Receiver temperature

(Nf)dB dB 2 Receiver noise figure

Bfe Hz 3.0E07 Front-end bandwidth

(N)dB dBW (N)dB = (N0)dB – 10log10(1/Bfe) −129.5 Thermal noise power (dBW) in 
bandwidth Bfe

N W
( )

1010
dBN

N = 1.1E-13
Thermal noise power (W) in 
bandwidth Bfe

VN Volts 
(RMS)

50NV N= × 2.36E-06 Thermal noise volts RMS 
across 50 ohms

VADC Volts 
(RMS)

2
2RMS PEAKV V= 0.707 Maximum ADC RMS input 

voltage assuming 1-V peak 
ADC input

(Gfe)dB dB (Gfe)dB = 20log10(VADC/VN) 109.5 Maximum (net) front-end 
voltage gain (dB)
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compared to the ones used at L-band, where each SAW must necessarily be different 
to match its respective front-end L-band frequency. These IF gain and filter stages 
significantly improve the overall front-end stopband rejection performance. These 
two critical features (enhanced stability and stopband rejection) plus identical IF 
components for different front-end L-bands are the principal reasons against the 
use of direct L-band sampling.

8.3.4  Output to ADC

Note in Figure 8.4 that the upper signal path of the front-end output to the ADC 
is a complex baseband (I and Q) signal. There are both advantages and disadvan-
tages to this scheme. The clear advantage is that the signal spectrum origin has now 
shifted from IF to DC and the bandwidth has been halved. In practice, the underly-
ing GNSS signal carriers have Doppler shifts, so these offsets remain. Also, the com-
plex IF downconversion (mixing) signal has some frequency error inherited from 
the reference oscillator, so this common mode offset remains. When the underlying 
real GNSS signals at IF are converted to a complex signal by the process shown in 
Figure 8.4, it is impossible for this composite signal to be a true complex representa-
tion of each underlying real signal. This is because of varying amounts of Doppler 
in each underlying signal combined with the reference oscillator frequency offset, 
and the imperfect analog 90° analog phase shift circuits. This baseband design sur-
vives if these are all small errors, but it is impossible to totally eliminate these errors. 
Another disadvantage is that the baseband signals can no longer be AC-coupled 
because the origin of the baseband spectrum is DC and analog DC paths from gain 
stages are subject to drift (i.e., the inclusion of DC drift in the ADC process can 
cause analog bias problems). However, this was the original digital receiver scheme 
when ADC speeds could not support the (real) analog IF signal bandwidth and it 
will continue to be used in some designs for the same reason. Various techniques 
have been developed to minimize the DC bias problem at the ADC input as well as 
the imperfections in the complex baseband signals. 

The lower path analog IF (real) signal does not have the DC bias problems be-
cause it is AC coupled to the ADC. Typically, a DC bias is required for the modern 
unipolar ADC input, but this bias circuit is not subject to active gain stage drift 
(i.e., it is as stable as the reference voltage and resistors used in the bias circuit).

In the lower path scheme, each digital receiver channel performs the conversion 
of the digitized real IF signal into complex baseband components. More detail on 
the ADC process that converts the real analog IF signal to digital IF is presented 
in Section 8.3.8 and the digital receiver process that uses it is presented in Section 
8.4, but the advantages of digital signal processing using the real IF signal are pre-
sented here. Since underlying GNSS signals at digital IF are processed and detected 
digitally, there is first a by-product of the digital sampling process in the ADC that 
moves the IF signal to a lower image frequency (described in Section 8.3.8). The 
key by-product is that each digital receiver channel essentially extracts one SV 
signal out of the noise (and separates it from the signals of all other SVs in view at 
the same carrier frequency) by a replica carrier wipe-off process followed by the 
replica code wipe-off process. These wipe-off processes are either open-loop when 
searching or closed-loop when tracking the SV (described in Section 8.7). The in-
tent here is to focus on the advantages of using the digital carrier wipe-off process 
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to also perform the complex conversion on one SV signal (not all in view) with 
digital replica I and Q carrier signals that are assured to have a perfect 90° phase-
shift. When that SV signal is found and being tracked in phase-lock by the assigned 
digital receiver channel, these replica signals are also essentially perfectly aligned 
with that one SV signal, meaning that these replica signals also contain the exact 
Doppler shift, the exact common-mode reference oscillator frequency and phase 
offsets, as well as the exact carrier frequency of the image IF. (In Section 8.3.8, it is 
explained how the actual IF signal is folded in frequency to a lower image IF by the 
ADC using undersampling.)

Since near-perfection is achieved by the digital baseband complex conversion 
process, the real analog IF signal is the preferred front-end output to the ADC, 
assuming that the ADC design can operate with IF as its i‑nput and provide the 
required number of bits at the 2 times increase in ADC sample rate. There are also 
some simplifications in the digital receiver channel carrier wipe-off process that 
will be described later. 

8.3.5  ADC, Digital Gain Control, and Analog Frequency Synthesizer Functions

The functional block diagram of the ADC that is part of each front end is shown 
in Figure 8.5. Both ADC options required by Figure 8.4 are illustrated in Figure 
8.5. Referring to Figure 8.5, there is a pair of baseband ADCs in the upper part of 
the figure that are used if a complex digital baseband signal output is implemented 
and a single ADC in the lower part of the figure if a real digital IF signal output 
is implemented, but only one combination is used. In either case, the same digital 
gain control feature is implemented, except the signal detector is either complex 
or real. Note that the sampling clock for the complex signal ADCs is (approxi-
mately) half the rate for the real signal ADC. This is because the complex signal 
bandwidth is (approximately) half that of the real signal. Digital gain control is also 
shown for both ADC implementations with the J/N meter situational awareness as 

Figure 8.5  Front-end ADC options with digital gain control features.
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a by-product. The detailed digital gain control functions are shown in a closed-loop 
form in Figure 8.6 for the real signal path. The digital gain control scheme [10] 
has the same functions (detector, lowpass filter, comparator, AGC gain, and error 
integrator) as its analog counterpart but this scheme has the advantages of precise 
and easy tuning, high dynamic range, and drift-free integration that make the step 
gain control (and its J/N meter by-product) feasible. Other situational awareness 
features such as interference characterization could also be implemented as part of 
the digital gain control design, but are not shown here. 

The functional block diagram of the analog frequency synthesizers that service 
all M front ends is shown in Figure 8.7. It provides a unique LO1 to each front end 
so that a common IF is produced. If a complex baseband signal is synthesized by 
the front end, then the frequency synthesizer provides a common LO2 to each front 
end, typically 2 to 4 times the LOIF that is produced by the complex synthesizer in 
Figure 8.4. All synthesized frequencies are phase-locked to the reference oscillator.

The digital frequency synthesizers (shown at a high level in Figure 8.1) are also 
phase-locked to the reference oscillator and provide the ADC sample rate(s) to all 
M front ends and also provide the set-time interrupts to all receiver channels. It 
is prudent to provide separate power supply regulators for the analog and digital 
circuits of the receiver to keep them free from ground loops by providing separate 
ground paths joined only at one return point near their source power and to keep 
them as physically separate as practical to minimize radiated cross-talk. This is 
further emphasized by illustrating the ADC diagram as functionally separate from 
the analog part of the front-end even though every front end requires its own ADC. 

8.3.6  ADC Implementation Loss and a Design Example

The finite quantization level of the ADC causes implementation loss in the GNSS 
receiver. This loss is described in this section and a flash analog-to-digital converter 
design example is presented. Historically, all signal processing was performed in the 
time domain because GNSS receivers operate in real time. Time-domain baseband 
processing permits the number of ADC bits to be quite small, thereby greatly sim-
plifying the design and increasing its sampling rate for the technology level existing 
at the time. Frequency-domain processing in the search engine has become popular 

Figure 8.6  Front-end expanded digital gain control features in the closed loop.
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since current ADC and signal processing technology support the required 12-bit or 
higher ADC resolution. When such ADCs are used the implementation loss issue 
becomes a moot point. However, there are real-time techniques that can perform 
the search engine functions effectively, so the implementation loss issue remains 
important.

First generation GPS C/A-code digital receivers used 1-bit and 2-bit ADCs with 
theoretical implementation losses of 1.96 dB and 0.5495 dB, respectively [16]. The-
oretically, the 1-bit ADC requires no automatic gain control, but practically some 
form of assured minimum and maximum amplitude is required to achieve uniform 
decision performance by the one analog comparator with enough threshold hyster-
esis to avoid oscillation. Modern high-performance time-domain GNSS receivers 
use only 3-bit or 4-bit ADCs. As will be seen, there are diminishing returns in ADC 
implementation loss reduction with more bits, but the automatic gain control must 
adjust the input RMS (one-sigma) analog noise level optimally for both quantiza-
tion and clipping noise in the ADC. In choosing an ADC with an acceptable imple-
mentation loss specifically for a GNSS receiver that only operates in the time do-
main, [17] provides the most comprehensive and accurate results for a wide range 
of quantization levels as well as the optimum one-sigma amplitude for the analog 
input noise. The implementation losses due to aliasing are removed in [17] because 
an ideal antialiasing filter is used in the analytical model. This is beneficial with re-
spect to the selection of an ADC based solely on its contribution to implementation 
loss, but the sampling rates used in the analytical model would be misleading with 
respect to the rejection of aliasing since it is impossible to synthesize an ideal anti-
aliasing filter. This issue in the context of ADC design is addressed in Section 8.3.7. 

The effective signal power losses in decibels for several ADC quantization lev-
els from [17] are shown in Figure 8.8. Certain quantization levels, n, have been la-
beled with the associated number of ADC bits, beginning with the 1-bit label for n 
= 2, 1.5-bit label for n = 3, 2-bit label for n = 4, and so forth as shown in Figure 8.8. 
Each level is plotted as a function of the ratio of maximum threshold to one-sigma 

Figure 8.7  Front-end analog local oscillator frequency synthesizers.
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noise level. The maximum threshold corresponds to the peak input voltage level of 
the ADC (as opposed to the peak-to-peak input voltage level). Table 8.5 provides 
the exact ratio of maximum threshold to one-sigma noise level (shown as T in the 
table) that could be approximated from Figure 8.8. The table also includes the 
optimum quantization level, Q, not shown in Figure 8.8, but is the basis for the 

determination of T in Table 8.5. Reference [17] defined this as ( )2

2

n Q
T

−
= ,where n 

is the number of ADC quantization levels (as depicted in Figure 8.8).
The optimum peak-to-peak ADC reference voltage, VREF, and the correspond-

ing optimum one-sigma (RMS) noise input for a particular ADC (except the 1-bit 
ADC) are shown in Table 8.6. The first three columns of Table 8.5 are repeated for 
reference convenience. The optimum peak-to-peak ADC reference voltage column 
is computed using VREF = n⋅Q where Q is taken from Table 8.5 for the same n. The 
optimum one-sigma column is computed using VRMS = (VREF/2)/T where T is taken 
from Table 8.5 for the same n. 

Inspection of Figure 8.8 reveals that a value of 1 on the abscissa corresponds 
to a one-sigma (RMS) noise level that produces ADC clipping noise when the op-
timum ratio of (VREF/2)/one-sigma is in this region. This happens with the lower 
ADC quantization levels with larger quantization noise so that some clipping noise 
is beneficial in optimizing implementation loss. Clearly, the optimum one-sigma 
levels are very gain sensitive for these lower ADC quantization levels. In contrast, 
for the ADCs with higher numbers of quantization levels (e.g., 3 bits and more), 
there is virtually no clipping noise for the optimum one-sigma region and there is 
considerably less gain sensitivity (i.e., the curve is flatter in the optimum region). 
So, for the higher quantization levels, the ADC reference voltage does not have to 

Figure 8.8  GNSS receiver ADC implementation loss for several quantization levels.
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be the optimum reference voltage to three decimal places, but the peak-to-peak 
ADC reference voltage should be approximately n⋅Q. 

Note that the Table 8.5 implementation losses for the 1-bit and 2-bit ADCs are 
in agreement with those from [16]. Also note that there are diminishing returns in 
reduced implementation losses for quantization levels higher than for 3-bit or 4-bit 
ADCs. 

There are numerous ADC designs, each with unique performance advantages 
and disadvantages. Reference [18] is an excellent (downloadable) book that pro-
vides insight into all aspects of data conversion, including its interesting history. 
The flash ADC design [19] is a popular choice for low-bit ADC applications be-
cause every possible analog quantization level (except zero, which is detected by 
default) is continuously detected using an analog comparator for each level (except 
zero) whose discrete output is fed to a digital flip-flop (e.g., 7 analog comparators 
feeding 7 digital flip-flops for a 3-bit ADC).

Figure 8.9 is a schematic of a 3-bit (8-level) analog-to-digital flash converter 
[19]. The analog input is connected to the positive side of all 7 comparators. The 
negative sides are each connected to a resistor string that receives a constant current 
(from the reference voltage). Each resistor junction in the string provides the nega-
tive side of each comparator with a reference voltage that is one least significant bit 

Table 8.5  Minimum ADC Implementation Loss 
(L) at Optimum Q and T Value
N (bits) n (levels) L (dB) Q (volts) T (ratio)

1 2 1.961 N/A N/A

1.5 3 0.916 1.224 0.612

2 4 0.549 0.996 0.996

2.5 5 0.372 0.843 1.265

3 8 0.166 0.586 1.758

4 16 0.05 0.335 2.345

5 32 0.015 0.188 2.82

6 64 0.005 0.104 3.224

7 128 0.001 0.057 3.591

Table 8.6  Optimum ADC Reference Voltage and 
One-Sigma Input Noise Level

N (Bits) n (levels) L (dB)

VREF 
(volts P 
to P)

One-sigma 
(volts RMS)

1 2 1.961 N/A N/A

1.5 3 0.916 3.672 3

2 4 0.549 3.984 2

2.5 5 0.372 4.215 1.666

3 8 0.166 4.688 1.333

4 16 0.05 5.36 1.143

5 32 0.015 6.016 1.067

6 64 0.005 6.656 1.032

7 128 0.001 7.296 1.016
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(LSB) higher than the one below it, except the LSB comparator that has a voltage 
reference of 0.5-LSB. The output of this comparator string is comparable to a mer-
cury thermometer (i.e., when the analog input voltage rises, the number of 1s are 
rising from bottom to top proportionally, one LSB value at a time, and the number 
of 0s appear discretely from top to bottom as the analog input voltage decreases). 
However, the AND gates between comparator differential outputs provide a “one-
hot out of 7” result at their outputs (i.e., only the AND gate at the highest input 
level produces a 1 output). The sampling clock momentarily samples and holds 
the current ADC decision allowing the appropriate “one-hot out of 7” AND gate 
(or none) to produce a 1 in accordance with current analog input level, the binary 
decoder OR gates convert that level into its corresponding binary state as input 
to the 3 flip-flops, and this state is latched into flip-flops. There is a precise and 
small amount (less than 0.5 LSB) of hysteresis in each comparator that prevents it 
from oscillating near its threshold. The symbol on each comparator signifies that 
there is hysteresis in the decision process. This binary conversion process is clearly 
shown in Figure 8.9. Figure 8.10 shows the input to output transfer function of 
this 3-bit analog-to-digital flash converter (including hysteresis) using a unipolar 
VREF = 4V (Q = 0.5V) with a DC bias of 1.25V to accommodate the bipolar analog 
input. The computed optimum one-sigma ADC input level is 2/T = 1.138V RMS. 
Note from Tables 8.5 and 8.6 that the optimum Q = 0.586V (VREF = 4.688V) and 
optimum one-sigma ADC input level is 1.333-V RMS. The optimum DC bias for 
this unipolar 3-bit ADC would be the reference voltage at the 011 comparator or 
1.466V (i.e., using the bias equation shown in Figure 8.9). There is a negligible 
implementation loss penalty for the practical choices made for this design example.

The flash ADC design closely fulfills the ideal requirements of an ADC. (1) 
The analog signal must be sampled idealistically with zero aperture time, but re-
alistically sampled in a time width that is short enough that the highest frequency 

Figure 8.9  Schematic of 3-bit (8-level) analog-to-digital flash converter.
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present (fc) in the analog signal will change in amplitude by less than half the ADC 
LSB decision level. (2) The sampled analog signal must be converted into its digital 
representation idealistically with zero delay, but realistically in a time width shorter 
than the sampling clock period. (3) The sampled analog signal should be quantized 
idealistically instantaneously, but realistically must be held with no more error than 
half the ADC LSB until it is quantized.

8.3.7  ADC Sampling Rate and Antialiasing 

There is a sampling rate guideline that is unique to applications involving spread-
ing codes such as GNSS [20]. This guideline is that the ADC sample rate should 
not be synchronous with the GNSS carrier frequency or the GNSS signal spreading 
code rate (sometimes called commensurate sampling) (i.e., fs ≠ fcarrier/k  where k is 
any integer, which is equivalent to fs ≠ Rck, where Rc is the spreading code chipping 
rate). This is because the digital correlation envelope becomes distorted into a sym-
metrical staircase if these frequencies become synchronous, instead of the required 
symmetrical triangle within the code correlator envelope [20]. In other words, 
the spreading code symbols need to be sampled at various places in time over the 
spreading code period. It is not uncommon for commensurate sampling to happen 
(with some protection provided by the effect of code Doppler frequency offset) 
because of the common misunderstanding of the Nyquist theorem that leads to the 
false conclusion that the minimum sample rate can be twice the spreading code rate. 
Since all frequencies synthesized by the frequency synthesizers are phase-locked 
(synchronous) to the reference oscillator, it is not an uncommon practice that fS 
happens to be synchronous with integer multiples of 1.023 MHz in some GNSS re-
ceiver designs. When any sample frequency epochs consistently align with the code 
transition boundaries of the incoming signal the code tracking loop discriminator 
becomes nonlinear (i.e., does not consistently produce true code tracking error). 

The Nyquist theorem (also known as the sampling theorem) assures that the 
digital signal output of the ADC is a faithful reproduction of the sampled and quan-
tized analog signal. Consider the case for a signal centered at DC (i.e., a baseband 

Figure 8.10  Input to output relationship for 3-bit analog-to-digital flash converter.
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signal). Although the underlying theory is very complex, the Nyquist theorem can 
be stated very simply for this case: The sampling frequency, fS, must be equal to 
twice the highest frequency component, fC, present in the analog signal (i.e., fS = 2 
fC). A practical difficulty with the Nyquist theorem is that it requires fC to be at the 
stopband frequency where the signal attenuation is infinite, but the reality is that 
infinite signal plus noise rejection is impossible by any analog filtering technique. 
To the extent that the antialiasing filter fails to remove the higher frequency signals, 
these will all be folded back on integer boundaries of 0.5fS [21]. The consequence 
of the presence of any signals above fC is that these signals are aliased back into 
the digitized signal and cannot be removed by any further digital signal process. 
Therefore, the compromise is that some aliasing must be accepted. Most theoretical 
models assume that there is an ideal filter that perfectly satisfies the Nyquist theo-
rem. This can lead the designer into the false assumption that the same sampling 
frequency used in the theoretical model can be used in the ADC design. 

The acceptable compromise in baseband ADC aliasing when the sampling fre-
quency equals 2fC is illustrated in Figure 8.11 [22]. The ADC input signal in this 
figure is the I or Q output of the analog front-end depicted in the top right-hand 
corner of Figure 8.4. The compromise is the dynamic range (DR) of signal attenua-
tion in the transition band between the signals of interest ending at fB = Bfe/2 and at 
the stopband frequency, fC. For a given compromise DR, the width of the transition 
band depends on the rolloff rate of the lowpass antialiasing filter. Note that fS is 
always greater than 2 times the bandwidth of the signals of interest. 

Referring to Figure 8.11, the digitized baseband signal occupies not only its 
original spectrum zone but also multiple image zones, each called a Nyquist zone 
(NZ) with folding boundaries at intervals of 0.5 fS [22]. The baseband image oc-
cupies NZ(1) with the spectrum ordered the same as it was in the analog world and 
in all higher odd zones thereafter. The spectrum is reversed in NZ(2) and all even 
zones thereafter. So the high frequency end of an even zone is adjacent to the high 
frequency end of the next lower odd zone. Any spectrum overlap from one zone 
to another produces aliasing. Note that if the unwanted signals plus noise have 
not been filtered at the input of an infinite bandwidth sampler, then any frequency 
component that falls outside the Nyquist bandwidth in any Nyquist zone is aliased 
back into NZ(1). A finite bandwidth (real-world) sampler will have an attenuat-
ing effect at frequencies above its bandwidth, but the residue will be aliased into 
NZ(1). 

Figure 8.11  Baseband ADC aliasing when sample frequency equals 2fc.
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It should now be clear from Figure 8.11 that in the real world of GNSS analog 
signals (buried in noise) being sampled and digitized at baseband, an antialias filter 
that completely removes all unwanted signals above fC is unrealizable. The objec-
tive of a practical antialiasing filter is to filter the unwanted signals (plus noise) to a 
level where the aliasing results in negligible aliasing noise to the GNSS digital signal 
processing that follows. The amount of antialiasing filtering required is (DR)dB = 20 
log10(DR), the attenuation required between the passband occupied by the signals 
of interest ending at fB and the stopband frequency, beginning at fC for all higher 
frequencies. The antialiasing compromise at DR is related to the dynamic range of 
the ADC. Since DR defines the required stopband attenuation and the number of 
ADC bits defines the required fidelity, then DR should be greater than the ADC 
dynamic range. The dynamic range of an N-bit ADC (as a ratio) is (2N − 1)/1, so 

	 ( ) ( ) ( )1020log 2 1 dBN
DR dB

ADC = − 	 (8.11)

A typical compromise is to set the stopband attenuation to half the LSB weight 
of the ADC using  

	 ( ) ( ) ( )1
10 10

2 1
20log 20log 2 2 dB

0.5

N
N

dB
DR + −

≤ − = − −  
	 (8.12)

This obtains (ADCDR)dB + (DR)dB = −6 dB of aliasing attenuation below the 
ADC dynamic range. 

For a given DR the actual amount of aliasing noise is determined by the margin 
of NZ separation (i.e., the margin provided by fS exceeding 2fc). Note in Figure 
8.11 that the shaded area below the DR line is the aliasing that takes place when 
fS = 2fC. By inspection, if the sampling rate is decreased, the aliasing will be higher 
than required by DR. Similarly, if the sampling rate is increased, the aliasing will be 
lower than required by DR. 

Baseband sampling implies that the analog signal that was sampled lies in the 
first Nyquist zone, NZ(1), as shown in Figure 8.11 that includes DC on its left 
boundary, so a lowpass antialiasing filter is required. A popular lowpass antialias-
ing filter choice for time-domain receivers is the Butterworth lowpass filter, charac-
terized as a maximally flat analog filter with linear phase response. It has an almost 
perfect flat response from DC to near the corner frequency fB. The rolloff at this 
corner frequency is typically specified at the −3-dB point (i.e., the typical lowpass 
filter bandwidth is defined by where it is down by 3 dB). Starting at the corner fre-
quency, the rolloff rate is 6 dB per octave per pole used in the filter design. 

For example, assume that only time-domain processing is used and a 3-bit 
ADC is selected. Using (8.12), (DR)dB is about −23 dB. Further assume that the 
GPS L5 signal (with a 10.23-Mcps spreading code rate) is downconverted to the 
complex I and Q baseband signals shown in the top right corner of Figure 8.4. 
Since there are nulls (no signal energy) in the L5 signal at exactly ±10.23 MHz 
away from the carrier, it can be shown that there is less than 0.2 dB of additional 
signal power loss, compared to the signal power loss for a 20.46-MHz bandwidth, 
if Bfe = 17 MHz. Therefore, assume that the single-sideband corner frequency of 
the antialias filter is fB = 8.5 MHz. If the acceptable stopband frequency is 1 octave 
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away at fC = 17 MHz and fS = 34 MHz, then the Butterworth filter would require 
a minimum of 4 poles for −24 dB of stopband attenuation [i.e., a fairly simple 
lowpass filter design that provides 1-dB margin to the acceptable (DR)dB]. Keep in 
mind that some antialias filtering has already been performed in the earlier stages 
of the front end, so this could provide additional margin. Also, the GNSS signals 
are well below the thermal noise level at this point. However, the thermal noise is 
actually beneficial to the operation of the ADC because it provides dithering to the 
quantization process [23].

Antialias filters become more complex as the transition band becomes sharper, 
all other things being equal. The combination of sharper transition bands and high-
er quantization bit ADCs typically requires another filter type such as an elliptic fil-
ter that has the desired attributes of in-band flatness, a sharp transition band, and 
linear phase response. The antialias bandpass filters for the ADCs that quantize the 
IF signal, described in Section 8.3.8, can use SAW filters (or similar technologies) 
that have bandpass flatness, very sharp transition bands, and acceptable phase re-
sponse linearity. Typically, all of the front-end filters are purchased from specialists 
in these designs, but it is essential to understand how to specify and verify them.

8.3.8  ADC Undersampling 

ADC undersampling can be thought of as digital signal downconversion of the real 
IF signal that is later converted into complex digital I and Q components by each 
digital receiver channel. This eliminates the need for the IF demodulator shown in 
the top right corner of Figure 8.4 and replaces it with a precise, drift-free, all-digital 
process [22]. The demodulator performance benefits of this scheme were described 
earlier in Section 8.3.4. Figure 8.12 shows a case example of the digital frequency 
spectrum for an undersampled ADC with the IF centered in the third Nyquist zone, 
NZ(3). Higher odd-numbered Nyquist zones can be used if the front-end IF is 
higher and/or the sampling rate is lower. Recall that the spectrum is reversed in 
even-numbered Nyquist zones, so the IF should never be placed in even-numbered 
Nyquist zones for GNSS receiver designs. Undersampling the IF signal above the 
first Nyquist zone is advantageous because it aliases the IF signal from the target 
Nyquist zone, in this case example NZ(3), down to the first Nyquist zone NZ(1) 
where the origin is DC and the bandpass center frequency is lowered to 0.25 fS. 

This technique requires only one ADC (as shown at the bottom of Figure 8.5), 
but this is no ordinary ADC. This ADC design must operate compatibly with the 

Figure 8.12  Undersampled ADC with the IF centered in third Nyquist zone.
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front-end IF that is much higher than its baseband ADC counterpart and with 
twice the signals of interest bandwidth. As the IFs become higher, the dynamic 
performance requirements on the ADC become more critical [22]. ADCs designed 
to operate in the first Nyquist zone (i.e., at baseband) will not be adequate for un-
dersampling applications because they cannot maintain dynamic performance into 
the higher order Nyquist zones. However, current ADC technology supports even 
16-bit operation for GNSS IF signals in odd Nyquist zones [14]. 

There are two equations required to select the sampling frequency for the un-
dersampled ADC. The first is the practical Nyquist criteria restated for the non-
baseband case as

	 ( )2 HzS Cf f≥ ∆ 	 (8.13)

where ∆fC is the bandwidth of the bandpass antialias filter at DR. Recall that the an-
tialiasing filter provides a stopband that has theoretically (according to the original 
Nyquist theorem) reached an infinite attenuation level, but practically has reached 
the level defined by DR. Figure 8.12 illustrates how DR defines the bandwidth, ∆fC, 
where all signals outside of that bandwidth have been filtered down to an accept-
able aliasing noise level.

The second is the Nyquist Zone (NZ) equation stated in terms of the ADC 
sampling rate as 

	 ( )4
Hz

2 1
IF

S

f
f

NZ
=

−
	 (8.14)

where fIF is the front-end carrier frequency that has been downconverted to IF and 
NZ = 1, 3, 5, 7… corresponding to the odd Nyquist zone into which the digitized IF 
falls. Recall that if an even NZ is chosen, the spectrum becomes reversed in NZ(1), 
which is the zone that is used by the receiver channels. Thus NZ is chosen to be an 
odd zone. The sharper the antialiasing filter bandpass roll-off, the narrower will be 
∆fc at the required DR, thereby lowering the minimum required sampling rate and 
enabling NZ to be larger as determined by (8.14). There can be tradeoffs between 
the complexity of the antialiasing filter by choosing smaller values of NZ and a 
higher sampling rate. 

For this case example, assume that the IF is centered at 140 MHz and Bfe = 17 
MHz (or wider) using a 3-bit ADC. Note that this is the same front-end bandwidth 
and ADC fidelity used for the baseband case example, but the ADC input band-
width is twice as wide as the complex baseband ADC input bandwidth and has a 
carrier frequency of 140 MHz instead of DC. The DR for a 3-bit ADC requires 
that all frequencies on either side of ∆fC be attenuated by 23 dB or more. A com-
mercial off-the-shelf (COTS) 140-MHz center frequency inductor-capacitor (L-C) 
bandpass filter with less than 1-dB insertion loss and a 20-MHz passband at the −3 
dB points provides a minimum of 40 dB of attenuation at ∆fC = 50 MHz. This will 
take care of the antialiasing problem even for a 6-bit ADC. To compute the sam-
pling rate and the Nyquist zone, first determine the minimum sampling frequency 
using (8.13). So assume fS = 100 MHz and fIF = 140 MHz to solve (8.14) for NZ, 
which yields NZ = 3.3, but NZ must be an integer and odd, so set NZ = 3. Substi-
tuting NZ = 3 and fIF = 140 MHz in (8.14) increases fS to 112 MHz, which passes 
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the requirement for (8.13), that is, slightly oversampled. As shown in Figure 8.10, 
NZ(3) is aliased into NZ(1) where the center frequency is 0.25 fS = 28 MHz. Since 
this alias originates from NZ(3), the center frequency can also be calculated as fIF 
– fS = 28 MHz because fS happens to be the left boundary of that zone. Note that 
when the first usually noninteger solution for NZ in (8.14) lands in an even zone, 
it will be necessary to move down to a lower odd zone in order to comply with 
(8.13), thereby increasing the sampling rate. In this case example, it landed in an 
odd zone, but when that noninteger was rounded down to its integer odd value, the 
sampling rate increased when (8.14) was recomputed with the integer zone value. 
As the last step, always verify that (8.13) remains true after determining the final 
sample rate from (8.14). 

Sampling signals above the first Nyquist zone is beneficial because it reduces 
the sampling frequency. For example, recall that fS was 34 MHz for the baseband 
case example, making the NZ(3) case example higher by a factor of 3.3, but this 
is because the design had substantial antialiasing design margin. With the margin 
cut down to the minimum DR required by the 3-bit ADC, the same IF antialiasing 
bandpass filter provides −24-dB attenuation for ∆fC = 30 MHz with fS ≥ 60 MHz. 
This places the digital signal in NZ(5) with fS = 62.22 MHz. The NZ(5) case exam-
ple is higher by only a factor of 1.8. The rule-of-thumb ratio would be 2 since there 
is a factor-of-2 wider bandwidth for the undersampled design. This clearly illus-
trates the benefits of better antialiasing filter technology and moving higher in the 
NZ zone number. For example, SAW bandpass filter technology is excellent in the 
140-MHz region and is a good candidate when high ADC bit levels are required. 

Undersampling is widely used in communications applications because the pro-
cess eliminates the need for an analog IF demodulator and filters and replaces it 
with a superior digital signal processing technique. It can also be used effectively 
for GNSS receiver front-end design to move digital technology further into the ana-
log domain with superior results. Clearly, the undersampling technique becomes 
even more relevant if frequency-domain processing is used in the digital receivers 
for fast signal acquisition. Frequency-domain conversion of time-domain signals 
requires a much larger number of bits in the ADC with subsequent higher DR for 
the antialiasing filter, but SAW bandpass filter technology has evolved with excel-
lent performance at low cost that can play a critical role in this area at IF. The 
16-bit ADC in [14] operates at IF frequencies beyond 200 MHz at sampling rates 
up to 125 Msps, demonstrating that ADC technology is available to support the 
undersampling techniques described above.

8.3.9  Noise Figure

The noise figure of the receiver in decibels is determined from the equation 

	 ( ) ( )1010log dBf fdB
N N= 	 (8.15)

where Nf is the dimensionless noise factor (a ratio) determined by the Friis formula 
that calculates the cascade of all front-end stages, each stage with its own noise fac-
tor and gain as follows
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where Nfi and Gi are the noise factor and power gain, respectively, of the ith stage 
(and assuming that the impedances are matched at each stage). Note that both val-
ues are in units of ratio, not decibels. Since the noise factors and power gains of the 
components are usually specified in decibels, their conversions into ratios for use in 
the Friis formula are

	
( )

( )1010 ratio
fi dB

N

fiN = 	 (8.17)

and

	
( )

( )1010 ratio
i dB

G

iG = 	 (8.18)

These equations will be used in a case example later. The GNSS receiver noise 
figure is approximately the noise figure of the first LNA if there is negligible inser-
tion loss prior to the LNA, the LNA has a low noise figure and there is sufficient 
gain in the LNA. In the case example front-end design, the noise figure is essentially 
determined by the sum of the insertion loss of the cavity filter and the LNA noise 
figure. 

8.3.10  Dynamic Range, Situational Awareness, and Effects on Noise Figure

Note that there is a step gain control feature shown with the LNA. This feature 
is provided along with a numerical gain control (NGC) feature in the NGCA that 
provides not just automatic gain control, but precise discrete front-end gain man-
agement of the front end. The combination of 10, 28, and 46-dB step gain control 
(36-dB range) on the LNA plus 60-dB dynamic range of the NGCA for each step 
provides a front-end dynamic range of more than 96 dB. The precise measure of 
gain change provides a precise measure of in-band interference change above the 
thermal noise level. This receiver situational awareness design feature is called a 
jamming to (thermal) noise power ratio meter (i.e., a J/N meter [10–13]). The syner-
gism between dynamic range robustness to in-band interference power in the front 
end and situational awareness in the receiver control function supports optimiza-
tion of the operational states of the receiver channels to work in harsh environ-
ments. Some of these strategies are described in Sections 8.5, 8.6, and 8.7. 

It should now be clear that the front end provides enough gain to bring the 
input thermal noise level up to an RMS voltage level that is optimum for the ADC 
input. Recall that the GNSS signals arrive well below the thermal noise level. The 
NGC of the NGCA optimizes the signal level at the ADC input based on the input 
noise level, so in the absence of interference or jamming, this level is determined by 
thermal noise. Note that when in-band interference and/or jamming are present, 
then the NGCA reduces gain proportionally, so the highest front-end gain occurs 
in the presence of only thermal noise. As in-band interference increases (and this 
means any unwanted signal power that gets past the front-end bandpass filters 
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including adjacent band interference), the NGCA in combination with the SGC 
systematically reduce the gain to maintain the optimum ADC RMS voltage level. 
The gain control function also maintains an accounting of the (J/N)dB level, where 
(N)dB is associated with the gain for the unjammed thermal noise power level and 
(J)dB – (N)dB is associated with the amount of gain reduction caused by the in-band 
jamming.

Inevitably, there is a step increase in front-end noise figure when the SDC func-
tion steps the LNA gain down to prevent it from gain compression due to increased 
in-band interference. However, low-noise figure is not as important under severe 
interference conditions as otherwise, so this is an excellent receiver performance 
trade-off and it can be well managed with excellent LNA stepped gain design. A 
case example demonstrates this effect using straw-man stage values and the Friis 
formula as shown in Table 8.7.

Table 8.7 shows the assumed insertion losses and noise figures for the eight 
stages of the front end, including the signal path via the ADC used by the IF output 
signal. These values are used to compute the corresponding ratios (factors) used by 
the Friis formula to compute each stage ratio. The ratios computed at each stage 
shown in the bottom row must be summed and converted into decibels to obtain 
the total noise figure, in this case for the highest LNA gain setting (46 dB). Table 
8.8 shows this sum and the consequent noise factor and noise figure in decibels for 
each of the three LNA gain steps assuming the LNA retains its noise figure of 1.5 
dB and all other stages retain their same noise figure and gain. The total gain for 
the Table 8.7 values at input of the ADC is 135 dB and the total insertion loss is 
−30 dB, with a net gain of 105 dB.

Several things should now become apparent. The L-band cavity filter insertion 
loss of 1 dB is a major contributor to the total front-end noise figure, so this is the 
reason why passive losses ahead of the LNA are minimized to the extent practical. 
The LNA noise figure sets the total noise figure of the front end with negligible 
contributions from later higher noise figure stages if the LNA gain is high enough 
(neglecting the passive loses prior to the LNA that increase this noise figure). The 
noise figure of this front-end design is remarkably good considering that it provides 

Table 8.7  Using the Friis Formula to Analyze Front-End Noise Factor
Stage 1 2 3 4 5 6 7 8

Symbol Device 
Units

Cavity LNA SAW Mixer SAW NGCA Amp ADC

(Nfi)dB dB 1 1.5 4 10 2 5 5 30

(Gi)dB dB 0 46 0 9 0 60 55 0

Nfi ratio 1.25893 1.41254 2.51189 10 1.58492 3.16228 3.16228 1000

Gi ratio 1 39,810.7 1 7.94328 1 10,000 10,000 1

1 1

1fn

n

N

G G −

− ratio 1.25893 0.41254 3.80E-05 2.26 E-04 1.85E-06 6.84E-06 6.84E-10 3.16E-11

Note 1: The Friis formula is extremely sensitive to round-off error. Some of the above ratio entries were rounded-off to fit legibly in the 

table, but all computations were performed at full spreadsheet precision.  

Note 2: The determination of the ADC noise figure is based on the Analog Devices tutorial in [24]. 
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substantial and sharp stopband protection prior to the LNA as well as an addi-
tional 36 dB of step gain dynamic range to attenuate in-band interference. 

This case example is not intended to define the actual gains and noise values 
that would result in an actual front-end design since there are numerous design 
and technology factors that alter the final frequency and gain plan of a GNSS front 
end as the design evolves, but this case example does illustrate the methodology 
that goes into an actual design to track the front-end noise figure while the design 
is evolving. During that evolving design, both an operational (discrete component) 
breadboard and spreadsheet should be maintained to track the impact of any de-
sign change. The spreadsheet should account for the minimum, typical and maxi-
mum values that can occur in production of the front-end product.

8.3.11  Compatibility with GLONASS FDMA Signals

The fundamental difference between GLONASS FDMA and CDMA used by other 
GNSS constellations is that all GLONASS FDMA signals are spread by the same 
PRN sequence, so  they must be separated by differences in carrier frequency in 
order to demodulate them without cross-interference between the GLONASS SVs. 
What FDMA and CDMA have in common is that both use DSSS modulation and 
demodulation techniques, so the objective is to pursue an architecture that takes 
advantage of this commonality. 

The baseline front-end design of Figure 8.4 is for CDMA operation. The band-
width of the front end that provides signal conditioning for GNSS CDMA signals 
is determined by the spreading rate of the PRN code in the signal and the way the 
common carrier frequency is modulated. CDMA signals with the same PRN code 
design can occupy the same spectrum bandwidth because each SV has a unique 
PRN sequence. Since the GLONASS PRN code sequence is identical, their signals 
cannot use the same carrier frequency. There are 14 different GLONASS L1 carri-
er frequencies used, each one separated from its neighbor by 0.5625 MHz for a to-
tal bandwidth occupation of 7.875 MHz. The code length is 511 chips, spreading 
code rate 0.511 Mcps, code period 1 ms, data period 10 ms, and modulation type 
BPSK. The classical GLONASS FDMA receiver maximizes analog and minimizes 
digital technology, so one front end is required for each SV being tracked and each 
front end is tuned to the carrier frequency of the specific SV to be tracked; for ex-
ample, there are 14 possible center frequencies of 1,602 + 0.5625NG MHz, where 
NG = –7, −6, …, 0, +1, +2, …,+6. 

The front-end design of Figure 8.4 can be adapted to signal condition the en-
tire L1 band of GLONASS FDMA signals. That allows one front end to provide 
signal conditioning for all 14 L1 GLONASS carrier frequencies using an L1 center 

Table 8.8  Front-End Noise Factors and 
Noise Figures for Three LNA 18-dB Step 
Gains
LNA Gain 
(dB) Nf (ratio) (Nf)dB (dB)

46 1.671735691 2.231676146

28 1.688671351 2.275451356

10 2.757239279 4.404744568
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frequency at the middle of the GLONASS L1 band (1,601.71875 MHz) with a 
minimum passband of Bfe = 7.875 MHz. The IF would be the same as for the 
CDMA signals, so 140 MHz is assumed based on earlier case examples. The un-
dersampling technique is also assumed so that the digitized GLONASS band is 
folded into NZ(1) (i.e., at a low IF for use by the receiver channel baseband pro-
cessing functions). Table 8.9 summarizes the case example design parameters for 
the GLONASS L1 band. Note that the passband must be flat over the GLONASS 
7.8750-MHz bandwidth so the filters used should be wide enough to ensure that 
there is no signal roll-off at either end of the passband. 

Each digital receiver channel assigned to track GLONASS SVs would select the 
digitized carrier frequency signal of interest by synthesizing a complex replica car-
rier frequency (plus Doppler) corresponding to the L1 GLONASS signal of interest. 
This replica is multiplied (in the time domain) with the incoming digital IF signal at 
the ADC sampling rate. This is called carrier wipe-off. All 14 of the carrier frequen-
cies have been downconverted to digital IF plus or minus their respective frequency 
offsets and they remain separated by 562.5 kHz from their nearest neighbor (the 
same frequency separation as at L-band). So the frequency-domain convolution 
process that takes place rearranges them with the same frequency separation, but 
the selected frequency is placed at baseband converted to a complex signal (when 
the replica matches the incoming signal). Then the code wipe-off process is per-
formed on the complex baseband signal using the replica GLONASS L1 PRN code 
(plus code Doppler) synthesized at its 0.511Mcps spreading code rate (plus code 
Doppler). This time-domain correlation process (also at the ADC sample rate) re-
sults in despreading (wiping off) the code (when they match) at baseband. There is 
some correlation possible with the other SV signals but these remain separated in 
the frequency domain by 562.5 kHz. There is a lowpass integrate-and-dump filter-
ing process that takes place following the two wipe-off processes (i.e., integrate 
at the ADC sampling rate and dump the complex results for signal detection and 
subsequent tracking after a time period shorter than or equal to the data bit period 
of 10 ms). If the receiver knows the GLONASS time, then it can align the integrate-
and-dump periods with the data transitions and use the maximum 10 ms for the 
integrate and dump to improve the baseband signal-to-noise ratio. These receiver 
channel synthesis techniques are described in more detail in Section 8.4; however, 
it should be apparent that all of the GLONASS signals are being multiplied in 
the time domain but with separation in the frequency domain. There may or may 

Table 8.9  Case Example of Front-End Design Parameters for GLONASS 
L1 Band
Parameter Symbol Units Value

Passband center frequency fG MHz 1,601.71875

Passband bandwidth Bfe MHz >7.8750

First local oscillator frequency LO1 MHz 146.1719

Intermediate frequency fIF MHz 140.000

SAW DR bandwidth for 4-bit 
ADC (DR)dB = −30 dB

∆fc MHz >15.750

Sampling rate fS MHz 32.941

Nyquist zone NZ (Index = odd) NZ(9)
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not be sufficient filtering for the subsequent signal processing to reject unwanted 
GLONASS bands. If not then digital bandpass filtering prior to the wipe-off pro-
cesses will be required at the ADC sample rates; for example, a lowpass followed 
by a bandpass finite impulse response (FIR) filter must perform all computations in 
less than one ADC sample interval, with time left over for the remaining processes 
that must also complete their computations in that interval [25, 26]. This adds a 
significant burden on the DSP throughput capacity of the receiver channel that is 
not required when the front end has provided ample signal attenuation of the un-
wanted carrier frequencies by analog filtering. However, digital filtering is vastly 
superior to its analog counterpart [25].

In summary, the two main advantages of this architectural scheme are one front 
end for the entire GLONASS L1 band and commonality of receiver channels to 
track either CDMA or FDMA signals. Each receiver channel could be designed to 
be reconfigurable under receiver control to operate either with GLONASS FDMA 
or with any of the multiple CDMA signals. Basically, the GLONASS L1 FDMA sig-
nal acquisition and tracking scheme becomes functionally identical to the CDMA 
scheme. The design similarity will become more apparent in Section 8.4 when the 
digital receiver baseband processes are described in more detail. The primary dif-
ference from the classical GLONASS receiver design is this analog front end does 
not provide any frequency rejection of unwanted GLONASS signals. This may 
place an excessive throughput burden on the receiver channels if additional digital 
bandpass filtering is required prior to the carrier and code wipe-off processes, but 
adding DSP sophistication requiring more real time throughput capability is a well-
established precedent in GNSS digital channel design. This is because DSP technol-
ogy continues to rapidly increase in both sophistication and speed.

8.4  Digital Channels

The digital channels acquire and track SV signals received from an assigned front 
end. At this point, the digitized signals are ready to be processed by each of the N 
digital channels shown in Figure 8.1. No signal detection has taken place in the 
front end, only signal gain and conditioning plus digital conversion.

The foregoing functional description of a typical GNSS digital channel is pre-
sented functionally in top-down order of the real time digital signal processing 
flow: first the extremely high-speed functions that operate at the same rate as the 
ADC sampling clock, and then the extremely low-speed functions that operate after 
massive integration by the high-speed functions. The digital channel architecture 
is therefore partitioned into the following two categories: fast functions and slow 
functions. The description of these functions is simplified by describing one digital 
channel tracking one SV signal, so the functions are depicted in closed loop. Most 
of the digital channel functions are active during closed loop operation. Since there 
are two types of ADC inputs, complex baseband and real IF, two versions of the 
fast functions block diagram are illustrated. The slow functions block diagram is 
identical for both input types. After the closed loop functions have been described, 
the time-domain search functions are presented, revealing that some fast functions 
have been expanded, some slow functions have become idle and some new slow 
search functions have been added during the digital channel search process. The 
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real-time search engine architecture is then introduced and described. It requires 
not only architectural changes necessary for one digital channel to search (as in re-
acquisition), but also a massive number of fast and slow search functions using all 
available digital channels focused on the acquisition of one SV at a time. After these 
functions have been described at a high level, the detailed processes associated with 
them are presented in the following order: acquisition in Section 8.5 (that will also 
describe the frequency domain version of a search engine); carrier tracking in Sec-
tion 8.6, code tracking in Section 8.7 and loop filters in Section 8.8. 

8.4.1   Fast Functions

Figure 8.13 is a block diagram of all fast functions of one digital channel using 
complex baseband signals, In and Qn, as inputs, where n is the sample number. The 
fast functions depicted in this figure are shown in closed loop operation, tracking 
a BPSK modulated signal such as the GPS L1 C/A code signal. All functions in this 
figure must operate at the baseband ADC sampling clock rate, fS. Recall that base-
band (complex) ADC design guidelines require fS to be faster than the spreading 
code rate. 

Figure 8.14 is a similar block diagram of all fast functions of one digital chan-
nel, but this one uses a real digital signal, IFn, where n is the sample number. All 
functions in this figure must operate at the real ADC sampling clock rate, fS. Recall 
that real ADC design guidelines require fS to be faster than twice the spreading 
code rate. Thus, the sampling rate is always faster for the real IF signal than for the 
complex baseband signal. 

Figure 8.13  Digital channel closed loop fast functions using baseband input.
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Note that the only difference between Figures 8.13 and 8.14 is the carrier wipe-
off process. The complex baseband signal rotation in Figure 8.13 requires four 
multiplications and two additions while the real signal at the IF carrier frequency 
requires only two multiplications. All remaining functions are identical, so the net 
processing throughput burden for the higher sampling rate of the real IF signal im-
plementation is greater than for the baseband case because the sampling clock rate 
is roughly two times higher. However, there is less analog processing for the real IF 
case and the digital processing that replaces the front-end analog process achieves 
superior results. Also, faster lower power digital technology makes it practical to 
reduce the analog processing. 

8.4.1.1  Carrier Wipe-Off 

Assume that the SV signal of interest is a single BPSK modulated signal like the GPS 
L1 C/A signal that has been downconverted by the front end to IF. The real signal 
equation is 

	 ( ) ( ) ( ) ( ) ( )2 cos 2 IFr t Pd t c t f t n tτ τ π θ= − − + + 	 (8.19)

where P is the received signal power (later defined as the carrier power, C), d(t − τ) 
is the delayed data modulation, c(t − τ) is the delayed spreading code modulation, 
the cosine function is the delayed carrier frequency downconverted to IF and n(t) is 

Figure 8.14  Digital channel closed loop fast functions using real IF input.
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the noise component. After the IF signal is downconverted to baseband, it becomes 
the complex signal 

	
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

cos 2

sin 2

I t Pd t c t x t

Q t Pd t c t y t

τ τ θ

τ τ θ

= − − +

= − − +
	 (8.20)

Note that the carrier signal has been removed in the complex signal, but θ can 
be time-varying such that the cos(θ) and sin(θ) terms represent the residual frequen-
cies that remain for each SV tracked due to Doppler, reference oscillator frequency 
offset and other sources of frequency and phase error in the downconversion pro-
cess. After the two baseband ADCs have converted these analog signals into com-
plex digital signals, In and Qn, they are rotated as shown in the carrier wipe-off 
stage of Figure 8.13. The rotation output equation is [27]
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where ˆ
nθ  is the nth sample phase estimate from the carrier numerically controlled 

oscillator (NCO) that closely matches the desired incoming signal phase in the 
closed loop operation depicted in Figure 8.13. Although the complex signals are 
buried in noise at this point, the signal processing gain that follows makes it pos-
sible for the slow functions (described later) to detect and track these signals with 
a positive signal-to-noise power ratio (in decibels) that enables the slow functions 
tracking process, in combination with the carrier NCO, to provide an accurate 
feedback estimate of 1

ˆ
nθ +  for the next underlying signal sample. 

After ˆ
nθ  as been converted into cosine and sine signals (described later) the 

carrier wipe-off process takes place as shown in Figure 8.13. The equation for the 
complex outputs of the rotated signals is [27]
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where the last terms in both components account for the noise. Note that when the 
feedback estimate is equal to the incoming phase, the in-phase component becomes 
maximum because the cosine term is one and the quadra-phase term becomes mini-
mum (noise only) because the sine term is zero. If this is the consistent case, it cor-
responds to the carrier-tracking loop being in phase lock with the incoming signal. 
Also note that data (unless a pilot channel is being tracked) and code samples re-
main in the signal at this point, that the code term is known and is removed by the 
following code wipe-off process, but the data term (if present) is usually unknown, 
so its bandwidth becomes the limiting factor in how much integration can take 
place in the stages following code wipe-off. 

In Figure 8.14 the real digital signal, IFn, is a digitized version of (8.19), so 
IFn = rn. In this case the carrier NCO input contains a constant number called the 
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carrier bias that ultimately removes the IF component in the incoming real signal 
while also performing the baseband rotation. As a result, the equation for the com-
plex signals of the ,n nI Q  outputs of the carrier wipe-off process contains the same 
signals shown in (8.22) plus some high frequency components that are removed by 
the lowpass filtering effect of the following integrate-and-dump functions. The net 
effect is that essentially identical signals appear at the integrate-and-dump func-
tions outputs in both Figures 8.13 and 8.14.

Carrier Complex Signal Synthesis
As observed in both Figures 8.13 and 8.14, the carrier NCO produces a digital car-
rier phase estimate ˆ

nθ  that is used for carrier complex signal synthesis. This phase is 
converted into complex in-phase and quadra-phase components, cos( ˆ

nθ ) and sin( ˆ
nθ ), 

respectively, that have the same bit resolution as provided by the ADC input. Since 
the number of ADC bits and the number of discrete phases are typically small and 
because this is a fast function, the cosine and sine functions are typically performed 
by table look-up (mapping) with negligible loss in precision.

Carrier NCO
Figure 8.15 is a functional block diagram of the NCO design used by both carrier 
and code wipe-off functions. The design parameters and relevant equations are 
shown in the figure itself. The digital input and clocking functions are architectur-
ally identical for both applications, but the outputs are different. Replica carrier 
generation uses the most significant bits of the NCO that are the same number of 
bits as the ADC bits, NADC, so the NADC-bit phase of the N-bit phase accumulator 
in Figure 8.15 produces ˆ

nθ  at the same resolution as the ADC.
Two NCO case examples are presented, the first from Section 8.3.7 for a pair 

of 3-bit baseband ADCs with sampling clock fSB = 34 MHz and the second from 
Section 8.3.8 for one real IF ADC with fSIF = 112 MHz and fIF =140 MHz that 
originated in NZ(3), but was downsampled from NZ(3) to NZ(1) where the center 
frequency became 0.25fSIF = 28 MHz. Both cases were designed for the GPS L5 

Figure 8.15  Numerically controlled oscillator (NCO) implementation for carrier or code generators 
and code shift register clock. 
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signal and NADC = 3 bits. The NCO phase accumulator in Figure 8.15 is assumed 
to be N = 32 bits and the NADC-bit phase is taken from the three most significant 
bits (MSBs) of the phase accumulator to synthesize the cosine and sine functions 
for both case examples. Inspection of Figures 8.13 or 8.14 and 8.15 shows that M = 
phase increment per sample as the input of the NCO in general, but with an appro-
priate subscript. Letting ˆ

BDcaf  designate this specific baseband Doppler frequency, 
MBDca designate the carrier Doppler NCO input, and fSB designate the 34-MHz 
baseband sampling clock, then using the equation for phase accumulator output 
frequency shown in Figure 8.15:

	
32

3.4 7ˆ
2 2 126.3225675

BDca SB BDca BDca
BDca N

M f M E M
f = = = 	

In general, the value of M is determined by the required f̂ , so for the baseband 
case, both MBDca and ˆ

BDcaf  can be positive, negative, or zero (DC) depending on the 
SV signal Doppler (e.g., if the user is stationary, positive if the SV is rising, zero at 
highest elevation, and negative if setting). 

For the IF ADC case, the IFn input in Figure 8.14 contains a carrier IF fre-
quency of 28 MHz requiring M in Figure 8.15 to contain a bias component to 
demodulate this to baseband. Designating this IF carrier bias as MIFbiasca, f̂ IFbiasca 
as the 28-MHz IF bias frequency and fSIF as the 112-MHz IF sampling clock, then 
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Designating MIFDca as carrier IF Doppler NCO input and f̂ IFDca as its Doppler 
frequency, then

	
32

1.12 8ˆ
38.347922292 2

IFDca SIF IFDca IFDca
IFDca N

M f M E M
f = = = 	

The composite IF frequency output is 

	 1073741824ˆ ˆ 2.8 7
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f f E

+ +
= + + = 	

Because of the 28-MHz bias, the composite output frequency of this carrier 
NCO, f̂ IFca, never goes negative.

Both of these case examples demonstrate how M is computed for a desired car-
rier frequency synthesis by the carrier phase accumulator, but recall that the carrier 
phase accumulator output frequency is not directly used by the carrier wipe-off 
functions. As shown in Figure 8.15, the most significant bits (MSBs) of the carrier 
phase accumulator that match the number of bits of the ADC, NADC, are directly 
used to synthesize the replica carrier phase, described next.



8.4  Digital Channels	 383

It is relatively simple to create a table look-up for the cosine and sine functions 
for the 3-bit ADC as shown in Table 8.10. Note that only one quadrant of values 
is required in the table (plus application of the correct quadrant) to synthesize 
both replicas. In the 3-bit ADC case there are three values: 0V, 1V, and 0.7V. In 
Table 8.10, the columns for the 3-bit cosine and sine values contain three entries. 
The map entries are the actual 3-bit binary cosine or sine values mapped from the 
binary values of the NCO NADC bits. The decimal entries in the middle are the 
normalized decimal values of the cosine and sine values and the volt entries are the 
output signal amplitudes of the cosine and sine functions. 

Referring to the top phasor diagram in Figure 8.16, the 3-bit NADC can synthe-
size one of K = 2 ADCN  = 8 discrete replica carrier phase states in each 360° cycle, that 
is, ˆ

nθ  = 0°, 45, 90°, and so forth, so the carrier phase replica resolution is 45°, a very 
coarse replica phase resolution. The massive amount of integration (averaging) that 
takes place following the carrier wipe-off process plus the extremely high resolu-
tion of the 32-bit NCO carrier phase accumulator makes the effective (average) 
phase resolution orders of magnitude higher. As noted in Figure 8.16, the phasor 
rotation is counterclockwise if the output frequency is positive and vice versa. The 
generalized NCO parameters included in Figure 8.16 apply for any value of NADC. 
The bottom I and Q phasor diagram in Figure 8.16 depicts the map of (cosine, 
sine) output amplitudes (volts) shown in Table 8.10 for all 8 phase points of the 
3-bit NADC.

Figure 8.17 (top) illustrates 17 discrete phase states of the NADC-bit phase ac-

cumulator shown in Figure 8.15 when the NADC input is 1
2 ADCN N

M
− = . This input 

value corresponds to one 45° phase step per sample since it represents the LSB of 
the NADC portion of the carrier phase accumulator. For example, this input value 
would be 1 if fSIF = 112 MHz and the carrier phase accumulator frequency, f̂ IFca= 
14 MHz. Coincidentally, this value is 2 when f̂ IFca = f̂ IFcabias= 28 MHz, the bias fre-
quency for the IF input case example. This steady state bias value would synthesize 
90° phase steps.

The cosine and sine samples in the middle and bottom, respectively, of Figure 
8.17 are the outputs of replica carrier wipe-off functions, cos(θ̂) and sin(θ̂), respec-
tively, shown in Figures 8.13 and 8.14. The 17 epochs produce one epoch (1/fS) 
more than 2 cycles of fS with 45° phase increments per epoch, where the first epoch 

Table 8.10  Table Look-Up Design for 3-Bit ADC Cosine and Sine Functions

ˆ
nθ  

degrees

ˆ
nθ  

Radians
cos( ˆ

nθ ) 
volts

sin( ˆ
nθ ) 

volts
3-bit ˆ nθ  
NADC ˆ nθ bits

3-bit cos( ˆ
nθ ) 

map decimal volts
3-bit sin( ˆ

nθ ) 
map decimal volts

315 5.4978 0.7071 −0.7071 111 110 +2/3 +0.7 001 −2/3 −0.7

270 4.7124 0 −1 110 100 +0 0 000 –3/3 −1

225 3.9270 −0.7071 −0.7071 101 001 −2/3 –0.7 001 −2/3 −0.7

180 3.1416 −1 0 100 000 −3/3 −1 100 +0 0

135 2.3562 −0.7071 0.7071 011 001 −2/3 –0.7 110 +2/3 +0.7

90 1.5708 0 1 010 100 +0 0 111 +3/3 +1

45 0.7854 0.7071 0.7071 001 110 +2/3 +0.7 110 +2/3 +0.7

0 0 1 0 000 111 +3/3 +1 100 +0 0
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corresponds ˆ
nθ  = 0°. In general, the same phase appears multiple times for each ep-

och of fS because the NADC resolution is coarse. From Figure 8.16, the upper bound 
amplitude error, EMAX, occurs at the cosine zero crossing steps and is half the step 
value. For the 3-bit case example, this is 0.3333 based on the actual quantized step 
change at this point. It is 0.3535 based on the generalized cosine equation and 
0.3927 based on the generalized radian approximation shown in Figure 8.16. Even 
though the 3-bit NADC makes coarse amplitude estimates as well as coarse phase 

Figure 8.17  Sampled outputs of NCO (top), cosine function (middle) and sine function (bottom) 
for 3-bit NADC 45° phase increments. 

Figure 8.16  Carrier NCO (top) and cosine, sine (bottom) phasor diagrams for NADC = 3 bits plus 
generalized parameters. 
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estimates, the massive averaging that takes place by the integration process that 
follows the carrier wipe-off process, averages these errors resulting in extremely 
precise carrier phase measurements. 

GLONASS Carrier NCO
The carrier NCO is the function in the digital channel design where the GLONASS 
IF FDMA signal described in Section 8.3.11 is tuned using the architecture of Figure 
8.14. As stated in Section 8.3.11, this digital channel FDMA tuning technique for 
each GLONASS frequency band selected lacks additional bandpass filtering beyond 
what is performed on the SV. Referring to Table 8.9 for this case example, the entire 
GLONASS L1 band has a bandwidth of 7.875 MHz, so the front-end bandwidth is 
wider (say, 10 MHz) and the GLONASS mid-band frequency of 1,601.71875 MHz 
(offset by 0.2813 MHz with respect to the carrier frequency of the SV on either 
side) is downconverted to the front-end 140-MHz IF. This IF is downsampled from 
NZ(9) into NZ(1) with the consequent sampling rate of fSG = 32.941 MHz. Recall 
that the center frequency of NZ(1) is 0.25 fS in general, so IFn in Figure 8.14 for the 
GLONASS case example has the center frequency fIFG = 8.23525 MHz. Within the 
bandwidth of IFn there are 14 possible GLONASS SV center frequencies of 8.51655 
+ 0.5625NG MHz, where NG = −7, −6, …, 0, +1, +2, …, +6. This is because the 
GLONASS L1 FDMA band has been downconverted to 140 MHz, so NG(0) = 
1,602 MHz at L-band has been downconverted to fG(0) = fIFG + 0.2813 MHz = 
8.51655 MHz in the 140-MHz IF band. The carrier NCO bias equation to select 
the desired GLONASS center frequency using NG is therefore 

	 ( ) ( ) ( )322 2 8.51655 0.5625
73340794.27

32.941

N
IFGbiasca G G

IFGbiasca G G
SG

f N N
M N N

f

+
= = = 	

The carrier NCO bias for NG(0) is obviously 1,110,418,740. The 14 biases 
could be precomputed as a table look-up. 

The primary concerns about this design are that the three lowest replica carrier 
frequencies will generate second harmonics that fall into three of the higher fre-
quency bands within IFn that may correlate enough with energy in those bands to 
cause interference. These combinations are as follows: NG(–7) interfered by NG(1), 
NG(−6) by NG(3) and NG(−5) by NG(6), but only if those SV combinations are in 
view simultaneously. The remedy would require a lowpass digital filter at the out-
puts of the replica cosine and sine functions to suppress the second harmonic when 
these lower frequencies are synthesized.

8.4.1.2  Code Wipe-Off 

The code wipe-off combined with the massive integration that follows provides 
the signal processing gain that converts the spread spectrum signal buried in noise 
to a signal well above the noise level. This is because these fast rate processes col-
lapse the spreading code down to very slow rate outputs (i.e., the wide transmis-
sion bandwidth is converted to a narrow signal detection and tracking bandwidth). 
Referring to Figures 8.13 and 8.14, observe that the inputs to the code wipe-off 
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correlators (multipliers) are the complex outputs of the carrier wipe-off functions 
and the replica code phases of the code generator shift register. The code wipe-off 
functions could theoretically be implemented before the carrier wipe-off function, 
but practically this increases the number of complex carrier wipe-off functions 
along with forced increase in the resolution of the code correlation functions. It has 
already been shown that the complex replica carrier signals should be quantized to 
the same number of bits as provided by the ADC, while the code wipe-off process 
can usually be performed with 1-bit precision, that is, using simple “exclusive-or” 
1-bit multipliers with no carries (but there are exceptions with some of the mod-
ernized GNSS signals). There are diminishing returns on using higher replica code 
resolution to improve implementation loss. Also, increased code correlation resolu-
tion significantly complicates the code correlator design for very little performance 
payoff. The potential exceptions to this statement are described in Section 8.7. In 
any case, the wipe-off sequence depicted in Figures 8.13 and 8.14 is the preferred 
design.

Since the digital channel is assumed to be tracking the SV, then the replica car-
rier frequency, ˆ

nθ , is exactly the same as the downconverted incoming SV signal 
frequency and the prompt replica code phase (Pc) is well within one chip of the 
incoming SV signal code, so the same correlation properties occur that happen for 
the mathematical autocorrelation process for a given PRN code signal. However, 
the mechanics of the digital channel correlation process are very different from the 
autocorrelation process because only selected phases of the correlation envelope, 
early (Ec), prompt (Pc), and late (Lc) are replicated and multiplied with the complex 
carrier-stripped incoming signal samples, nI  and nQ , by the six digital correlators 
shown in Figures 8.13 and 8.14. Note that these replica code phases are provided 
by the code generator in combination with the code NCO and the code shift reg-
ister. Since these fast functions are being described in the context of signal track-
ing, the replica code generator has determined the prompt replica code phase well 
within the 2-chip correlation region and continues to match the incoming signal 
code phase. The prompt code wipe-off function multiplies the prompt replica code, 
Pn, with the result of (8.22) to produce
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where ˆcc  is the replica code phase state (typically +1 or −1) of the prompt rep-
lica code during the nth sample. This equation provides insight into the two-di-
mensional carrier and code wipe-off functions because the computation results of 
both can be seen simultaneously. First, the noise term in (8.22) becomes another 
noise term on average in (8.23) because the replica code sequence is pseudorandom 
and there is no correlation with noise. Second, the maximum value of nI Pc occurs 
when both the carrier and code replicas match because cos(0) = 1 and cn ˆccc both 
have matching signs on a continuous basis while nQ Pc is essentially noise because 
sin(0) = 0. Finally, the output signal amplitude deteriorates proportionally with the 
two-dimensional mismatch of either or both replicas (code and carrier) until the 
mismatch point (tracking threshold) is reached (by either one or both), at which 
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point the signal is completely lost. Also note that the only variable remaining in the 
signal after code wipe-off is the data modulation, dn. The known time duration be-
tween +1, −1 transitions in this usually unknown signal pattern limits how long the 
following coherent integration process may continue before dumping. Before the 
maximum coherent integration time can be used, the phase of the data transition 
boundary must be determined by a process called bit synchronization (or overlay 
code synchronization in the case of most modernized signals) described in Section 
8.11, and the phase of the integrate-and-dump process must be adjusted accord-
ingly. While this transition boundary is unknown, the integration and dump periods 
must be much smaller so that the corruption that results if a data bit transition 
occurs during the integration period is infrequent (e.g., 1 in 20 if the integration 
period is 1 ms and the data transition period is 20 ms). This data modulation is 
not present in a modernized GNSS signal pilot channel and the significant benefits 
of this feature are further described later. The prompt complex signal is used for 
carrier tracking, further described in Section 8.6. The complex early and late signal 
magnitudes are equal to but lower than and symmetrical around the prompt signal 
magnitude if the code phase is being tracked perfectly. The early minus late error 
is used for code tracking and further described in Section 8.7. The code generator 
noise meter signal, Nc, is described in the next section.

Code Generator
The specific design of every code generator is documented in an interface speci-
fication provided by the relevant space segment authority. Some of these designs 
are presented in Chapters 3 to 6, but the controlling document should be the final 
basis for the code generator design (as well as all other details of the space segment 
interface). The code generator in any BPSK design example requires only a 2-bit 
shift register to provide three replica code phases, namely, Ec (early), Pc (prompt), 
and Lc (late) that are typically spaced ½-chip apart. There are numerous variations 
of this basic design such as narrower early/late correlator spacing to improve mul-
tipath mitigation, additional very early and very late correlators to detect correla-
tion ambiguity for BOC signals and extended correlators for deep integration with 
inertial measurement units to improve robustness in the presence of jamming, but 
this design provides the basis for understanding the variations. 

Code Noise Meter
The code noise meter designated as Nc in Figures 8.13 and 8.14 is a 2-chip early 
code phase with respect to the replica code phases being synthesized by the code 
generator [28] or a noncorrelating spreading code if that can be formed from avail-
able components of the replica spreading code generator. The important uses of the 
2-chip early noise meter design are further described in Sections 8.4.2 and 8.4.3, but 
the fact that it is early by 2 chips with respect to any other replica code output as-
sures that only noise will be generated by its complex correlators if any of the other 
(later) replica codes are correlating with the incoming signal. The ideal noise meter 
is processed by the same functions as the signals of interest so as to provide a mea-
sure of the noise subject to the same processes (including the same distortions due 
to approximations) as the signals, but the complexity can be reduced to only the 
Q signal correlation path. During signal acquisition (further described in Section 
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8.4), the noise meter is used to set the detection threshold. During the transition 
into tracking and thereafter, it is used by the slow functions to measure the signal-
to-noise ratio. The slow functions are further described in Section 8.4.3. 

Code Setter
The code setter is a functional part of every code generator but not depicted in 
Figures 8.13 and 8.14 because it is a slow rate function interface to a fast rate 
function and its design must be tailored to each replica code generator design. 
Specifically, the code setter provides the interface between a slow rate function 
called the code accumulator and the replica code generator. The code accumulator 
controls and keeps track of the SV transmit time that is associated with the state 
of the replica code generator [29, 30]. However, the typical replica code generator 
transmit time range (period) is ambiguous with respect to the unambiguous time of 
week maintained on the SV. So the code accumulator ultimately acquires the same 
unambiguous SV transmit time of week, but partitioned in a manner such that the 
least significant bits match the replica code generator period. During the tracking 
state, the replica code generator NCO advances the replica code generator by 1 chip 
every time it overflows, so the state of this NCO at any time represents an extremely 
precise quantization measure of the fraction of one chip of the SV transmit time if 
the code tracking error is zero. The quantization error is virtually zero, so the SV 
transmit time error using this scheme is strictly due to signal noise. Many GNSS 
receiver designs do not use code NCOs, so quantization error becomes a factor in 
the pseudorange measurement error budget.

The code accumulator controls the state of the replica code generator when 
necessary using the code setter and it maintains a slow rate clock that can predict 
the SV transmit time any time the receiver control function requests a code range 
measurement, typically from all tracking channels at the same set time. With the 
help of other receiver processes, the code accumulator removes the time ambigu-
ity in the code phase offset of the (typical) replica code generator so that the total 
SV transmit time content in the code accumulator corresponds unambiguously to 
the SV transmit time in 1 week. The exception to the previous statement is the 
GPS P(Y) code with a period of exactly one week so the SV transmit time of week 
is learned unambiguously by the receiver when the replica P(Y) code generator is 
tracking. Whatever time period is involved with the code generators of other re-
stricted access GNSS signals with long periods, that time period must be learned 
and maintained by GNSS receiver and the code setter must be able to convert that 
time into the code state of its replica code generator. The code accumulator is main-
tained (updated) at the same slow rate input as the code NCO input update shown 
in the figures as the code phase increment per sample. The SV transmit time in the 
code accumulator is the natural measurement of a GNSS spreading code signal 
that is converted into pseudorange [29, 30]. The pseudorange measurement will be 
further described in Section 8.9. 

The code setter is only one aspect of the code generator that is unique for 
every GNSS spreading code signal. The design must be derived from an interface 
specification that only describes how the PRN code is generated on the SV. The 
receiver version must be compatible with this design but is operated and controlled 
entirely different in the digital channel than in the SV environment. The digital 
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channel code generator design must support trial-and-error search patterns until 
successfully matching the incoming SV signal (see Section 8.4.3) and then track the 
Doppler, atmospheric effects, and other sources of error on the incoming signal in 
real time (see Section 8.4.2). 

The code setter can be a slow function because all fast functions operate with 
constant NCO inputs until the slow functions change them. Thus, any future rep-
lica code generator state can be predicted from the time the known value M is used 
to update the code NCO until the next time that value is updated using the fact 
that fS and f̂  are known and f̂  is constant until a new value of M arrives. The key 
to the code setter design is for it to have the ability to set the code NCO and code 
generator state to the replica code state that corresponds to the known measure-
ment of SV transmit time and to keep track of the transmit time change as a slow 
function. For example, if the replica code generator is implemented by one linear 
feedback shift register and the only replica code state known is the reset state, the 
code setter becomes a linear counter capable of holding the total number of chips 
in one period of the replica code generator. Assuming that there is a slow function 
receiver channel process (sometimes called the code accumulator) that knows and 
can predict the SV transmit time at the code NCO update intervals, then it can 
store the known time offset to the beginning of the next replica code period into 
the counter at a specific code NCO update time, then enable the counter to syn-
chronously count down the offset (at the code NCO rate), and then reset the replica 
code generator at the end of that delay. The replica code generator is then aligned 
with the incoming signal transmit time and will stay aligned if the code NCO is 
operating at the correct Doppler compensated chipping rate. Obtaining transmit 
time from the replica code generator when it has successfully searched and found 
the transmit time of the SV by the correlation process should not be necessary if 
the search process has been properly controlled by the slow function search process 
that is setting and controlling the replica code phase state. However, it could be ob-
tained by the reverse process of determining when the replica code period ends at a 
specific code NCO epoch time. Although there appears to be only one replica code 
chip resolution in this transmit time process, there is also an N-bit fraction of a 
code chip resolution in the code NCO, so the transmit time measurement accuracy 
strictly depends on how much noise is in the code tracking loop. Ambiguous carrier 
tracking loop phase measurements in phase lock operation using interferometric 
techniques can further refine this. 

Code Shift Register
In this BPSK design example only a 2-bit shift register is required to provide the rep-
lica code phases used during the tracking mode. As shown in Figures 8.13 and 8.14, 
the replica code spacing is accomplished synchronously by clocking the shift register 
with the f̂ /δ frequency rate obtained from the code NCO, where δ is the code spac-
ing in chips. So, for δ = ½ chip, the code shift register is clocked at 2f̂ . As shown 
in both figures, four code generator replica signals at different code spacing are fed 
to four complex (I and Q) code correlators. The eight correlator outputs are fed 
to eight integrate-and-dump functions whose outputs are fed to the slow channel 
functions for additional integration. The four in-phase integrated signals (in code 
phase order) are , , ,N E P LI I I I . The four quadra-phase signals are , , ,N E P LQ Q Q Q . The 
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earliest complex signal is used as a measure of the noise floor. The remaining three 
are the early, prompt, and late complex signals that are used for (prompt) carrier 
and (early minus late) code tracking (although there are code tracking techniques 
described in Section 8.6 that also include the prompt signal). 

If synthesized by a stage lower than the MSB in the code NCO accumulator 
design shown in Figure 8.15 and inferred by Figures 8.13 and 8.14, d can only be 
binary fractions (i.e., ½, ¼, and so forth chips) and this limitation is usually accept-
able. This BPSK design example uses δ = ½-chip code spacing, so the shift register 
is clocked at twice the code generator rate resulting in Ec, Pc and Lc shift register 
outputs being ½-chip apart. Consequently, the slow function early minus late code 
discriminator that will be described in Section 8.7.1 computes the error in the code 
correlation with the spacing between the early and late correlators of ∆ = 1 chip. 
Variations in code shift register designs are further discussed in Section 8.7.

Code NCO
The code NCO generates the f̂  output that advances the code generator at the 
same spreading rate (plus code Doppler) of the incoming SV signal. By inspection 
of Figure 8.15, the value M at the input of the code NCO determines the value of f̂  
shown as the input to the code generator in Figure 8.13 (baseband input) or Figure 
8.14 (real IF input). Using the baseband and the IF ADC case examples, the code 
NCO designs require that M synthesize the replica L5 spreading code rate (10.23 
Mcps) plus code Doppler. Since the spreading code rate is the same for both types 
of signal input and only the variable code Doppler is tracked, a bias component that 
synthesizes the spreading code rate is added to the variable code Doppler to provide 
the composite input to the code NCO. For the baseband case example of L5, let  
MBbiasco designate the baseband code bias used to replicate the constant f̂ Bbiasco = 
10.23 MHz, with fSB = 34 MHz, then 

	
32ˆ2 2 10.23

1292279866
34

N
Bbiasco

Bbiasco
SB

f
M

f
= = = 	

Designating MBDco as the baseband code Doppler input into the code phase ac-
cumulator and f̂ BDco as its baseband Doppler frequency output, then 

	
32

3.4 7ˆ
126.32256752 2

BDco SB BDco BDco
BDco N

M f M E M
f = = = 	

The composite baseband code frequency output from its NCO is

	 1292279866ˆ ˆ 1.023 7
126.3225675 126.3225675

BDco Bbiasco BDco
Bco BDco

M M M
f f E

+ +
= + = = 	

where MBDco = 126.3225675 f̂ BDco.
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Similarly, let MIFbiasco designate the baseband code bias used to replicate the 
constant f̂ IFbiasco = 10.23 MHz, with fSIF = 112 MHz, and then the composite IF 
code frequency output from its NCO can be derived as

	 392299245ˆ ˆ 1.023 7
38.34792229 38.34792229

IFDco IFbiasco IFDco
IFco IFDco

M M M
f f E

+ +
= + = = 	

where MIFDco = 38.34792229 f̂ IFDco.
The difference between the values of these two examples is due only to the dif-

ference in the two ADC sample rates.

8.4.1.3  Integrate and Dump

The integrate-and-dump functions shown in Figures 8.13 and 8.14 provide low-
pass filtering of the code wipe-off functions outputs prior to signal detection. Each 
complex pair of integrate-and-dump functions is often called the predetection filter 
because the following functions provide signal detection. The architecture of the 
integrate-and-dump function is similar to the NCO design shown in Figure 8.15 
(i.e., it is an accumulate operation over a specified number of samples). That pro-
cess is typically normalized by dividing the accumulated value by the number of 
samples before the result is passed on to the next stage and the accumulator zeroed. 
The integrate part of the function accumulates the outputs of the code wipe-off 
process. The value from each code wipe-off process is much less than the accumula-
tor capacity, and that must be more than enough capacity such that overflow never 
occurs before its content has been normalized and transferred to the next stage at 
the same time the accumulator is reset to zero. The integrate-and-dump function 
provides the processing gain that changes the signal-to-noise ratio from negative 
at its input to positive at its output (in decibels) if the two-dimensional carrier and 
code wipe-off replica signals are closely matched with their respective parts of the 
incoming signal. The carrier and code wipe-off functions produce wideband error 
signals well below the noise level that the integration-and-dump process collapse 
into narrowband error signals well above the noise level (i.e., the despreading pro-
cess). The ideal noise meter signal is processed exactly the same as the signal of 
interest in order to provide a matched measure of the prevailing noise level.

Set Time Sync 
The set time sync function shown at the base of every integrate-and-dump function 
adds or subtracts a time increment (TINC) from one integration interval periodi-
cally to adjust the phase of the digital channel slow functions such that their pro-
cesses align with the data bit (or symbol) transitions of the incoming signal. This 
alignment must be small with respect to the transition period of a data bit (or sym-
bol). For example, if the data bit period is 20 ms (50-bps rate), the time increment 
(TINC) would typically be 0.25 ms or smaller. Each TINC operation is controlled 
by the receiver control and processing function after the receiver has learned where 
these transitions are with respect to the set time and when they have changed in 
phase enough to require a TINC adjustment. It is very important that the slow 



392	�������������� GNSS Receivers

functions be advised of every TINC so that the correct predetection integration 
time, T, is used in the computations during the next slow cycle.

This phase mismatch in input signal transition boundaries occurs because the 
SVs in view are typically at different ranges from the user and their ranges are 
changing. As a result, their data transitions arrive at different phases from each 
other and specifically different from the set time of the GNSS receiver. The typi-
cal set time increment for a GNSS receiver is 10 ms or 20 ms, that is, the typical 
symbol transition period (100-sps rate) or data bit transition period (50-bps rate), 
respectively. 

Note that the set time sync function is just as important for modern GNSS 
signals providing data and pilot channels. Typically, the pilot channel is used exclu-
sively for tracking because there are no data transitions and therefore no squaring 
loss in the carrier-tracking loop, but both signals are processed in the same digital 
channel. Both code generators must be implemented, but they can share a common 
carrier wipe-off function and a common code NCO, both maintained by the pilot 
replica code tracking loop, thereby slaving the data code generator in proper phase 
relationship to the pilot code generator. Only the prompt replica code of the data 
replica code generator is needed to perform code wipe-off of the data modulated 
signal. This architecture is described in Section 8.4.2.2. Following integrate and 
dump, the prompt signal is passed to the data demodulation function. There are 
trade-off issues relating to the increased robustness of using the added power in 
the data channel for tracking. This will be described in more detail in Section 8.11.

8.4.1.4  Fast Function Design Trends

The digital channel fast functions have been presented in the context of hardware-
defined functions because this was their design origin. The reason that fast func-
tions of the digital channel are separated from slow functions (described in Section 
8.4.2) is that there is a trend in GNSS receiver design toward software-defined fast 
functions, that is, software-defined receivers (SDRs) using modern digital signal 
processors (DSPs). The slow functions have always been software-defined. These 
design trends are presented in the foregoing sections.

Hardware-Defined Fast Functions
Traditionally, the fast functions of the digital channel for high production GNSS 
receivers are hardware-defined and implemented in one or more application specific 
integrated circuits (ASICs). This remains as the preferred embodiment for high vol-
ume GNSS receivers, although provisions for software definition is often provided 
where practical in functions predicted to require redefinition during that produc-
tion cycle and DSP-based ultrafast search engines are often included (introduced in 
Section 8.4.3.3 and further described in Section 8.5.5). 

Nonreal-Time Software-Defined Fast Functions
Many published papers on intended real-time DSP-based GPS SDRs became non-
real-time postmission processing receivers because the authors underestimated the 
fast functions throughput requirement, but post-mission processing is a valuable 
asset to GNSS technology development. The earliest sophisticated GPS SDRs that 
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included the ability to select and experiment with numerous sophisticated versions 
of every GPS receiver function were developed as nonreal-time receivers used for 
prototyping and design trade-off analyses [31]. Most GNSS receiver companies 
have developed extensive proprietary computer-aided design (CAD) resources that 
include nonreal-time SDRs to debug their present generation receivers and speed-
up the development of next-generation receivers with fewer implementation flaws. 
This is also the trend in GNSS educational training and research. For example, 
there is a MATLAB compatible version of a highly sophisticated CAD GNSS SDR 
toolbox available at no cost for educational and noncommercial research use [32]. 
Reference [32] also provides an extensive list of manufacturers and additional re-
sources that support GNSS receiver research and development. 

Software-Defined Fast Functions Using Programmable Hardware 
The first successful high performance real-time GPS SDRs used programmable 
hardware, called field programmable gate arrays (FPGAs), to implement the fast 
functions instead of ASICs. FPGAs achieve almost the same high levels of digital 
hardware integration and low power of ASICs at much lower nonrecurring devel-
opment cost, but higher production cost. The unique replica code generator for 
each type of spreading code used in modern GNSS receivers represents the most 
challenging fast function design change (and they also increase the complexity and 
throughput design impact in the slow function area as well). Linear feedback shift 
register code generators and NCOs do not run efficiently when software is defined 
using current-generation DSPs. 

Software-Defined Trends in Spreading Codes
The newest GPS L1C spreading code is one of several GNSS ranging codes that can-
not be generated by linear feedback shift register techniques. This spreading code 
is definitely a trend away from a traditionally hardware-defined spreading code 
generator and toward a software-defined synthesis. Even though the underlying 
theory is extremely complex, the replica code generation is straightforward. The de-
tailed specifications required to implement this design are provided in [33], but the 
following high-level design description verifies the relatively simple logic involved. 
The same 10,223-chip length Legendre sequence and the same 7-chip expansion 
sequence (0110100) are used to generate every unique 10,230-chip length Weil-
based L1C spreading code. Two uniquely specified parameters are used to define 
the L1C PRN number: the Weil Index (w = 1 to 5,111) and the Insertion Index (p = 
1 to 10,223). One (w, p) pair for the pilot channel and another different pair for the 
data channel, both pairs unique for each L1C PRN number. The Legendre sequence 
is provided in [33, Table 6.2-1] or it can be generated as follows:

L(0) = 0; and for t = 1 to 10,222:

L(t) = 1, if there exists an integer x such that t is congruent to x2 modulo 10,223; 

L(t) = 0, if there exists no integer x such that t is congruent to x2 modulo 10,223.

To generate the L1C replica spreading code using its specified parameter val-
ues, the Weil sequence is first constructed by the exclusive-or of the Legendre se-
quence L(t) with itself shifted by the Weil Index and the result stored into the Weil 
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sequence as: Wi(t; w) = L(t) ⊕ L(t+ w) for t = 0 to 10,222. For example, Wi(0; w) 
= L(0) ⊕ L(0+ w), Wi(1; w) = L(1) ⊕ L(1 + w) … Wi(10,222; w) = L(10,222) ⊕ 
L(10,222+ w). Note that the circular shift of the Legendre sequence leaves the Weil 
sequence exactly 7 chips short of the 10,230 chips required for the Weil sequence 
(i.e., the L1C pilot or data channel spreading code). The insert point is specified by 
Insertion Index p, where p = 1 to 10,223. The expansion sequence is inserted before 
the pth value of the Weil code. For example, the Insertion Index for L1Cp PRN 1 
is p = 412, so the insertion would be: … Wi (411; w), 0110100, Wi (412; w), Wi 
(413; w) ... Wi(10,222; w).

L1C is a prime example of a spreading code that must be software-defined 
before operational use. The typical software-defined implementation would be to 
compute the constant Legendre sequence and store it along with the constant 7-chip 
sequence 0110100 as part of the code generation firmware, then pregenerate the 
particular PRN spreading code using its specific w to compute the Weil sequence 
and then its specified p to properly insert the remaining 7 chips. A 10,230-chip 
circular shift register (hardware or software-defined) could be used to generate this 
replica spreading code. A DSP SDR would precompute and store the L1C spread-
ing codes in the same manner described in the next section. Other GNSS spreading 
codes use memory codes that cannot be generated by a linear feedback shift register 
or software-defined, but rather must simply be stored in nonvolatile memory.

Software-Defined Fast Functions
Software-defined fast functions using DSPs originally replaced the parallel hard-
ware-defined schemes with table look-up (TLU) schemes, thereby trading increased 
memory and lower resolution for improved sequential computational efficiency. 
However, DSPs are not only improving in sophistication of their instruction sets 
and support software but also achieve speed improvements by means of parallel 
processing utilizing single instruction multiple data (SIMD) operations commonly 
utilized in modern microprocessors. This architectural advantage will eventually 
be utilized in future generations of software-defined GNSS receivers, and there 
will likely be more similarity between software-defined and hardware-defined fast 
functions. 

Since the first SDR DSPs could not perform the parallel hardware-defined fast 
functions shown in Figures 8.13 and 8.14 efficiently, the earliest successful, real-
time, software-defined fast functions replaced them with maps of precomputed 
PRN codes onto a set of sample times stored in bit-wise parallel formats. This tech-
nique enabled efficient DSP block processing using bit-wise parallel software cor-
relations with the incoming signals [34]. The bit-wise scheme speeds up software 
correlation by operating in parallel on multiple samples using TLU techniques. 
The downside of the bit-wise parallel correlation technique includes suboptimal 
quantization (2-bit sign/magnitude ADC) and coarse replica carrier/replica code 
alignment during closed-loop tracking with subsequent loss of measurement preci-
sion because TLU techniques have much lower measurement resolution than their 
typical 32-bit NCO counterparts.

An impressive single DSP was used to implement an equivalent 43 channel L1 
C/A GPS SDR developed for university scientific research in 2006 [35]. This SDR 
used efficient DSP techniques including a 2-bit sign/magnitude ADC, fixed-point 
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processing, bitwise parallel correlators and a fast Fourier transform (FFT)-based 
acquisition scheme. The FFT scheme performed rapid acquisitions at C/N0 (carrier 
to noise power ratio in a 1-Hz noise bandwidth) of 33 dB-Hz or higher. The SDR 
references cited in [35] provide insight into the historical progress of achieving real-
time DSP operation that successfully overcame the computational challenges of the 
digital channel fast functions. In 2011, [36] described a production L1 C/A and 
L2C SDR using the same bitwise parallel correlators plus modifiable open-source 
software targeted for scientific space applications, one version packaged for labo-
ratory experimentation and another compact configuration for space applications. 
The L2C acquisition scheme used the reduced uncertainty (aiding) following initial 
signal acquisition by the fast FFT C/A code scheme.

A major benefit of software-defined functions is that each programmed func-
tion can be re-entrant (i.e., only one software function or combination of functions 
is programmed). This program is multiplexed (reentered) multiple times to effec-
tively provide multiple channel uses of the same function but with different oper-
ating variables and even different constants. It can be multiplexed as many times 
as the host processor can permit while still meeting its allocated real-time loading 
budget with some remaining time margin. A re-entrant program requires a unique 
indexed memory space (usually provided by the calling program) for the variables 
or unique constants associated with the program. So the DSP must be fast enough 
to support as many reentrant fast functions as required for multiple channels. One 
paradox is that a fast DSP can be the most suitable engine for fast functions, but a 
fast microprocessor with built-in fast floating point capability and extensive mem-
ory capacity is a more suitable engine for the remaining (slow) functions. So the use 
of one or more fast DSPs and a fast central microprocessor should be considered 
for a multiconstellation general-purpose SDR.

It should now be apparent that the fast functions perform relatively simple and 
repetitive operations in steady state that are updated by comparatively very slow 
(and usually more complex) functions. So instead of performing the operations 
synchronously (in real time) using parallel hardware-defined functions (as is the 
usual case for hardware-defined implementations, including FPGAs), the purely 
software-defined scheme uses a DSP to take in blocks of data in real time intervals. 
These blocks are processed serially and asynchronously (but much faster than real 
time) until all of the processes equivalent to their hardware-defined counterparts 
have computed all required outputs for that real time interval. These outputs are 
passed on to their respective slow functions (that have always been software-de-
fined). These slow functions process their inputs and provide corrective feedback to 
the fast functions. As will be seen in Section 8.8.5, computation delay in the slow 
functions plays a key role in maintaining closed-loop stability.

Design Comparisons
Reference [37] discusses and compares the attributes of ASIC, FPGA and DSP tech-
nologies, then predicts their roles in future generation GNSS receivers. The article 
recognizes that modernized GNSS signals are creating a new transition period that 
could last as long as 6 to 10 years where GNSS receiver developers will employ 
technology that can be changed in the field. During this transition period field pro-
grammability is advantageous because it allows design flexibility during continuous 
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evolution of improvements that take place. After this transition period, established 
chip sets and original equipment manufacturer (OEM) modules/receivers will once 
again dominate the market. Table 8.11, adapted from [37], ranks the three tech-
nologies with respect to five categories normally considered during product trade 
studies. Based on ranking, it is likely that mass-market commercial applications will 
continue to use ASIC technology in GNSS receivers because it provides the smallest 
production single-unit costs. FPGA and DSP technology may be used as develop-
ment tools and in GNSS receivers for limited-market applications.

8.4.2  Slow Functions

The slow functions are the ones that operate with the GNSS signals after they have 
been despread into narrowband signals. Figure 8.18 illustrates the slow functions 
involved with baseband code and carrier tracking in closed-loop operation. It also 
depicts the carrier power estimate, 2 2

P PI Q+ , formed with the prompt signals and the 
noise power estimate, 2 2

N NI Q+ , formed with the noise signals that are passed on to 
the C/N0 meter described in Section 8.12 along with other special slow baseband 
functions that use the unmodified IP, QP prompt signals. The data demodulation 
function described in Section 8.11 uses IP if the signal contains navigation data such 
as the GPS C/A code and P(Y) code signals. There would not be data modulation 
in the carrier tracking loop prompt signals if a modernized signal (such as GPS 
L5) with separate data and pilot channels is being tracked because the pilot chan-
nel signal is used here. In this case, the data demodulation function will receive an 
open loop prompt signal from the data channel function that will be described in 
Section 8.4.2.2. The combination of these slow carrier and code tracking functions 
and the fast carrier and code wipe-off and predetection integration functions form 
the complete closed loops of one digital channel. These slow functions are typically 
implemented in the receiver and control processor shown in Figure 8.1.

8.4.2.1  Integrate and Dump

The four I and four Q signals from the integrate-and-dump outputs of the fast 
functions shown in Figures 8.13 and 8.14 (as separate I and Q groups) have been 
rearranged in Figure 8.18 (in matching I and Q pairs) as four complex inputs into 
the slow rate integrate and dump functions. The total combined duration of the fast 
and slow rate integrate-and-dump functions establishes the predetection integration 

Table 8.11  Predicted Technology Preferences for Modernized GNSS Receivers

Technology
Development 
Costs Performance

Power 
Consumption

Single-Unit 
Costs Flexibility

ASIC Major 
disadvantage

Major 
advantage

Major 
advantage

Major 
advantage

Major 
disadvantage

FPGA Minor 
disadvantage

Major 
advantage

Minor 
advantage

Minor dis-
advantage

Minor 
advantage

DSP Major 
advantage

Major advan-
tage to minor 
advantage

Minor advan-
tage to major 
disadvantage

Minor 
advantage 
to minor 
disadvantage

Major 
advantage
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time (T) for the digital channel. For example, one sample of the normalized slow 
function in-phase prompt signal can be expressed in equation form as

	
1 Sn k f T

P n n
n kS

I I P
f T

= +

=

= ∑  	 (8.24)

where the fast prompt samples and sampling clock rate terms are taken from Fig-
ures 8.13 or 8.14 and the slow prompt sample term from Figure 8.18. The other 
slow rate input equations are similar. As shown in Figure 8.18, typical values of T 
for the carrier-tracking loop are 5, 10, and 20 ms (when in closed-loop operation), 
but there are temporary search slow functions where T = 1 ms and in some cases 
closed-loop operation with T = 2 ms such as tracking the L5 GPS/WAAS signal at 
500 sps [38]. Assuming T = 20 ms, then for the baseband ADC case example, where 
fs = 34 MHz, the number of integrated fast function samples is 680,000. So the fast 
to slow function processing speed ratio is 680,000 to 1. Table 8.12 summarizes 
these very significant processing speed differences for both the baseband and IF case 
examples for typical values of T. 

For the GPS L1 C/A signal, there is 50-bps data modulation present on the sig-
nal and the steady state value of T is set to 20 ms to permit the carrier-tracking loop 
to operate in phase lock with the maximum time between data transitions. The start 
and stop time (phase) of these integrate and dump functions should not straddle 
the data bit transition boundaries because each time the SV data bits change sign, 
the subsequent I and Q values are reversed in sign. Consequently, if the boundary 
is straddled and there is a data transition, the integration and dump result for that 
interval is degraded. In the worst case, if the data transition occurs at the mid-point 
(T/2), the signal is effectively canceled for that interval. During the initial (cold 

Figure 8.18  Digital channel closed loop slow functions.



398	�������������� GNSS Receivers

start) C/A code signal search process, the receiver does not know where the SV 
data bit transition boundaries are located. The performance degradation has to be 
tolerated until the bit synchronization process, described further in Section 8.4.3, 
locates these boundaries. During these times, shorter values of T are used so that 
the majority of integrate and dump operations are assured to not contain a data 
transition. For example, a typical value of T in the carrier tracking loop prior to bit 
sync is 5 ms. If a modernized signal is being tracked, the pilot channel is used and 
data transitions are of no concern to the tracking loops, but there are other pilot 
channel concerns while getting into the steady state carrier tracking mode that are 
introduced in the following section.

8.4.2.2  Carrier Tracking Loop

In Figure 8.18 the IP, QP slow function samples are fed to the carrier loop dis-
criminator that determines the carrier phase error for each sample. Each phase 
error sample is fed to the carrier loop filter that removes noise and predicts a Dop-
pler frequency correction sample, ωi. The design details of these two functions are 
provided in Section 8.6. This output is fed to the carrier NCO after a bias (if any) 
is added. Recall that no bias is required for the baseband ADC case while the IF 
ADC case does require a bias term. That output becomes the M input of the carrier 
NCO illustrated in Figure 8.15 and the carrier phase increment per sample shown 
in Figures 8.13 and 8.14. Each ωi sample is also multiplied by a scale factor and 
added to the code loop filter output to provide carrier aided code. Since the code 
and carrier outputs are both range terms, the carrier aiding effectively removes the 
dynamic stress from the code loop. There is a smaller amount of Doppler in the 
code tracking loop than in the carrier tracking loop, so the carrier aiding to the code 
loop must be scaled down. The scale factor is determined by 

	 ( )Scale factor cycles/chipsc

L

R

f
= 	 (8.25)

where Rc = spreading code rate (Mcps) and fL = L-band carrier frequency (MHz) 
of the signal.

Table 8.13 shows the scale factors for the GNSS open signals. This table does 
not include the future GLONASS open signals L2OF (L2 FDMA signals) and 

Table 8.12  Ratio of Fast Functions to Slow Func-
tions Processing Speed
Predetection  
Integration Time

Ratio of Fast Function to Slow 
Function Processing Speed

T (ms) Baseband ADC fs 
= 34 MHz

IF ADC fs = 
112 MHz

20 680,000:1 2,240,000:1

10 340,000:1 1,120,000:1

5 170,000:1 560,000:1

1 34,000:1 112,000:1
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L1OC and L2OC (L1 and L2 CDMA signals). Note that there are 14 carrier fre-
quencies and scale factors for the GLONASS L1 signals, but the same replica code 
generator is used for all 14. The recent GLONASS L3 signal is a CDMA signal. 
Also, the future BeiDou open signals, the B1-C and the B2 AltBOC (15, 10) signal 
consisting of QPSK-R(10) signals B2b and B2a, are not included for lack of a final 
interface specification. 

Pilot Channel Carrier Tracking
Up to this point, the digital channel architecture has been described in the context of 
legacy GPS and GLONASS signals that are modulated by data. Many modernized 
GNSS signals provide separate data and pilot (dataless) channels. The pilot signal is 
the clear choice for carrier tracking because it is significantly more robust than the 
data signal. This is further described in Section 8.6.1. Although the pilot channel re-
moves concerns about data transitions in the carrier tracking loop, data transitions 
remain in the data channel demodulation process. There are also secondary codes in 
the modernized signals that cause degradation in the signal-to-noise ratio until the 
replica secondary codes of both data and pilot channels are synchronized with their 
counterparts in the SV signal. The secondary code generation function is included 
with each code generator design and they do provide mitigation to multipath and 
narrowband interference when synchronized with their respective codes. Secondary 
codes are further described in Section 8.5. 

There are relatively few architectural changes needed to make a legacy digital 
channel design compatible with a modernized GNSS signal with data and pilot 
channels. The architectural addition is shown in Figure 8.19. There are now two 
code generators, data channel and pilot channel, with their respective shift regis-
ters. The data channel is synchronized to its incoming signal by the pilot channel. 
The prompt code of the data channel is mixed with nI  followed by the data channel 
fast function integrate and dump to produce PdI  that is sent to its slow function 

Table 8.13  GNSS Open Signal Scale Factors for Carrier-Aided Code

Constellation Signal
Carrier Frequency 
(MHz)

Spreading 
Code Rate 
(Mcps)

Carrier-Aided Code 
Scale Factor

GPS L1 C/A 1,575.420 1.023 0.000649351

L1 CD, L1 CP 1,575.420 1.023 0.000649351

L2 CM, L2 CL 1,227.60 0.5115 0.000416667

L5 I5, Q5 1,176.450 10.23 0.008695652

GLONASS L1OF 1,602 + 0.5625NG

NG = −7, −6, −5, 
−4, −3, −2 −1, 0,1, 
2, 3, 4, 5, 6

0.5115 0.000320075 NG(–7)

0.000319288 NG(0)

0.000318617 NG (6)

L3OC 1,202.025 10.230 0.008510638

Galileo E1 B, E1 C 1,575.42 1.023 0.000324675

E5a-I, E5a-Q 1,176.450 10.23 0.000434783

E5b-I, E5b-Q 1,207.140 10.23 0.000423729

BeiDou B1I 1,561.098 2.046 0.000327654

B2I 1,207.140 2.046 0.000423729



400	�������������� GNSS Receivers

counterpart. After the slow function integrate and dump produces IPd (not shown), 
this signal is fed to the data demodulation function. The modernized data demodu-
lation function, which may include a forward error correction (FEC) decoder, is 
more complex than its legacy counterpart and far more effective at reducing the 
bit error rate. As stated earlier for the legacy design of Figure 8.18, IP is sent to the 
data demodulation function only when a data channel is controlling the carrier-
tracking loop. Data demodulation is described further in Section 8.11.

Since the data and pilot channels are synchronous at their origin in the SV and 
modulated onto the same carrier, then digital channel closed loop operation with 
the pilot channel also provides sufficient information to synchronously demodulate 
the data channel in the open loop manner depicted in Figure 8.19. The data chan-
nel performance would be worse if operated independently in closed loop with 
its own carrier and code tracking loops. As noted in Figure 8.19, nQ , Edn, Ldn are 
reserved for robust designs (i.e., when there is a need to enhance the pilot tracking 
robustness using the power in the data channel for other than data demodulation). 

Phase Alignment With Data/Symbol Transitions
Figure 8.20 illustrates the phase alignment of integrate and dump intervals with SV 
data or symbol transition boundaries. At the top of figure, the SV data or symbol 
transition boundaries gradually change phase (owing to SV range changes) and are 
usually not aligned with the receiver’s set time boundaries shown second from the 
top of the figure. The SV transition boundaries movement relative to the set time 
can be in either direction and typically very slow (e.g., for a stationary user, slowly 

Figure 8.19  Minimum data channel fast functions using pilot channel code generator for 
synchronization.
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to the right if the SV is rising, stationary at highest elevation and slowly to the left 
if setting, with about a 20-ms total change in phase between zenith and either hori-
zon). The SV data or symbol transition boundaries are generally different for each 
SV and therefore different in each digital channel. 

As stated in Figure 8.20, the set time phase is unchanging and its period, named 
fundamental time frame (FTF) in the figure, is the same phase in every digital chan-
nel. The FTF count is shown under each epoch in the second line. The FTF count 
is monotonic and is typically maintained by a 32-bit accumulator that periodically 
rolls over. It keeps the same time for all of the digital channels and is maintained 
by the receiver control and processing function. The digital channel design must 
adjust its predetection integration time (PIT) from the misaligned (presync) phase 
shown in the third line of Figure 8.20 to the aligned (post-sync) phase shown on 
the bottom line. When the receiver does not know its position and precise time, 
it cannot compute the SV range to predict the phase of the SV transitions. How-
ever, the receiver control and processing function, in cooperation with each digital 
channel, learns this initial phase offset by a process called bit synchronization (or 
secondary code synchronization). Bit sync occurs shortly after the signal is acquired 
and uses the set time sync feature shown in Figures 8.13 and 8.14 to remove the 
offset between the FTF and SV transitions that are shown in the second line from 
the top of Figure 8.20. After this alignment to the SV data or symbol transition, the 
(suboptimum) integrate-and-dump boundary (i.e., PIT shown on the bottom line) 
is widened to match to the data or symbol period of the SV. This is the desired (op-
timum) PIT for data demodulation. It is usually the desired PIT for phase lock loop 
operation with the legacy signals that have data transitions in the tracking signal. 
For pilot signals there are no data boundary restrictions on the PIT, but since there 

Figure 8.20  Phase alignment of predetection integrate-and-dump intervals with SV data/symbol 
transition boundaries.
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is no squaring loss in these signals the PIT is also less important. The PIT defines 
the value of T that is used prolifically in most of the sections to follow.

8.4.2.3  Code Tracking Loop

Referring back to Figure 8.18, the slow functions of the code-tracking loop are 
shown at the top using the early and late fast function signals. The slow function 
integrate-and-dump process completes the predetection integration time. This is 
followed by the envelope computation shown in the figure. The early and late enve-
lopes are sent to the code loop discriminator after (optional) noncoherent filtering 
by integrate-and-dump functions shown in the figure. This additional integration 
time is made possible by the carrier aiding to the code loop described earlier because 
dynamic stress has been removed from the code tracking loop (i.e., it is only track-
ing atmospheric delay variations). If the noncoherent integration option is used, the 
code loop filter is updated at a slower rate than for the carrier loop filter thereby 
removing more noise and reducing computation burden. Inspection of the carrier-
aided code design in the figure reveals that code loop filter output is constant for 
one or more periods of carrier loop iterations, but the scaled carrier aiding is added 
to the code loop output at the carrier loop update rate. The nominal code spread-
ing rate (called code NCO bias) is added to the carrier-aided code Doppler output 
and fed to the code NCO, resulting in the same code loop update rate as the carrier 
loop.

Even though these are slow functions in terms of how often they are performed, 
when the time comes (the dump sample time) for all of their computations to be 
performed, the computation delay should ideally be completed before the next 
sample time occurs. This corresponds to zero computation delay in the real-time 
digital process. However, this is typically not the case. This design issue is further 
described as part of the loop filter stability topic in Section 8.8.5.

There are numerous design variations in code tracking loop designs. For ex-
ample, a common design practice is to use the power computation of the complex 
inputs (avoiding the square root to provide the envelope), but this is a carryover 
from analog technology that produces a nonlinear code discrimination function 
even at high signal to noise ratios. On the upside, if the carrier-tracking loop is in 
phase lock, then coherent code tracking using only IE and IL can be used (unmodi-
fied) since the Q signals contain only noise under this condition. Coherent code 
tracking is ideal because it produces the most accurate range measurements, but 
requires quick fallback to the noncoherent code discriminator process if phase lock 
in the carrier loop is lost. So the prudent use of coherent code tracking depends on 
a very reliable phase lock status indicator design that is further described in Section 
8.13.2. The various code loop discriminator designs are described in Section 8.7.1. 

8.4.3  Search Functions 

Now that the digital channel architecture and its basic functions are better under-
stood from a high-level steady-state signal tracking perspective, the search functions 
can be described from the perspective of getting the digital channel into the tracking 
state. Three search modes are typically used in a commercial GNSS receiver:
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1.	 Sky search: This uses the search engine under cold-start and warm-start 
uncertainty conditions where the receiver is highly uncertain about nu-
merous parameters including the uncertainty that the SV being searched 
is in view. Sky search is a sequential search process (i.e., the search engine 
searches for one SV at a time, dismissing any SV after the full uncertain-
ty has been explored for that SV without success). The worst-case PVT 
and SV location (visibility) uncertainty condition is cold-start acquisition 
where the GNSS receiver typically has no PVT information and little or no 
knowledge of the reference oscillator frequency offset, but usually has at 
least crude almanac data for the SV constellations used. The almanac data 
cannot provide SV location without at least a coarse estimate of position 
and time, but is available for initial measurement incorporation when the 
first four SVs have been acquired (without the added delay waiting for 
SV broadcast ephemeris data to be demodulated). The search condition 
from standby mode when the previous mode was tracking is called warm 
start. It has lower uncertainty than for cold start, such as knowledge of the 
reference oscillator frequency offset from its specified value (that reduces 
Doppler uncertainty) and a more accurate estimate of time and almanac 
data, but not necessarily position (needed to locate the SVs in view), but 
the last known position and current time is a good starting point for warm 
start. Sky search would be an extremely time-consuming process without a 
search engine. The GPS L1 C/A code is a very efficient acquisition signal in 
space and was originally designed to serve this purpose. It has a short code 
length of 1,023 chips, but its signal is not as robust as are its modernized 
counterparts.

2.	 Aided search: This uses reduced search resources of the digital channel 
when the receiver is tracking in at least four other digital channels, thereby 
providing very low uncertainty conditions. Aided search is a parallel search 
process whereby every digital channel is acquiring different SVs at the same 
time. The aiding provided to each digital channel under this search condi-
tion results in almost instant acquisition unless the signal is blocked or the 
interference level is high enough to prevent acquisition. In the latter case, 
the situational awareness feature of the front-end provides information to 
best determine the acquisition strategy. Under this search condition, the 
aiding includes the certainty that the SV is visible unless obstructed.

3.	 Reacquisition: This initially uses aided search and the reduced search re-
sources of the digital channel with aiding provided by dead reckoning. 
Reacquisition occurs when some or all signals are lost due to dynamic 
stress, signal blockage, or interference and is a parallel search process. The 
initial uncertainty under this condition is usually low but grows exponen-
tially with outage time if fewer than two SVs are being tracked (assuming 
that altitude hold and time bias rate hold modes are used during a 2 SV 
tracking condition). When the predicted uncertainty has increased to the 
point where the digital channel search resources are inadequate, the search 
engine is used. When a subset of digital channels lose track for any reason, 
but four or more remain tracking, that subset is technically reacquiring, 
but functionally in aided search.
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8.4.3.1  Search Engine 

The search engine is a massive two-dimensional search function. It can be imple-
mented by traditional time-domain search techniques or by modernized frequency 
domain techniques. Frequency-domain techniques are computationally intensive 
and are practical only if available computational resources can support it. The time-
domain architecture is described first, followed by the frequency-domain archi-
tecture. These acquisition designs are further described in Section 8.5. The search 
engine is used only in the worst-case condition where the receiver can provide little 
or no information to assist in the search process (i.e., it must explore the maximum 
uncertainty in both the carrier Doppler and code range dimensions).

Carrier Doppler Range Uncertainty
The determination of the maximum Doppler uncertainty must take into account 
contributions due to the changing range to the SV caused by the maximum SV 
velocity toward the user plus the maximum user velocity toward the SV plus the 
frequency offset error in the reference oscillator. The SV contribution to Doppler 
uncertainty is described first.

Figure 8.21 illustrates the orbit geometry of the GNSS SV with respect to a 
stationary user on the surface of the Earth, neglecting Earth rotation and relativ-
ity effects due to the high velocity of the SV. The geometry assumes a constant 
Earth radius, RE = 6,378,137m (WGS-84 equatorial radius), constant SV orbit 
radius, RES, around the Earth and that the SV orbit is in the plane of the user (i.e., 
the worst-case Doppler range condition where SV closest approach to the user is 
directly overhead). The user height above the Earth surface, hU, is assumed to be 
zero because it is usually a small order effect, but it could simply be added to the 
Earth radius, RE.

 By inspection of Figure 8.21, the SV velocity is

	 ( )2
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R
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= 	 (8.26)

Figure 8.21  GNSS space vehicle (SV) orbit geometry with respect to stationary user on Earth’s 
surface.
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where Torbit  is the SV orbit period in seconds and RES is the SV orbit radius from 
the Earth’s center in meters (usually specified as the standard orbit semimajor axis).

The SV velocity component toward the user is 

	 ( )sin m sSU Sv v β= 	 (8.27)

where β is the angle at the SV between the line from the center of the Earth, that is, 
the SV orbit radius, RES, and the line from the user to the SV (i.e., the user range to 
the SV, rUS). Note in Figure 8.21 that the projection from the end of vector vS onto 
rUS is perpendicular to vector vSU that is aligned with rUS, so the angle opposite to 
rUS is also equal to β. 

Using the law of sines:
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     (radians)	 (8.28)

The satellite velocity component toward the user can now be defined in terms 
of the user elevation angle, α, in radians by substituting (8.28) into (8.27) 
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Using (8.29) and then (8.26), the worst-case Doppler effect at the user position 
caused by the SV carrier frequency is 
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where L
L

c
f

λ =  is the wavelength (m) of the transmitted L-band frequency, fL (Hz), 

using the velocity of light, c = 299,792,458 m/s.
The range from the user to the SV is determined by 
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Using (8.31) and referring to Figure 8.21, α = 0 radians corresponds to the 

maximum range to the SV, 2 2 2 2 2
max 2US E ES E ES Er R R R R R= + − = − (m) , and 

2
π

α =  ra-

dians corresponds to the minimum range, 2 2
min 2US E ES E ES ES Er R R R R R R= + − = − (m).

Note that the Doppler is maximum when the SV is at the user horizon (α= 0 

and π radians), zero at user zenith, positive when the SV is rising (0 ≤  α < 
2
π

 radi-

ans) and negative when the SV is setting 
2
π

 <  α ≤  π radians.

The equation for the added Doppler due to user motion is 

	 ( )cos
HzUS U

DU
L L

v v
f

α

λ λ
= = 	 (8.32)

where vUS  is the user velocity toward the SV and vU is the user velocity in the user 
plane in the direction of the SV orbit plane. In practice, vU is assumed to be the 
maximum user velocity (m/s).

The reference oscillator frequency offset is specified as a dimensionless ratio, 
f

f
∆

, with a value in parts per million (ppm). Specific value examples are ±0.5 ppm 

(very high quality), ±1 ppm (high quality), ±2 ppm (medium quality), and ±3 ppm 
and higher (low quality). A frequency offset at any lower frequency in the receiver 
front end is always referenced to the original L-band frequency of the SV. In other 
words, frequency offsets are the same at baseband as they are at L-band. Therefore, 
the equation for the Doppler effect caused by the reference oscillator frequency 
offset (regardless of its specified frequency) is 
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where fLMHz is the L-band carrier frequency expressed in units of megahertz and

1

f
f
∆

 is the ppm value ±0.5, ±1.0, and so forth without the “million” in the 

denominator.

Code Range Uncertainty 
The optimum code search increment is ½-chip, so the search engine code range 
uncertainty for a civilian GNSS signal with short code length, LC (chips), is 2 LC 
code bins, unless there is an overlay code. Overlay codes are shorter in length, LO 
< LC, but with longer periods than the spreading code generator (TO > TC) and 
considerably slower clock rates (fO << fC), resulting in uncertainty of the overlay 
code phasing with the replica code periods because the overlay period spans mul-
tiple spreading code generator periods. The ambiguity is typically the overlay code 
length.



8.4  Digital Channels	 407

There are two approaches that can be used by a search engine to accommodate 
GNSS signals with overlay codes. First, the combination of the spreading code and 
secondary code can be treated as a long code (with length = LOLC). This approach 
has the drawback that it greatly increases the search engine code range uncertainty 
(to 2LOLC assuming ½-chip increments) and the advantage that it permits for very 
long PITs. A second approach is for the search engine to treat the known secondary 
code as unknown data symbols, and simply use a PIT that minimizes the impact of 
data transitions. With this approach, or for configuring the search engine for GNSS 
signals modulated with navigation data, the PIT, T, should be less than or equal to 
the unknown data symbol period.

In the code generators of Figure 8.19, there is a code overlay sequence genera-
tor associated with its respective replica code generator. This design would be ap-
propriate to implement the first approach described above for the search engine. 
The code NCO (Doppler compensated) frequency, f̂ , is divided appropriately to 
advance the overlay code generator at f̂ o and also counted so as to reset the overlay 
code generator at the end of its period. Both the replica code generator and the 
overlay code generator are reset at the beginning of their joint sequences, although 
this is arbitrarily at the beginning of one replica code generator period until the 
correct one is known after the phase ambiguity has been learned. These shifting 
and reset processes are Doppler compensated if the search is conducted in real 
time. The overlay and code generator sequences are multiplied at the replica code 
generator output rate, f̂ , as a 1-bit multiply using exclusive-or logic. The overlay 
transition boundary is synchronous with the code generator period, so the number 
of search engine code bins will be 2LCLO. Alternatively, the search engine could re-
quire the code generators to suppress the overlay code sequence until the ambiguity 
is determined (as per the second approach discussed above). When the overlay code 
ambiguity is resolved, the replica overlay code is activated and phased accordingly. 
One of the many benefits of the overlay code is that when its ambiguity is resolved 
by the search process, this also resolves the ambiguity of the data or symbol transi-
tion boundary of the companion data channel thereby avoiding the need for a bit 
synchronization process (further described in Section 8.11).

Search Engine Carrier Doppler and Code Uncertainty Ranges
Table 8.14 shows the maximum carrier Doppler and code uncertainty ranges re-
quired by the search engine. This is provided for all GNSS open signals with a 
defined interface specification at the time of this writing. In many practical receiver 
designs, the code uncertainty range would be reduced significantly for those sig-
nals with very long overlay codes (e.g., GPS L1C) by initially treating the overlay 
code bits as unknown data symbols during the search (see Code Range Uncertainty 
in Section 8.4.3.1). The Doppler uncertainly computation uses (8.30) assuming a 
minimum user elevation angle of 15° (0.2618 radian). 

The Doppler uncertainty from Table 8.14 must be increased to include the 
maximum user velocity using (8.32) and reference oscillator frequency offset error 
using (8.33) when these are unknown by the receiver during cold start. 

Two case examples are used to compare the cold-start search uncertainty for 
the same maximum user velocity and reference oscillator offset using the GPS L1 
C/A signal (λL1 = 0.1903 m, fL1MHz = 1,575.42 MHz) and the GPS L5 Q5 pilot 
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signal (λL5 = 0.2548 m, fL5MHz = 1,176.45 MHz). Both case examples assume a 
minimum user elevation of 15° (0.2618 radian), a maximum user velocity of 100 
mph (44.7 m/s), and a reference oscillator maximum frequency offset of ±1 ppm. 
From (8.32) and (8.33):
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From Table 8.14, the L1 C/A Doppler range is ±4,722 Hz, so the total Doppler 
search range is ±6,524 Hz. The total code search range is 2,046 half-chips. The L5 
Q5 Doppler range is ±3,526 Hz, so the total Doppler search range is ±4,871 Hz 
and the total code search range is 409,200 half-chips.

A rule-of-thumb estimate of the useful bandwidth of one Doppler bin is 2/(3T) 
where T is the dwell time per cell consisting of one Doppler bin and one code bin. 
For the C/A-code, a typical search dwell time under good signal to noise ratio con-
ditions is T = 1 ms, so each Doppler bin width is 667 Hz. For L5 Q5, if the search 
engine is correlating over a full repetition of the Neuman-Hofman (NH) overlay 
code that is 20 bits long with each bit period equal to the 1-ms spreading code pe-
riod, then T = 20 ms and the Doppler bin width is 33 Hz. 

With the above assumptions, the L1 C/A signal requires 21 Doppler bins (an 
odd number is always required to search symmetrically above and below the first, 
0 Hz, Doppler bin) and the L5 Q5 signal requires 293 Doppler bins. The L1 C/A 
signal requires a total of 21 × 2,046 = 42,966 search cells while the L5 Q5 signal 
requires 293 × 409,200 = 119,895,600 search cells. The number of search cells for 
Q5 can be reduced to 15 × 20,460 = 306,900 if the NH code is initially treated as 
unknown data and using T = 1 ms, but sensitivity is diminished and the overlay 
code ambiguity must be resolved after the code ambiguity is resolved.

Importantly, there are false peaks when the L5 Q5 replica code is aligned with 
the incoming code but the NH replica overlay is misaligned with the incoming 
overlay code [41]. Such peaks occur for any first GNSS signals with an overlay 
code. These peaks are not encountered when the first approach outlined in Section 
8.4.3.1 (Code Range Uncertainty) is used within the search engine to initially treat 
the overlay code bits as unknown data symbols. This approach is followed in [41], 
which also outlines a simple method to resolve the overlay code timing ambigu-
ity. Once the spreading code replica is aligned with the incoming spreading code, 
there are only LO possible starting times for a length-LO overlay code. Successive 
correlation sums using a PIT equal to the spreading code repetition period can be 
correlated against the overlay code under all LO start time possibilities, and the 
largest result indicates which possibility was correct. 

Using the second approach outlined in Section 8.4.3.1 (Code Range Uncer-
tainty) in which the combination of spreading code and overlay code are correlated 
against the incoming signal, false peaks can be avoided in at least two ways. First, if 
all of the cells in the two-dimensional code/Doppler uncertainty space are searched 
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simultaneously (e.g., using FFT techniques), the noise on each false peak is highly 
correlated with the noise in the correct code/Doppler cell and an incorrect detection 
is highly improbable. Secondly, if a sequential search is used, once the signal is ac-
quired, the other LO − 1 timing possibilities for the overlay code can be monitored 
to see if any of these possibilities yields correlation sums with greater power (which 
would both indicate that the overlay code was mistimed when acquisition first oc-
curred, and also how to resolve the overlay timing ambiguity correctly). 

There are obviously numerous other acquisition strategies for GNSS signals 
with overlay codes, but from the above discussion it should be clear that GNSS 

Table 8.14   GNSS Open Signal Code and Carrier Doppler Search Engine Ranges

Constellation
RES

1

Torbit
1

Doppler 
Range a ≥ 15° 
(Hz)

Open  
Signals 
(Pilot Only)

Carrier  
Frequency 
(MHz)

Code: LC (T)1

Overlay: LO (T)1

L = chip length
T = period

Code Range 
(1/2-chips)

GPS 26,578 km
11 hours/58 
minutes/2 
seconds

= 43,082 
seconds

4,722 L1 C/A 1,575.420 1,023 (1 ms)  
no overlay

2,046

4,722 L1CP 1,575.420 10,230 (10 ms) 
1,800 (1,800 ms)

36,828,000

3,679 L2 CL 1,227.60 767,250 (1.5 s) 
no overlay

1,534,500

3,526 L5 Q5 1,176.450 10,230 (1 ms)

20 (20 ms)

409,200

GLONASS 25,478 km

11 hours/14 
minutes/30 
seconds 
= 40,472 
seconds

5,098 NG(−7)

5,100 NG(−6)

5,119 NG(0)

5,120 NG(5)

5,122 N (6)

L1OF 1,602 + 
0.5625NG

NG = −7, −6, 
−5, −4, −3, −2 
−1, 0, 1, 2, 3, 
4, 5, 6

511 (1 ms),  
no overlay

1,022

3,965 NG(−7)

3,967 NG(−6)

3,975 NG(0)

3,982 NG(5)

3,984 N (6)

L2OF 1,248 + 
0.4375NG

NG = −7, −6, 
−5, −4, −3, −2 
−1, 0, 1, 2, 3, 
4, 5, 6

511 (1 ms),  
no overlay

1,022

3,835 L3OCp 1,202.025 10,230 (1 ms),  
10 (10 ms)

204,600

Galileo 29,600 km

14 hours/4 
minutes/41 
second = 
50,581 
seconds

4,022 E1 CBOC- 1,575.42 4,092 (4 ms),  
25 (100 ms)

204,600

3,003 E5a-p 1,176.450 10,230 (1 ms),  
100 (100 ms)

2,046,000

3,082 E5b-p 1,207.140 10,230 (1 ms),  
100 (100 ms)

2,046,000

BeiDou 27,778 km

12 hours/52 
minutes/4 
seconds 
= 46,324 
seconds

4,351 B1I 1,561.098 2,046 (1 ms),  
20 (20 ms)

81,840

3,365 B2I 1,207.140 2,046 (1 ms),  
20 (20 ms)

81,840

Note 1: Each constellation orbit radius and period and each SV code length and overlay length and corresponding periods are from [39]
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signals with short spreading codes and no overlay code (e.g., GPS C/A-code) are 
the better search engine choice under favorable signal acquisition circumstances. 

8.4.3.2  Basic Time-Domain Search Functions

Figure 8.22 depicts the digital channel time-domain search mode functions for one 
carrier Doppler and one code bin. During the search mode, the carrier and code 
functions are operated open loop (i.e., under step-by-step two-dimensional search 
control of the receiver control and processing function). The carrier Doppler and 
code NCO inputs used during the search pattern are precomputed and stored in a 
look-up table (one table for every type of search). One digital channel can synthe-
size only one Doppler bin per search dwell time, T, but it can synthesize multiple (M 
+ 1) code bins per dwell time using the code generator depicted in Figure 8.23 con-
figured for the search engine mode. Note that the only difference from the tracking 

Figure 8.22  Digital channel open loop search functions for one cell.

Figure 8.23  Search engine replica code generator with noise meter output.
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mode is the extended (M stage) shift register. Also note that this figure illustrates 
how the 2-chip early noise meter code phase is synthesized. An alternate method 
of generating the noise meter is to use an uncorrelated signal from the replica code 
generator such as the G1 register of the C/A replica code generator. This method 
does not require the 2-chip early delay since the synthesized replica code never cor-
relates with the incoming signal. 

Beginning at the bottom left corner of Figure 8.22, the complex carrier wipe-
off output for Doppler bin j is applied to two complex code wipe-off functions (one 
for signal and the other for the noise meter). This input corresponds to the ,n nI Q  
complex samples produced by the carrier wipe-off functions shown in Figures 8.13 
or 8.14 where the carrier phase increment per sample (MCarrier or MCarrier + MBias, 
respectively) of the carrier NCO has been set to synthesize Doppler bin j for this 
part of the search process using table look-up values. Back to Figure 8.22, at the 
top left corner, the replica code phase for code bin k, 

kτΦ  is the corresponding shift 
register phase output (one of the Φτ0 to  ΦτM code phases) of the replica code gen-
erator configured for search mode shown in Figure 8.23. The code phase increment 
per sample (MCode) in Figure 8.23 is set to the nominal spreading code rate of the 
incoming signal (plus the appropriately scaled code Doppler bin j value). The noise 
meter output, ΦN, from Figure 8.23 is fed to the complex code wipe-off function in 
the lower signal path shown in Figure 8.22. These complex code and noise outputs 
are integrated for dwell time, T, typically 1 ms for good signal-to-noise ratio con-
ditions, then dumped into their respective envelope functions (square root of the 
sum of the squares of I and Q). The noise term is multiplied by a scale factor that 
determines the search threshold denoted Vt /σn, where the numerator is the volt-
age threshold and the denominator is the 1-sigma noise level. Because the search 
threshold is critical, this scale factor is typically optimized for low, medium and 
high signal to noise ratios for each SV signal and T using computer simulations. 
Using this threshold, the search detector makes a binary decision (often called a 
one-shot decision) based on the signal being above or below the noise threshold. 
That decision (1 if true, 0 if false) is passed to a more sophisticated search detec-
tor that may require many one-shot decisions in the same Doppler and code bin 
to make its final decision. Three search detector decision outcomes are possible 
as shown in the figure (top right corner): (1) continue in the same cell (in which 
case nothing is changed); (2) signal not present (in which case the next unsearched 
cell is selected, but only after all other parallel search detectors have terminated); 
or (3) signal present (in which case a carrier Vernier search and peak code search 
are performed followed by carrier and code loop closure). Time-domain search 
detector designs, including search threshold, are derived mathematically in Section 
8.5. The search process ends when the loop closure is successful as determined by 
the carrier-to-noise power ratio meter and ultimately by the phase lock indicator 
described in Section 8.12. The loop closure process must pull in any remaining 
frequency and code uncertainty. The weak link is the carrier loop typically using a 
frequency lock loop (FLL) carrier discriminator that has a much wider frequency 
error pull-in range than does a phase lock loop (PLL). The FLL will automatically 
transition into PLL operation if the FLL-assisted PLL loop described in Section 
8.8.3 [40] is used. 

Figure 8.24 illustrates a typical two-dimensional search pattern using the leg-
acy C/A code with 1023 possible code phases as an example. In the code range 
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dimension, 1,023 chips are searched in ½-chip increments. This is the optimum 
code bin size for the search process, but subtle code generation and correlation 
features are required for BOC signal ambiguity removal (described further in Sec-
tion 8.5.6). The code cell search pattern is always from early to late (left to right 
as indicated in Figure 8.24) in the code dimension because false multipath signals 
always arrive late with respect to the true GNSS signal. 

Figure 8.25(a) is a plot of the ideal (infinite bandwidth) BPSK code correlation 

envelope equation, 2 1
chip

A
T

τ 
− 

 
 for |t| ≤ Tchip and 0 elsewhere, where A is the signal 

amplitude (assumed normalized to 1), τ is the offset (in chips) between the replica 
and incoming spreading symbols and Tchip is the period of each symbol (1 chip). 
The actual (finite bandwidth) correlation envelope is rounded at the peak and the 
transition regions are not straight lines. The figure depicts the maximum signal loss 
factor (0.25), amplitude roll-off (−2.5 dB) and power loss (−1.25 dB) correspond-
ing to the worst-case alignment between the replica and the incoming spreading 
symbols where the replica is exactly ½-chip offset from the incoming signal as 
marked on the code correlation envelope. The plot is marked at all of the ½-chip 
intercepts but only the two equal and highest intercepts are analyzed.

There are only 7 Doppler bins shown in Figure 8.24. Note that there are always 
an odd number of Doppler bins because the carrier Doppler search pattern should 
begin centered on the mid-Doppler bin of the uncertainty region (the zero Doppler 
bin for cold start). As implied by the numbers to the left of the Doppler bins, a 
sequential search pattern is symmetrically spaced around the mid-Doppler bin. For 

Figure 8.24  Two-dimensional C/A code search pattern.
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cold start, the Doppler search pattern is from the highest user elevation angle to 
lower in a symmetrical pattern, alternating between the possibility that the SV may 
be rising or setting and the user velocity toward or away from the SV line of sight. 

Figure 8.24 shows a useful rule-of-thumb value for the Doppler bin frequency 
width as 2/(3T) Hz, where T is the search dwell time in seconds. Figure 8.25(b) 
shows the maximum signal loss factor (0.6839), amplitude roll-off (−3.3 dB) and 
power loss (−1.65 dB), corresponding to this approximation. The figure is a plot 

of the loss factor equation ( ) 2
sin offset

offset

Tf

Tf

π

π

 
   

, where foffset is the frequency mismatch 

between the replica and the incoming signal, T is the dwell time. The plot is marked 
at 2 points where foffset = ±1/3T Hz. The exact Doppler bin frequency spacing for a 
maximum amplitude rolloff of exactly −3 dB is 2/πT Hz. The calculations for foffset 
= ± – 1/πT

 
maximum loss factor is sin2(1) = 0.70807 and for maximum power loss 

is 10log10(0.70807) = −1.5 dB.
As shown in the Figure 8.24 search pattern snapshot, the peak signal is located 

in Doppler bin 2 and at chip 1022, specifically in the second half-chip of the replica 
C/A code phase state, but it is obvious that the signal could be detected in 2 nearby 
Doppler bins and code bins depending on the threshold voltage, Vt, setting (and the 
noise level, σn, not illustrated in the figure). 

Figure 8.26 from [27] graphically illustrates the C/A code signal detection re-
gion in three dimensions. Note that the width of the code correlation response 
is characterized by the 2-chip wide correlation envelope that is maximum when 
the replica matches the incoming signal and essentially zero when mismatched by 
1-chip or more on either side of the maximum. The peak amplitude of the maximum 

Figure 8.25  Maximum signal loss using (a) ½-chip code bins and (b) 2/(3T) Doppler bins. 
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code correlation is dependent on how well the Doppler is matched. Figure 8.26 also 

reveals that the carrier wipe-off output signal is characterized by a 
( ) 2

sin offset

offset

f T

f T

π

π

 
   

  

response where foffset is the frequency offset in hertz between the replica and the 
incoming signal carrier Doppler, and T is the cell dwell time in seconds. In this 
example, T = 1 ms, so the main lobe has nulls at ±1 kHz with offset-diminished 
sidelobe amplitudes spaced 1 kHz apart on either side of the main lobe. 

Figure 8.27 shows how the 2-chip early noise meter code phase will never 
correlate with the incoming signal if any of the following (later) code phases are 
correlating with the incoming signal in the code search dimension (assuming the 
replica Doppler is closely matching the incoming signal in the carrier Doppler di-
mension). Obviously, the noise meter will not correlate with the incoming signal 
until the earliest replica signal ceases to correlate, so any signal detection dwell for 

Figure 8.27  Illustration of 2-chip early noise meter correlator with respect to later ½-chip code 
correlators within correlation region.

Figure 8.26  Code phase and carrier Doppler frequency two-dimensional search in signal capture 
region. 
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the situation that the noise meter is correlating with the signal will result in im-
mediate dismissal of that cell by the search detector. During the search mode the 

noise meter correlator provides the denominator of t

n

V

σ
 used by the search detector 

shown in Figure 8.22. During the tracking mode the same noise meter provides 
the noise power estimate for the signal to noise power ratio measurement function 
implied by Figure 8.18.  

Searching Uncertainty in Code and Doppler Dimensions
Recognizing that Figure 8.22 represents the search functions of one cell of the 
search pattern depicted in Figure 8.24, the time-domain search engine consists of 
a massive number of these cell functions operating in parallel. As a simple search 
engine example for the C/A code sequential search pattern described by Figure 8.24, 
consider that if there are 7 digital channels available for this search process, each 
channel having 2,046 code correlators and search detectors, then 7 × 2,046 cells 
can be searched simultaneously, thereby resolving all of the search uncertainty in 
the code dimension for 7 bins of Doppler uncertainty after all search detectors have 
terminated, assuming that the signal to noise ratio is equal to or higher than the 
expected value for the search parameters involved.

Figure 8.23 shows how the replica code generation function must be expanded 
in every digital channel during high uncertainty search modes (such as cold start) 
to support the search engine. Referring to Figure 8.23, the code NCO output des-
ignated as f̂ /δ uses δ = ½ since the replica code spacing is ½-chip and the M-bit 
shift register provides M+1 replica codes. This supports a simultaneous search of 
M+1 half-chip code cells using M+1 search detectors. If M+1 = 2LC where LC = 
replica code length (chips), then all possible combinations of ½-chip code phases 
can be searched in parallel (i.e., the total range uncertainty in one Doppler bin that 
is provided by one digital channel). If there are J digital channels available to this 
search engine, then J(M+1) cells can be searched simultaneously. If J Doppler bins 
covers the worst-case Doppler uncertainty, then the search engine will find the SV 
after the last search detector has reported an outcome of signal found or signal not 
found, but only if the SV is in view and unobstructed and the signal to noise ratio 
is adequate for the dwell time T. The situational awareness feature in the precise 
gain control of the front end provides information with respect to the level of in-
terference present that is used to select T and Vt /σn, but only the search process can 
provide signal power level awareness (i.e., the signal may or may not be obstructed 
even if the receiver knows that it should be visible). The only way to determine the 
signal power level is by the search process outcome. The antenna noise temperature 
rises when the receiver is operated indoors, but this small increase in thermal noise 
is not a reliable indicator of signal obstruction because there are so many other 
sources of increased noise. 

Searching with real-time processes can take a considerable amount of time 
when the carrier Doppler uncertainty and the code range uncertainty are high. 
Recall that the real-time search process involves correlation between the replica 
code and the incoming signal code following the carrier wipe-off process until the 
replica carrier Doppler phase and the replica code phase closely match simultane-
ously with the incoming signal. As seen in Figure 8.24 this uncertainty is mapped in 
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discrete Doppler bins and code bins whose intersections are called cells. From the 
perspective of using the same type of real-time processes to build a search engine 
that is used during steady state tracking, the fastest real-time signal acquisition 
time is achieved when there are enough real-time processing resources to examine 
all of the cells simultaneously. Lacking those resources, the real-time search process 
must repeat the search pattern systematically either until the total uncertainty has 
been searched or the signal is found earlier in the search pattern. Described next 
are much faster and more computationally efficient search engine signal acqui-
sition techniques using frequency domain processing made practical by modern 
ultrahigh-speed DSP technology. 

8.4.3.3  Frequency Domain Search Engine

Instead of the ADC sampled data stream being processed sequentially sample by 
sample in real time using parallel hardware, frequency-domain techniques process a 
block of samples (e.g., N samples at a time corresponding to the real-time dwell pe-
riod, T). For this reason, GNSS frequency-domain processing is often called block 
processing. All of the associated frequency domain processes must be completed 
faster than T, corresponding to the time interval of that block of data (i.e., the entire 
block of data must be fully processed by the time the next block of data arrives in 
real time, but interim results can be accumulated noncoherently until the predicted 
signal-to-noise ratio is sufficient for signal detection or the signal is not found after 
exploring all signal uncertainty). Block processing is made practical by the FFT 
version of the discrete Fourier transform (DFT) in combination with modern DSP 
technology designed to support discrete frequency-domain processing, specifically 
using the FFT algorithm, its complex conjugate, and its complex inverse, available 
as turnkey programs that run significantly faster than the underlying real time that 
marches on while this frequency-domain processing is taking place.

FFT Versus DFT Computational Efficiency 
The DFT and FFT both produce the same results, but for a large number of complex 
samples, N, the computational efficiency of the FFT is orders of magnitude faster. 
The DFT execution time is kDFTN2 and the FFT execution time is kFFTN log2 N, 
where the k factors are constants of proportionality [42]. 

A case example for N = 4,096 complex samples (hereafter called “point” in this 
example) using the Texas Instruments TMS320VC5505 DSP dramatically demon-
strates the processing speed advantage of the FFT over the DFT for large N. Start 
with the specified 1,024-point FFT in 7,315 cycles in [43] that takes 7,315/150 = 
48.8 µs at its maximum specified clock speed of 150 MHz, so kFFTN log2 N = 4.88E-
05 seconds and N log2 N = 10,240, then kFFT = 4.88E-05/10,240 = 4.77E-09. The 
value for kDFT is typically about a factor of 2.5 longer than for kFFT [42], so assume 
kDFT = 1.19E-08. For a 4,096-point DSP, the execution time for the DFT is kDFTN2 
= 200 ms and for the FFT is kFFTN log2 N = 234 µs. Therefore, the 4,096-point 
FFT is 853 times (nearly 3 orders of magnitude) faster than the 4,096-point DFT, 
plus the FFT is more accurate because there are fewer computations resulting in 
lower round-off error. Refer to Chapter 12 of [42] for more details on DFT and 
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FFT implementation, including programs written in BASIC for the complex DFT, 
FFT, inverse FFT (IFFT) as well as FFT and IFFT for real signals. 

As shown in Figures 8.13 and 8.14, the input signal can be complex or real, 
respectively [i.e., each input stage contains either a complex value with a real and 
imaginary part or a real value (with only a real part)]. In the case of GNSS signal 
samples, the real and imaginary parts are the in-phase (I) and quadra-phase (Q) 
samples, respectively. Figure 8.28 adapted from [44] illustrates how a block of N 
samples is transformed by the DSP for both the (a) real and (b) complex case using 
N = 8 and n = 3 in both cases. (Note that N is intentionally short for simple graphic 
illustration purposes only and is not a typical number of points.) The typical FFT 
transforms only complex inputs and is based on the lower left part of Figure 8.28 
(complex DFT and FFT in the time domain) with the restriction that N = 2n, n = 
any positive integer, also called radix 2 (i.e., log2 N = n). The crosshatched time-
domain samples suggest how the FFT can transform a real signal by showing the 
common values between the real DFT and the complex DFT. Within the complex 
DFT (and FFT), each sample corresponds to an ordered memory location that con-
tains two values, one real and one imaginary (e.g., I and Q samples). So any real 
signal can be converted into a complex signal and transformed by the conventional 
FFT by simply attaching an imaginary value of length N containing all zeros. Also, 
since the FFT operates on complex signals of length N based on some power of 2, 
then any input signal sample length that contains fewer samples than this is made 
equal to length N by adding zeros into the remaining samples, called zero padding. 
As illustrated in [42], a real FFT program can be written that accepts the complex 
FFT format with the imaginary part filled with all zeros, but does not waste com-
putation time processing them. Also, there are now FFT programs that will convert 
signals that are not radix 2.

FFT Simplicity and Efficiency
This section begins with a familiar time-domain computation process that is simpli-
fied by frequency domain processing. The real-time discrete convolution process 

Figure 8.28  Time- and frequency-domain comparisons between real and complex DFT. Cross-
hatched time-domain samples show common values between the two DFTs. 
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between a digital filter with finite impulse response h(n) and a digital signal input 
x(n) is usually abbreviated as x(n)*h(n) = y(n), where the star symbol means con-
volved with. The real-time convolution process is commutative (i.e., the order of 
the input signal and impulse response does not matter if the convolution process 
is computed correctly for each case). Assume that x(n) is an N point digital input 
signal running from 0 to N − 1 and h(n) has an M point finite impulse response run-
ning from 0 to M − 1, then the convolution of the two will be an N + M − 1 point 
output signal running from 0 to N + M – 2 using the formal discrete convolution 
equation 

	 ( ) ( ) ( )
1

0

0,1,2, , 1
M

j

y i h j x i j i M N
−

=

= − = + −∑  	 (8.34)

The convolution algorithm is not as simple as it looks. The index i = 0 to M 
+ N − 1 always defines the length of the output, y(i). Refer to Chapter 6 of [42] 
for two different BASIC programs that perform the convolution process of (8.34), 
one from the viewpoint of the input signal and the other from the viewpoint of the 
output signal. The index in x(i − j), is i = 0 to N − 1 for the outer loop of the input 
signal viewpoint algorithm and i = 0 to M + N − 1 in the outer loop of the output 
signal viewpoint algorithm except no computation is performed for either of the 
inner loop conditions: i – j < 0 or i – j > N − 1. 

The convolution operation is simplified in the frequency domain because con-
volution in the time domain becomes multiplication in the frequency domain. After 
converting both real-time functions into the frequency domain as X(k) = FFT [x(n)] 
and H(k) = FFT [h(n)], the following frequency-domain equation is used 

	 ( ) ( ) ( ) 0,1,2, , 1Y k X k H k k M N= = + − 	 (8.35)

This equation is derived from (8.34) in [42]. Clearly, it is easier to implement 
the time domain convolution process using multiplication in the frequency domain 
and it also turns out to be computationally efficient for a large number of samples. 
The convolution process in the time domain is simply the inverse FFT of the fre-
quency domain product using the equation 

	 ( ) ( ) ( ) ( ) 0,1,2, , 1y i IFFT Y k IFFT X k H k i M N=   =   = + +     	 (8.36)

Note that sampled data that had a continuous real-time source can have poor 
resolution using discrete signal processing. The question naturally arises as to how 
much resolution can be obtained in the FFT discrete frequency response. The an-
swer is it can be infinitely high if the impulse response is padded with an infinite 
number of zeros (i.e., there is nothing limiting the frequency resolution except the 
length of the FFT). As noted earlier, in order to comply with the radix 2 FFT re-
quirement, there is usually some zero padding and that increases the frequency 
resolution. A related issue is that the impulse response is usually a real discrete sam-
pled signal but it represents a continuous frequency response. As observed in Figure 
8.28, an N-point real DFT of this impulse response provides N/2 + 1 samples of 
this continuous signal. If the DFT is made longer, then the resolution improves and 



8.4  Digital Channels	 419

comes closer to becoming the original continuous signal. For example, suppose it 
were possible to add an infinite number of zeros to the time-domain signal. This 
would produce a time-domain signal that has an infinitely long period (i.e., an ape-
riodic signal). Since the frequency domain would achieve an infinitesimally small 
spacing between samples, it would become a continuous signal. However, the DFT 
considers the time-domain signal to be infinitely long and periodic (i.e., it assumes 
the N points are repeated over and over from negative to positive infinity in the 
time domain in order for the frequency-domain result to be aperiodic). The same 
analogy applies to the FFT operation on complex time-domain signals.

With this insight into the benefits as well as the limitations of the FFT for sim-
plifying the convolution process, the next step is to use the same computational 
efficiency and simplicity to perform the (less familiar) code correlation process that 
takes place in a GNSS receiver search engine (i.e., the process of despreading an 
incoming PRN signal using a replica of this signal). That real-time computation is 
very similar to the convolution equation, but instead of the finite length impulse 
response h(n), the replica code signal will be represented by y(n) with a periodicity 
of M points running from 0 to M − 1 and x(n) is the digital input signal (after the 
carrier wipe-off process) with the same periodicity of M points running from 0 to 
M − 1 and the correlation of the two will be periodic with an M point output signal 
running from 0 to M − 1 using the following equation 

	 ( ) ( ) ( )
1

0

0,1,2, 1
M

j

z i x j y i j i M
−

=

= + = −∑  	 (8.37)

Note the sign and the output length difference between (8.37) and (8.34), but 
like (8.34) it is commutative. If the impulse response were the same length as the 
input signal in (8.34), the output length would be 2M for the convolution process 
but is only M for the (8.37) correlation process. The correlation process is less com-
plicated since it is simply a circular shift in increments of 1 point of all M points 
of the replica y(n) with the fixed phase of one period of the input signal x(n) and, 
at each phase shift, all the points are multiplied and added to produce one output 
point. The index i where the two signals most closely align is where maximum 
correlation occurs. This correlation equation has the following frequency domain 
counterpart, using X(k) = FFT [x(n)], Y(k) = FFT [(y(n)], and Y*(k) is the complex 
conjugate of Y(k)

	 ( ) ( ) ( )* 1,2, 1Z k X k Y k k M= = − 	 (8.38)

This equation is derived from (8.37) in [41, 44]. Note that there is an addition-
al step of performing the complex conjugate of Y(k) involved when using the FFT 
to perform the correlation process. Performing the complex conjugate of Y(k) is 
simply changing the sign of the imaginary part of Y(k). The last step is to compute 
the real-time correlation output as follows

	 ( ) ( ) ( ) ( )* 0,1,2, 1z i IFFT Z k IFFT X k Y k i M=   =   = −     	 (8.39)
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GPS C/A Code FFT Acquisition Schemes
The earliest frequency-domain acquisition techniques were developed for use with 
the GPS C/A code that is only 1,023 chips long and has no overlay codes. As ob-
served in Table 8.14, the modernized GNSS spreading codes are much longer and 
most have overlay codes, so this significantly increases the acquisition time, thereby 
making frequency-domain acquisition techniques even more appealing, but also 
increasing the DSP computational burden. Figure 8.29 is a high-level block diagram 
that illustrates two GPS L1 C/A code block processing acquisition schemes called: 
(a) parallel frequency [44] and (b) parallel code (also called circular correlation) 
[44, 45].

Referring to Figure 8.29(a), [44] uses a front-end signal with a low IF of 1,250 
kHz and an ADC sample rate of 5 MHz with code wipe-off performed as the first 
step of the acquisition process. However, the signal detection process in [44] is 
not the frequency-domain detection technique as shown in scheme (a). Instead, 
the maximum time-domain amplitude resulting when the Doppler compensated 
replica C/A code matches the phase of the incoming C/A code within less than ±1 
chip. The Doppler compensation is only approximated in discrete steps, but when 
it closely approximates the IF plus Doppler (plus reference oscillator frequency off-
set) the resulting signal output becomes a pure CW signal. That coincidence ideally 
produces a single line spectrum in the frequency domain, but practically several 
lines of different amplitudes when the correlation region is entered. 

As indicated in Figure 8.29(a), the detection process takes place in the frequen-
cy domain by selecting the line with the maximum amplitude that also exceeds a 
predetermined threshold (above the expected noise floor). However, this signal co-
incidence is also occurring and can also be detected in the first-stage time-domain 
process using similar search threshold techniques. There are multiple strategies for 
refining this signal acquisition scheme, but the fundamental scheme used in [44] is 
described as follows.

Figure 8.29  Two block processing FFT acquisition schemes.
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The replica code shown in Figure 8.29(a) consists of 21 precomputed code bins, 
each code bin containing a precalculated replica C/A code, CS, for satellite PRN 
number S of length 1,023 chips, sampled at the same 5-MHz rate of the incoming 
signal, producing CS = 5,000 samples. There are CS/1,023 = 4.888 samples per C/A 
code chip. The assumed total Doppler plus offset uncertainty is ±10 kHz, so each 
precalculated Doppler compensated code bin is obtained using 2 ij f t

SC e π  where fi = 
1,250-10, 1,250-9, …, 1,250-1, 1,250 +0, 1,250+1, …, 1,250+10 (kHz) and i = 21 
frequency bins, each bin separated by 1 kHz [recall that the rule-of-thumb Doppler 
bin spacing is 2/(3T) = 0.667 kHz]. The first 5,000 incoming real samples are read 
and the initial code phase index is set k = 1. These real samples are complex multi-
plied by the 5,000 complex samples of all 21 frequency bins, one bin at a time and 
point by point, resulting in each frequency bin containing 5,000 complex samples 
that represent T = 1 ms of real time. For each bin, each of the 5,000 real and imagi-
nary output values are squared, all of these values are added and the square root of 
this sum becomes one output frequency bin. This process is the basis for the name 
of this scheme being called parallel frequency. At this point, all 21 parallel fre-
quency bins contain an amplitude corresponding to k = 1 of a possible 5,000 code 
offsets. Each code offset represents 1/4.888 = 0.205 chip (recall that ½-chip code 
spacing is optimum). Then k is incremented by 1 (circular shift of the incoming 
signal by 0.205 chip) and the same process is repeated for the remaining 20 paral-
lel frequency bins. This process continues until all possible incoming code phases 
have been circular shifted as indicated by k = 5,000. At the end of these iterations, a 
matrix results with 21 × 5,000 (105,000) amplitudes organized in 21 frequency bin 
rows and 5,000 code bin columns similar to Figure 8.24. These amplitudes have 
been generated in less than 1 ms, which is as required faster than the next 1-ms 
block of real-time 5,000 input samples. All 105,000 amplitudes are examined and 
all that exceed a threshold are selected, then the highest amplitude among these is 
selected. That selection corresponds to the kth input code phase shift and the ith 
Doppler bin. Then a fine frequency process follows prior to entering the tracking 
process. For weaker signals, this process can be repeated several times using a new 
1-ms input each time and the amplitudes noncoherently integrated before the de-
tection process is performed.

The signal detection process could have been in the frequency domain as de-
picted in Figure 8.29(a) using a constant frequency search scheme similar to that 
described for Figure 8.24 that would produce 5,000 complex samples in each code 
bin obtained by summing all 5,000 I components and all 5,000 Q components into 
one complex point per bin. The serial-to-parallel process prior to the FFT shown 
in Figure 8.29(a) could be accomplished as k is indexed at constant frequency. The 
zero padding (if needed) takes place in the serial-to-parallel operation where the 
target memory that is based on radix 2 is completely zeroed, but the serial transfer 
of samples is shorter. The end result is zero padding in the remaining least signifi-
cant bit memory locations. The detection scheme is carried out in the frequency 
domain and no inverse FFT is required.

The parallel frequency scheme provides good insight into the use of a DSP for 
fast signal acquisition, but is not computationally efficient nor is it a frequency 
domain scheme in [44], that is, the calculation sequence would have to be sequen-
tial frequency as described above in order to use the frequency-domain scheme 
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efficiently. The parallel code, also known as circular correlation scheme in Figure 
8.29(b), is far superior in computational efficiency and speed.

Referring to Figure 8.29(b), the carrier wipe-off process is performed first fol-
lowed by serial to parallel conversion for block processing (depicted by block ar-
rows) with the block size equal to one period of the replica code with no greater 
than ½-chip spacing. The time-domain carrier wipe-off process can be by either 
of the methods shown in Figures 8.13 or 8.14. Then the FFT is performed on the 
complex signal and multiplied by the complex conjugate of the FFT of upsampled 
replica code. The replica code sampling must be the same as the incoming signal. 
Each cycle of the circular correlation process produces all correlation combinations 
for one Doppler bin.

In [45], a 10-kHz Doppler uncertainty range is searched assuming negligible 
contributions by user velocity and reference oscillator frequency offset. This is 
searched in 1-kHz frequency bins [recall that the rule-of-thumb Doppler bin spac-
ing is 2/(3T) = 0.667 kHz]. The block size used for the C/A code signal corresponds 
to a dwell time of T = 1 ms (i.e., one C/A code period, Tc = 1 ms). The circular cor-
relation cycle is repeated K times in the same Doppler bin, each cycle using a new 
1-ms input block. The detection process is in the time domain where the absolute 
value of each code offset cell is taken and summed from i = 0 to K − 1. The value 
K = 20 is used in order to increase the signal to noise ratio enough to detect the 
offset code under weaker signal conditions than for the (a) example where K = 1. 
No details are provided about the search pattern, signal detection process or the 
uncertainty refinement processes that must follow before the tracking loops are 
closed. Radix 2 FFT processing is used, so both the incoming signal length 2L = 
2,046 ½-chip samples and the upsampled signal length 2L = 2,046 ½-chip samples 
are padded with two zeros, so that the length of both is 2,048 samples. 

Reference [45] reported a 500-ms acquisition time using this scheme with their 
existing DSP that could support an 8 times faster acquisition than the real-time 
signal acquisition scheme that took 4 seconds. Obviously, the parallel code acquisi-
tion scheme is much faster than its real-time sequential search counterpart. How 
much faster depends on the speed of the DSP. To achieve the maximum speed, all 
10 frequency bins would have to be processed in less than Tc = 1 ms for each K 
block (i.e., using the same input data block). This requires ten 2,048-point FFTs, 
ten 2,048-point complex multiplications, and ten 2,048 IFFTs in less than 1 ms to 
allow time for the remaining overhead processes. The upsampled replica code FFT 
and its complex conjugate are only computed once, so it can be precomputed. Al-
though the input signal code contains code Doppler, this is neglected in this scheme. 
The detection process must wait until K blocks of 2,046 samples have been padded 
and processed. Assuming that K = 20, all of the above processing including the 
detection process must be computed within K Tc = 20 ms. This requires a DSP that 
is 25 times faster than in [45], resulting in signal acquisition 200 times faster than 
its real-time counterpart. 

Although the ADC sample rate is not mentioned, it is a commensurate sam-
pling frequency of 2.046 MHz designed to produce a C/A code signal block size 
of length L = 2,046 ½-chips for a 1-ms dwell time (i.e., the optimum search spac-
ing). Commensurate sampling violates the first rule for the sampling frequency de-
scribed in Section 8.3.7. Figures 8.30 and 8.31 illustrate the adverse consequences 
of using commensurate sampling. 
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Figure 8.30 depicts the correlation distortion that occurs in a low IF front-end 
design when the ADC sampling rate, fS = 8 f0, where f0 = P(Y) spreading symbol 
frequency and the front-end IF, fIF = 2 f0. Figure 8.31 depicts a similar but slightly 
smaller distortion when the ADC sampling rate remains commensurate, fS = 8 f0, 
but fIF = 2.01 f0 is asynchronous. The reduced effect is because the spreading code 
is oversampled. The P(Y) code signal correlation uses an exaggerated high signal-
to-noise ratio to magnify the commensurate distortion visually. The same effect is 

Figure 8.30  Adverse effect of commensurate sampling (ADC sampling rate synchronous with 
spreading symbol frequency and IF). (Graph provided courtesy of Logan Scott, L. S. Consulting, Inc.)

Figure 8.31  Adverse effect of commensurate sampling (ADC sampling rate synchronous with 
spreading symbol frequency but asynchronous with IF). (Graph provided courtesy of Logan Scott, 
L. S. Consulting, Inc.)
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experienced with any spreading symbol that has been commensurately sampled. 
The correlation distortion is caused because of the lack of assured migration of 
the samples that prevents consistent sampling in the spreading symbol transition 
boundary regions [i.e., where the value is midway between +1 and −1 (zero)]. This 
distortion is avoided by obeying this rule in the front-end design and by synthesiz-
ing the replica code at the same asynchronous sampling rate. This may penalize 
the efficiency of the DSP signal acquisition scheme because there will be not be 
exactly 2 samples per code chip, as was the oversampled case in [44] described us-
ing Figure 8.29(a). This rule presents no problem to the real-time signal acquisition 
and tracking process because the code NCO and shift register combination readily 
accommodate ½-chip spacing (or other powers of 2 in the denominator) to a very 
high resolution regardless of the sampling frequency. 

8.5  Acquisition

The basic concepts of modern GNSS signal acquisition from a high-level design 
perspective were introduced in the previous section. There is a large amount of 
literature on legacy GPS signal acquisition in direct sequence receivers. Reference 
[46] described legacy GPS receiver search techniques when time-domain acquisition 
was the only viable signal processing approach using custom ASIC components in 
the baseband hardware plus the limited microprocessor power available at the time. 
Although the baseband architectures are now evolving toward software-defined 
implementation, the real-time acquisition techniques are still the most viable when 
the search uncertainties are small. Reference [47] described rapid signal acquisition 
techniques for the legacy GPS signals using DSP-based FFT processing that intro-
duced advanced frequency-domain processing concepts and also provides an exten-
sive list of references relating to GPS acquisition schemes using frequency-domain 
signal processing techniques. Reference [48] provided a comprehensive review of 
current FFT-based acquisition architectures being considered for a next-generation 
GNSS receiver with a stated objective of minimizing FPGA resources in that archi-
tecture. This section focuses not only on refinement of the acquisition architecture 
for the search engine but also on the underlying theory of search detection.

8.5.1  Single Trial Detector

Detection processes typically begin with a single trial detector that is a statistical 
process because each cell either contains noise only or signal plus noise. Each of 
these two cases has a unique probability density function (pdf). Figure 8.32 illus-
trates the four possible outcomes using these same two pdfs for a single trial detec-
tor based on a complex signal envelope that will be analyzed later. As was shown 
in Figure 8.22, the single trial threshold is Vt/σn and this is chosen to provide an 
acceptable probability of false alarm, Pfa. As is shown in Figure 8.32, σn has been 
normalized to unity, so any cell envelope that is at or above the threshold, Vt, is 
detected as the presence of the signal. Any cell envelope that is below the threshold, 
Vt, is detected as noise. There are four outcomes of the single trial (binary) detection 
processes illustrated in Figure 8.32: two are wrong and two are correct. The single 
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trial probability can be computed by an appropriate integration with the threshold, 
Vt, as one limit and infinity or zero as the other. These integrations are shown as 
the shaded areas in Figure 8.32. The two statistics that are actually used for signal 
detection are the two on the left side of Figure 8.32: (c) single trial probability of 
detection, Pd, and (a) single trial probability of false alarm, Pfa. If σn has not been 
normalized, these are defined as

	 ( )
t n

d s
V

P p z dz
σ

∞

= ∫ 	 (8.40)

	 ( )
t n

fa n
V

P p z dz
σ

∞

= ∫ 	 (8.41)

where:

 ps(z) = pdf of the envelope containing signal plus noise;

 pn(z) = pdf of the envelope containing noise only.

If the root mean square of the signal amplitude (signal only) is formed by the 

envelope AEnv = 2 2
S SI Q+  , where the in-phase (I) and quadra-phase (Q) compo-

nents have statistically independent Gaussian pdfs, then ps(z)  is a Ricean distribu-
tion (similar to [49, pp. 693–694]) defined as

Figure 8.32  Probability density functions for single trial detector of a complex envelope: shaded 
areas represent: (a) probability of false alarm (used), (b) probability of false dismissal (not used), (c) 
probability of detection (used), and (d) probability of correct dismissal (not used).
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Defining the dimensionless predetection carrier-to-noise power ratio as C/N 
= 2 2/ 2ENV nA σ , as presented to the single trial detector, then (8.42) for z · 0 can be 
expressed as 
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where

C/N = (C/N0)T

N0 = noise power in a 1 Hz bandwidth (W)

T = search dwell time (s)

The pdf ps(z) for the case where both signal and noise are present in (8.43) is 
plotted in all examples of Figure 8.32 for C/N = 8 and σn = 1 (normalized). 

For the case where there is no signal present, then evaluating (8.42) for AEnv = 
0 yields a Rayleigh distribution for pn(z) defined as
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The pdf pn(z) for the case where only noise is present in (8.44) is plotted in 
all examples of Figure 8.32 with σn = 1 (normalized). The mean of the Rayleigh 
distribution is µRay = σn / 2π  and the variance is varRay = 2

nσ (2 – π/2). The result of 
integrating (8.41) using the pdf of (8.44) is 
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Taking the natural log of both sides of (8.45) and solving for the threshold 
value in terms of a desired single trial probability of false alarm

	 2lnt n faV Pσ = − 	 (8.46)

For example, if it is desired that Pfa = 16%, then Vt /σn = 1.91446152 and the 
single trial probability of detection, Pd, can be computed for the expected C/N us-
ing (8.40) and (8.43) with  σn = 1 (normalized) as follows 
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Some examples of single trial probability of detection, Pd, using (8.47) are 
shown in Table 8.15 for input C/N ratios from 1 to 9, then for each C/N computing 
(C/N)dB = 10 log10 C/N and tabulating the corresponding (C/N0)dB = (C/N)dB − 10 
log10 T for T = 1, 2.5, 5, and 10 ms, with Pfa = 16%. 

By inspection of Table 8.15, the low probability of detection at C/N below 4 
and especially the poor false alarm rate from a single trial detector are usually un-
satisfactory for GNSS applications. Single trial search detector schemes are seldom 
used alone, but are combined with either variable or fixed dwell time detectors. 
A variable dwell time detector makes a yes or no decision in a variable interval of 
time if the first single trial decision is yes. If no, then a typical design will proceed 
immediately to the next cell (a more conservative design will require two no an-
swers in a row to proceed to the next cell). If a maybe condition is present, it will 
remain in that cell (using new binary decisions for each trial) until the algorithm 
makes a decision (i.e., the dwell time is variable). A fixed dwell time detector makes 
a yes or no decision in a fixed interval of time using a vote on the outcome of a 
fixed number of single trials in the same cell, using new binary decisions for each 
trial. If the signal-to-noise ratio is good when there is a signal present, a properly 
tuned variable dwell time (sequential) multiple trial detector will search faster than 

Table 8.15  Single Trial Probability of Detection with Pfa = 16%
C/N Pd (C/N0)dB = (C/N)dB − 10 log10 T (dB-Hz)

(ratio) (dimensionless) T = 1 ms T = 2.5 ms T = 5 ms T = 10 ms

1.0 0.431051970 30.00 26.02 23.01 20.00

2.0 0.638525844 33.01 29.03 26.02 23.01

3.0 0.780846119 34.77 30.79 27.78 24.77

4.0 0.871855378 36.02 32.04 29.03 26.02

5.0 0.927218854 36.99 33.01 30.00 26.99

6.0 0.959645510 37.78 33.80 30.79 27.78

7.0 0.978075147 38.45 34.47 31.46 28.45

8.0 0.988294542 39.03 35.05 32.04 29.03

9.0 0.993845105 39.54 35.56 32.55 29.54
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a fixed dwell time multiple trial detector because it quickly dismisses the noise only 
conditions. As will be seen, the recommended search detector is a combination of 
both types of detectors with Pfa and Vt/σn adjusted to make the overall probability 
of false alarm of this combination of detectors suitable.

8.5.1.1  Envelope Approximations

To reduce the computational burden of forming the actual complex (signal plus 
noise) envelope, A = 2 2I Q+ , there are two commonly used approximations. The 
most accurate but higher computational burden version of the two is the Jet Propul-
sion Laboratory (JPL) approximation defined by
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The JPL approximation can also be expressed logically as
If |I| ≤ |Q|, then X = |Q|, Y = |I|
else X = |I|, Y = |Q| 
If X ≥ 3Y, then AJPL = X + Y/8
else AJPL = 7X/8 + Y/2
The least accurate but lowest computational burden version is the Robertson 

approximation defined by

	 ( )MAX 2, 2RobA I Q Q I= + + 	 (8.49)

The Robertson approximation can also be expressed logically as
If |I| ≤ |Q|, then ARob = |Q| + |I|/2
else ARob = |I| + |Q|/2
Table 8.16 compares the accuracy performance of both the JPL and Robertson 

approximations for A = 2 2I Q+  assuming A =1 (normalized) for one quadrant in 
15° increments. 

The more accurate JPL approximation (2.8% error worst case at 45°) is typi-
cally used during tracking modes while the computationally efficient Robertson 
approximation (11.6% worst-case errors at 30° and 60°) is typically used during 
acquisition. Since the Robertson approximation adds quantization noise to A, then 
the single trial detector threshold, Vt/σn, computed from (8.46) must be increased 
slightly to compensate. For example, [46] taken from [50], uses a correction factor 
of (Vt/σn)R = 1.08677793 Vt/σn , so (Vt/σn)R = –2.3621724ln .faP  The determina-
tion of the most suitable single trial probability of false alarm, the overall prob-
ability of false alarm, and the overall probability of detection is a tuning process. 
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8.5.2  Tong Search Detector

The Tong detector is a suboptimal search algorithm that requires an average of 
only 1.58 longer to make a decision than a maximum likelihood (optimum) search 
algorithm [51]. A maximum-likelihood search algorithm must search all possible 
uncertainties, which has already been shown to be practical with current DSP tech-
nology for high uncertainty conditions for GNSS PRN signals with relatively short 
code lengths (but not for extremely long code lengths of military signals such as 
GPS P(Y) and M code signals that are described in Section 8.5.6). However, these 
high uncertainty conditions rapidly disappear after the initial GNSS receiver search 
is successful, so for succeeding acquisitions or reacquisitions, the Tong detector 
has a reasonable computational burden and is excellent for detecting signals with 
an expected (C/N0)dB of 25 dB-Hz or higher with a very low probability of false 
alarm. Since the Tong detector tends to mush (experience extremely long periods 
of indecision) under very low (C/N0)dB conditions, a mush counter must be used 
to terminate this condition if it is encountered. A scheme that substitutes the mush 
counter with a fixed dwell time detector is described in Section 8.5.4 along with the 
recommended search algorithm. 

The overall probability of false alarm and the overall probability of detection, 
respectively, for the Tong detector in [46] (the numerator in [46, equation (16)] for 
PD is incorrect) taken from [52] is
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Table 8.16  Accuracy Comparisons of JPL and Robertson Envelope Approximations

θ 
(degrees) I = Acosθ Q = Asinθ AJPL

Error 
JPL

Error 
% ARob

Error 
Robertson Error %

0 1 0 1 0 0 1 0 0

15 0.965925826 0.258819045 0.9983 0.002 0.2 1.0953 −0.095 −9.5

30 0.866025404 0.5 1.0078 −0.008 −0.8 1.116 −0.116 −11.6

45 0.707106781 0.707106781 0.9723 0.028 2.8 1.0607 −0.061 −6.1

60 0.5 0.866025404 1.0078 −0.008 -0.8 1.116 −0.116 −11.6

75 0.258819045 0.965925826 0.9983 0.002 0.2 1.0953 −0.095 −9.5

90 0 1 1 0 0 1 0 0
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Figure 8.33 in [46] taken from [53] is a plot of (8.51) as a function of input 
signal-to-noise ratio expressed as (C/N)dB into the Tong detector for B = 1 and with 
A as a running parameter ranging from 2 to 12 with PFA = 1.0E-06. 

Referring to Figure 8.33, from left to right, each curve is based on a differ-
ent single trial detector threshold (i.e., the smaller values of A requiring a larger 
threshold setting to keep the overall false alarm rate constant). In fact, the main 
attribute of the Tong detector is that it significantly improves the false alarm rate 
of the single trial detector for A > 4, but somewhat underperforms the probability 
of detection of the single trial detector at the threshold setting selected for Tong 
parameter A. Note in Figure 8.33 that increasing A increases the detection sen-
sitivity, but this also decreases search speed. The detection sensitivity is also in-
creased if B = 2, but also at the cost of search speed. Selecting these parameters is 
a tuning process because there are trade-offs between search speed and probability 
of detection for a desired probability of false alarm. Typical values are B = 1 and 
A = 12 for expected low (C/N0)dB (25 dB-Hz or higher) to A = 8 for expected high 
(C/N0)dB (39 dB-Hz or higher). 

The Tong parameter B is the number of initial false decisions in a row required 
to dismiss a cell (e.g., if B =1, then if the first decision is false, that cell is immedi-
ately dismissed). The Tong parameter A is the number of initial true decisions in a 
row required to declare the signal present (e.g., if A = 8, then if the first eight input 
decisions are true, the signal is declared present). Mixed input decisions make the 
Tong decision time variable.

Table 8.17 shows the single trial detector threshold (assuming the Robertson 
approximation) and the resulting Pfa required to keep the Tong overall probability 
of false alarm constant at PFA = 1.0E-06 using typical values of 1 and 2 for pa-
rameter B with Tong parameter A ranging from 2 to 12. Note that the false alarm 
rate of the single trial detector for values of Tong parameter A > 4 is significantly 
improved and that there is no improvement if A = 2.

Figure 8.33 did not use these thresholds because it assumed no computational 
error in the envelope. The curves in this figure move to the right about 1 dB (i.e., 
have reduced sensitivity) if the Robertson envelope approximation thresholds of 
Table 8.17 are used. 

Figure 8.33  Probability of detection for Tong search detector with PFA = 1.0E-06 and B = 1.
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The Tong search speed varies from very fast with no signal present (noise only) 
to very slow with the signal present under high noise conditions. The mean number 
of dwell times to dismiss a cell (mean number of dwells per cell) containing noise 
only is 

	 ( )1
dwells cell

1 2n
fa

N
P

=
− 	 (8.52)

So for the noise only condition the Tong detector search speed can be estimated 
using:

	 ( ) ( )chips sc
Tong noise

n

C
R

N T
= 	 (8.53)

where Cc = chips per cell and T = dwell time (s).
For example, using (8.52) with Pfa = 16%, the mean number of dwells with no 

signal present is Nn = 1.47, so using (8.53) for a dwell time of 5 ms, and ½-chip 
per cell, the Tong search speed with no signal present is RTong(noise) = 68 chips/s, but 
this is not representative of the overall average search speed, especially under poor 
signal to noise ratio conditions. However, it demonstrates that the Tong detector 
searches very fast when there is no signal present.

8.5.3  M of N Search Detector

The second example of a search algorithm is a fixed interval detector called the M 
of N search detector. The M of N search detector takes N envelopes and compares 
them to the threshold for each cell. If M or more of them exceeds the threshold, 
then the signal is declared present. If not, the signal is declared absent and the pro-
cess is repeated for the next cell in the search pattern. These are treated as Bernoulli 
trials and the number of envelopes, n, that exceed the threshold has a Binomial 
distribution. 

The overall probability of false alarm in N trials in [46] taken from [54] is

Table 8.17  Threshold and Single Trial Pfa to Keep Tong PFA = 1.0E-06 
Using Robertson Envelope Approximation

Tong parameter B = 1 Tong parameter B = 2
Tong parameter A (Vt/σn)R Pfa (Vt/σn)R Pfa

2 5.712671848 1.00E-06 5.712671848 1.00E-06

4 3.300511027 9.94E-03 3.301665179 9.90E-03

6 2.577174394 6.01E-02 2.58253793 5.94E-02

8 2.218994177 1.24E-01 2.227909726 1.22E-01

10 2.008200517 1.81E-01 2.019037457 1.78E-01

12 1.87100656 2.27E-01 1.882636288 2.23E-01
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where B(k;N,p) is the cumulative probability density function. The overall prob-
ability of detection in N trials from [46] taken from [54] is
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Figure 8.34 from [46] taken from [54] illustrates the M of N probability of 
detection versus (C/N)dB into the detector for N = 8 and M = 3, 4, 5, and 6 when 
PFA = 1 × 10−6. 

By inspection in Figure 8.34, it is clear that M = 5 is the optimum value (i.e., 
a simple majority criteria of M = N/2 + 1). The data were generated by computing 
Pfa given M, N and PFA = 1.0E-06 using the following equation from [46] taken 
from [54]

	 ( )1 1; ,1fa FAP B M N P−= − − 	 (8.56)

This value for Pfa is used in (8.46) to determine the single trial detector thresh-
old, Vt/σn, that is normalized and used as the upper limit of the integral at the bot-
tom equation in (8.47). This can be integrated in discrete increments of the random 
variable, z, by forming ∆z between each increment out to the threshold value (z = 

Figure 8.34  Probability of detection for M of N search detector with PFA = 1E-06 and N = 8.
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≈ − ∆∑ . This is performed for each value of C/N as deter-

mined from (C/N)dB used in the abscissa and each PD is determined using (8.55) for 
every point of the abscissa. This computation sequence must be repeated for each 
combination of M and N using the new threshold that holds the overall probabil-
ity of false alarm constant. The accuracy of the plots is extremely sensitive to the 
resolution of Pfa and ∆z even though the actual thresholds cannot be maintained to 
several decimal places.    

Table 8.18 tabulates the single trial threshold (assuming the Robertson approx-
imation is used for the envelope computation) and its corresponding probability 
of false alarm that keeps the M of N detector overall probability of false alarm at 
1.0E-06 for a multiplicity of values of N and assuming a simple majority vote (M = 
N/2 + 1). For the simple majority criteria note that these thresholds are higher than 
for the Tong detector when the fixed number of trials N compares in size with the 
Tong parameter A. 

Figure 8.34 did not use these thresholds because it assumed no computational 
error in the envelope and there is a small loss in sensitivity when the Robertson 
approximation is used.

Under all signal conditions of the M of N detector there is a fixed number of 
dwells per cell, N, so the search speed is

	 ( )chips sc
MofN

C
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= 	 (8.57)

For example, assuming N = 8 dwells per cell, Cc = ½-chip per cell and T = 5 ms 
per dwell, Rs = 12.5 chips/s. For the noise only condition, this is more than 5 times 
slower than the Tong search speed for the Tong Pfa = 16% example. When there is 
a high C/N signal present, the Tong detector slows down to about the same speed 
as the M of N detector if the Tong parameter A is the same as N, but if there is a 
low C/N signal present, the Tong detector takes much longer to make a decision 
than the M of N detector and, as stated earlier, can actually enter a mush condition 
where it becomes indecisive. For this reason, a combination of the two detectors is 
presented in the following section. 

Table 8.18  Threshold and Single 
Trial Pfa to Keep M of N Detector PFA 
= 1E-06 Using Robertson Envelope 
Approximation
N M (Vt/σn)R Pfa

8 5 2.89731174 0.028619

10 6 2.73614506 0.042032

12 7 2.613541817 0.055484

14 8 2.516464178 0.068506

16 9 2.437256335 0.080885

18 10 2.37111023 0.092543

20 11 2.314834153 0.103473
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8.5.4  Combined Tong and M of N Search Detectors

Figure 8.35 illustrates the combined Tong and M of N search detector algorithm 
[28]. There is an ideal synergism using the combination of the two search detectors: 
the Tong detector searches faster in the presence of noise only and improves the 
probability of false alarm more efficiently than the M of N detector, but the M of 
N detector never takes longer than the prescribed number of dwells in the same cell 
(i.e., it does not mush).

The threshold design is always based on the superior Tong detector, so the M 
of N detector design must be based on the threshold chosen for the Tong detector. 
For example, if the Robertson approximation is used and the Tong parameters are 
B =1 and A = 12, then Table 8.17 says that Vt/σn= 1.87100656 to keep the Tong 
detector PFA at 1.0E-06, but Table 8.18 shows no example of an M of N detector 
with a threshold that can maintain this false alarm probability. A mush counter of 
20 is typical for this Tong detector design, so choosing N = 20 and M = 15 for the 
M of N design closely matches the Tong false alarm probability and also gives the 
Tong detector ample opportunity to be the primary decision maker. (Note that us-
ing the typical majority vote criteria for this M of N detector would not provide the 
desired false alarm performance.) 

Using the above values as a case example, the operation of Figure 8.35 is de-
scribed as follows. Three variables are initialized before the algorithm begins: The 
Tong counter Kt is set equal to the Tong value for B (assume the typical value Kt 
= B = 1 for this example); the M of N counter, Km, is set to N = 20, and the M of 
N index, I, is set to 0. The stored constants for this example are: Tong parameter 
A = 12, M of N decision parameter M = 15. The operation begins with the single 
trial detector decision outcome for one dwell time in one search cell. If the enve-
lope amplitude, ENVk, is greater than threshold, Vt/σn, then Kt is incremented by 
1 and I is incremented by 1; if not, then Kt is decremented by 1. (Note that Km is 
decremented by 1 for either decision.) Then up to 4 decisions are made: if Kt is zero, 
the signal is declared not present; if not, then if Kt has reached A = 12, the signal is 

Figure 8.35  Hybrid Tong search detector with M of N detector as mush counter and N > A.
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declared present; if not, then if Km has not been decremented to 0, another single 
trial detector decision is requested in the same cell; if Km = 0, then the M of N de-
tector has taken over and the signal is declared not present if I is not greater than 
or equal to M; otherwise, the signal is declared present. When the signal is declared 
not present, the code state is advanced to a new cell and the detector is initialized 
again. When the signal is declared present, a peak search is performed (described in 
Section 8.5.7) before loop closure is performed. 

8.5.5  FFT-Based Techniques

Early FFT-based search techniques based on the GPS L1 C/A code (and their limita-
tions) were introduced in Section 8.4.3.3, but a computationally efficient technique 
is described next that embodies features that should be considered for FFT-based 
search engines designed for all GNSS signals. 

8.5.4.1  Computationally Efficient FFT Acquisition Scheme

A block processing acquisition scheme using a parallel code technique modified for 
minimum computation is shown in Figure 8.36. Note that the complex baseband 
IF input scheme that performs the carrier wipe-off function in Figure 8.36 could be 
replaced by the real IF input scheme shown in Figure 8.14 because this also pro-
duces the required baseband I and Q signals after carrier wipe-off, albeit with some 
high-frequency components that are filtered out prior to the final detection process. 
This scheme is adapted from [41] and was specifically designed as an FFT-based 
acquisition algorithm for the GPS L5 signal, but the technique can be applied to 

Figure 8.36  Block processing acquisition using parallel code technique modified for minimum 
computations.
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any FFT-based acquisition scheme with care taken to avoid correlation ambiguity 
in GNSS signals with split spectrum.

Referring to Figure 8.36, the block processing begins after the carrier wipe-off 
process signified by the block arrows for the parallel signal flow (i.e., real-time pro-
cessing is taking place up to the block processing point). Here, blocks of real-time 
samples are processed in the frequency domain much faster than real time and must 
be fast enough that block processing of one block of data is completed before the 
next block of real time data is ready (i.e., has been stored in memory). The serial to 
block operation typically uses a double-buffered memory so that one block can be 
stored in real time while the second block is being processed faster than real time.

The key to the computational efficiency of this scheme is the parallel opera-
tion of integrating nI  and nQ  over one chip period, TC (shown in the upper left of 
Figure 8.36), and the same integration over TC of nI  and nQ  [labeled (a) and (b) in 
lower left of Figure 8.36] after being delayed by ½-chip. This supports the opti-
mum ½-chip search pattern in the code dimension. The FFT of these two complex 
signals are taken and separately multiplied by the complex conjugate of the FFT 
of the replica code generator to account for all possible phase states with respect 
to the incoming signal. The length of the FFT (number of integrated code periods) 
depends on the number of chips chosen for the coherent integration time of the cor-
related outcome. In the case of the Q5 pilot signal of [41] the coherent integration 
time was 20 ms because it has a 10,230 code chip period in 1 ms and the Neumann-
Hofman Q5 overlay period is 20 ms (and there are no data transition boundaries), 
so the FFT length is a minimum of 10,230 × 20 = 204,600 if the FFT algorithm 
does not require a power of 2 length or 262,144 (with zero padding of 57,544) if 
a radix of 2 is required.

The key to achieving maximum computation efficiency is the use of precom-
puted complex conjugate functions of all FFTs of one period of the replica PRN 
replica code including the effect of any overlay code (see Table 8.14 for open ser-
vice GNSS overlay code lengths). The replica PRN code is selected from the pre-
computation of all possible PRN codes for that signal. However, this consumes a 
massive amount of memory and these are typically not Doppler compensated rep-
lica codes that require an even greater increase the memory storage requirement. 
If precomputed codes are used then the dotted line functions including code NCO, 
code generator, FFT, and complex conjugate functions shown in Figure 8.36 would 
not be activated during FFT acquisition. Instead, the complex conjugate function 
would perform table look-ups of precomputed complex conjugates for each block 
required by the current real-time Doppler bin search being conducted by the search 
control logic. If there is sufficient processing power to compute those blocks using 
the Doppler compensated code NCO at the same real-time operation as the Dop-
pler compensated carrier NCO (and the subsequent real time carrier wipe-off), 
then the dotted line functions would be activated to provide nearly perfect complex 
conjugate functions and the least amount of memory storage, but at the cost of 
decreased frequency-domain computation efficiency. 

Resuming the functional description, the Doppler-shifted samples, nI  and nQ , 
are accumulated for each chip time, TC, to form a sequence of incoming code phas-
es over the full code period and the complex FFT of this sequence is complex-multi-
plied with the complex-conjugate FFT of the local replica code. The same process is 
also performed for the lower ½-chip delayed counterpart. The correlation sequence 
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for the predefined FFT length is obtained by taking the inverse FFT (IFFT) in both 
the upper and lower output correlation signal paths that result from the right circu-
lar shift of the code generator replica PRN sequence. The envelopes (e.g., Robert-
son amplitudes) of the upper and lower complex correlation sequences, 2 2I Q+ , 
are stored as vectors ui and vi, respectively, along with their corresponding replica 
code phase index. (In [41] the upper and lower square magnitudes of the 20-ms 
coherent correlation sequences are stored as ui and vi.) As shown in Figure 8.36, 
these vectors may be noncoherently integrated K times to improve the signal to 
noise ratio. These vectors are block searched for the maximum correlation value 
and its corresponding code phase index. If the maximum correlation value exceeds 
the predetermined acquisition threshold value, then the corresponding code phase 
index is used to conduct a peak search that aligns the replica code phase with the 
incoming code phase. 

The ADC sampling frequency, fS, plays an important role in this scheme be-
cause of the ½-chip delay design requirement that an integer number of samples 
be equal to ½-chip. However, specifying an exact value results in commensurate 
sampling that disobeys the rule for ADC sampling described in Section 8.3.7 and 
criticized in the Figure 8.29(b) parallel code circular correlation FFT design pre-
sented in Section 8.4.3.3 with Figures 8.30 and 8.31 depicting the adverse correla-
tion effect of commensurate sampling. Consider the three case examples of ADC 
designs for the L5 signal provided in Section 8.3.7 (baseband fS = 34 MHz) and 
Section 8.3.8 (140-MHz IF fS = 112 MHz and an antialias SAW filter version of 
the 140-MHz IF design with fS = 62.22 MHz). Only the 62.22-MHz sample rate 
design is satisfactory as is because it provides 6.082 samples per chip and an almost 
ideal ½-chip delay using a 3-sample delay (the integer value of 3.041 samples). 
The baseband design at 34-MHz sample rate would have to be refined upward to 
provide a 44-MHz sample rate that would provide 4.008 samples per chip with the 
integer value of 2.004 samples providing the ½-chip delay. The 140-MHz IF design 
at 112-MHz sample rate is not satisfactory for this FFT design, so the 62.22-MHz 
sample rate design is the best solution if the 140-MHz IF remains the same because 
the sampling frequency rules are based on the chosen IF. 

Reference [41] provided considerably more insight into the acquisition per-
formance of this FFT technique as well as of conventional acquisition techniques 
in the context of the GPS L5 signal. For example, this FFT technique successfully 
acquired the L5 Q5 (pilot) signal received with a (C/N0)dB = 25 dB-Hz using FFT 
length T = 20 ms and noncoherent integrations K = 25, requiring 0.5-ms dwell time 
for each Doppler bin search increment of 25 Hz. 

8.5.6  Direct Acquisition of GPS Military Signals

In all cases of direct-P(Y) or direct-M military signal acquisition, it is impossible to 
search all the uncertainty in the code length (as is the case for typical commercial 
GNSS receivers) because the encrypted codes are infinitely long. The acquisition un-
certainty in the Doppler dimension is the same as for the commercial GPS receiver 
that is designed to operate with the same expected maximum user velocity. There-
fore, given that the modern military receiver has been designed to retain (or obtain) 
GPS time of week to typically much less than 1 second, the code range dimension 
uncertainty is defined by the receiver time uncertainty (converted into code range) 
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plus the maximum range change between the user antenna and the SV for any GPS 
SV in view. Review of the equations associated with Figure 8.21 for the GPS orbit 
translates that range uncertainty to about 20 ms (converted into code range).

For a sky search (cold start) acquisition example, first assume ideally that the 
user GPS time estimate is perfect and there is valid almanac data for the GPS SVs. 
The receiver cannot use the almanac to locate visible GPS SVs initially because it 
is missing an essential parameter: a rough estimate of its own location. So a typi-
cal initial assumption is that the receiver is located at the center of the Earth and 
chooses the first SV to search essentially at random, but chooses the following SVs 
in a sequence based on the distribution of SVs at the acquisition time. It performs 
a sky search over the total Doppler uncertainty plus the code range uncertainty 
based on its estimate of true GPS time. Since the SV is transmitting a PRN code 
that for this analysis can be assumed to be perfectly aligned with true GPS time, 
the receiver always searches early to late, so it starts with the replica code set to the 
SV transmit time as if was at zenith (zero SV Doppler and closest approach) based 
on its perfect estimate of GPS time as the transmit time. Then it searches out to the 
replica code corresponding to the SV transmit time as if it was at a lower elevation 
angle of interest (farthest approach). That would correspond to a range uncertainty 
of less than 20 ms assuming that very low-elevation SVs are undesirable initially 
and statistically most SVs are in the mid-elevation angle regions.

The next example assumes the reality that there is estimated GPS time uncer-
tainly, so half of the total GPS time uncertainty (converted to code range) is sub-
tracted from the first assumption of initial replica code setting and the search range 
starts there and continues through the first example code search range (less than 
20 ms) plus the positive half of the total GPS time uncertainly (converted to code 
range). After the first SV has been acquired, the GPS time uncertainty immediately 
reduces to less than 20 ms that, in turn, reduces the total code range uncertainty to 
less than 40 ms. So finding the first SV is the most time-consuming portion of the 
sky search. At this point, the user location is assumed to be on the surface of the 
Earth (unless there is an independent source of user altitude available) and directly 
under the first SV successfully acquired. This enables a very coarse use of almanac 
data to select the (apparent) highest-elevation SV for the second search. When the 
second SV is found, the user location is assumed to be at the midpoint of the two 
points on (or above) the Earth defined by the two SV to Earth-center vectors. With 
3 SVs, an altitude-hold three-dimensional solution is now possible that provides a 
much lower user position and time bias uncertainty, resulting in much better selec-
tion of visible SVs. In this manner, the receiver eventually bootstraps itself into a 
significantly reduced PVT uncertainty along with very small code range and car-
rier Doppler uncertainties. After the first 4 SVs have been acquired and measure-
ments have been incorporated by the navigation function, the FFT search engine 
should not be needed for subsequent acquisitions because the uncertainties are so 
small. Modern military FFT search engine technology readily supports 1 second 
or more of time uncertainty with fairly rapid direct acquisition times even under 
interference conditions. The cold start search pattern also takes into consideration 
the most likely GPS SVs to be in view as the receiver reduces uncertainty with SV 
acquisitions.

The Military GPS User Equipment (MGUE) program has developed M-code-
capable GPS receivers that are mandated by Congress after fiscal year 2017. These 
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MGUE receivers are not only remarkably lower in size, weight, and power con-
sumption but also significantly more robust in acquisition and tracking of the more 
secure and powerful military signals with significantly increased operational reli-
ability and accuracy. A specific requirement of every class of these modernized 
MGUE receivers is the ability to perform direct acquisition of the M code (direct-
M acquisition). Direct-M acquisition means the ability to acquire the M code of 
visible GPS SVs directly in a sky-search mode without assistance from any other 
signal in space and with only a coarse knowledge of GPS time. The major direct-M 
acquisition requirement difference between classes of MGUE receivers is the mini-
mum signal-to-noise ratio of the received M code signal during acquisition, with 
maximum dynamic stress a close second. The level of GNSS receiver sophistication 
to achieve higher levels of robustness in the presence of interference and spoofing 
are described in Chapter 9. These sophisticated but first principal techniques apply 
to MGUE receivers but are typically implemented using the highest state-of-the-art 
techniques because the potential operating environments are much harsher than for 
the majority of commercial GNSS applications. 

Since there is a transition period in the GPS control segment, space segment, 
and (military) user segment between the original L1 and L2 P(Y) code military 
signals and the full capability of the modernized L1 and L2 M code signals, the 
current generation of MGUE receivers have dual P(Y) and M code capability, in-
cluding the requirement for direct-P(Y) signal acquisition. While P(Y) code was 
originally designed for acquisition through C/A code, the concept of direct-P(Y) 
acquisition predates the M code concept using massive parallel correlators. Mod-
ernized FFT search engines in military GPS receivers have only recently evolved in 
MGUE technology after they were first demonstrated commercially with the very 
short code length of the GPS C/A code. Prior to FFT capability with the military 
codes, the use of massively parallel correlators was feasible for search uncertainty 
conditions where the prediction of satellite transmit time required less search time 
to acquire the P(Y) code by direct sequence than to perform a C/A code search and 
handover. However, the primary motivation for direct-P(Y) acquisition is that it 
can acquire the GPS signals under higher interference conditions than for C/A code. 
Reference [55] described a typical massive correlator architecture that supports 
rapid direct P(Y) code acquisition in the presence of jamming. 

In contrast to the P(Y)-code signal, the M-code signal was designed so that di-
rect acquisition would be the primary means of acquisition, drawing on advances 
in acquisition algorithms and integrated circuit technology. The BOC(10,5) modu-
lation allows separate acquisition processing on upper and lower sidebands, with 
processing at the 5.115-MHz spreading code chip rate, and noncoherent integra-
tion of the results from the two sidebands, as illustrated in Figure 8.37 [56]. Note 
that the two sidebands may be selected and processed at the digital baseband part 
of the receiver rather than by two L-band downconverters and two ADCs. For ex-
ample, if the 140-MHz IF undersampled L5 ADC design described in Section 8.3.8 
was adapted for M code using a 30-MHz SAW bandwidth, but still undersampled 
in NZ(5) with fS = 62.22 MHz, this would place the M-code center frequency in 
NZ(1) at 0.25fS = 15.555 MHz. The lower sideband would be selected with a car-
rier wipe-off signal of 15.555 – 10.23 = 5.325 MHz ± Doppler and the upper side-
band would be selected with a carrier wipe-off signal of 15.555 + 10.23 = 25.785 
MHz ± Doppler. Also note that the replica M code does not contain the biphase 
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modulation signal, so there is no ambiguity in the correlation pattern [i.e., the two 
sidebands can be searched in the same manner as the P(Y)-code BPSK signal]. This 
approach suffers only a fraction of a decibel in performance compared to coherent 
processing of both sidebands.

Interestingly, when the sideband acquisition processing approach is used, M-
code signal direct acquisition processing uses approximately half the arithmetic 
operations and half the storage of Y-code signal direct acquisition processing [57]. 
An integrated circuit based on this processing approach demonstrated direct-M ac-
quisition even with relatively large initial time uncertainties in significant levels of 
jamming [58]. The processing architecture is based on computation of short-time 
correlations, followed by FFT backend processing for parallel search of multiple 
frequency values.

Acquisition in jamming requires long integration times. Coherent integration 
times are limited by data bit boundaries, oscillator stability, and dynamics. They 
also lead to narrow Doppler bins. Consequently, a large number of noncoherent 
integrations are employed in the presence of jamming. Detection performance is 
readily predicted using standard theory. The output signal-to-noise-plus interfer-
ence ratio (SNIR) after a cross-correlation is given by
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where T is the coherent integration time used in the correlations, L is the implemen-
tation loss expressed as a number greater than or equal to unity, C is the received 
signal power, the factor of 0.25 accounts for splitting the received signal power 
into four distinct segments (upper and lower sidebands, even and odd spreading 
symbols) in each coherent integration time, N0 is the power spectral density of the 
thermal noise at the receiver front end, and J0 is the effective power spectral density 
of the received jamming signal. 

Figure 8.37  Sideband acquisition processing of the M-code signal.
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The detection probability is found using the generalized Marcum Q function. 
Using the notation PN(X, Y) [58] as the probability that the random variable with 
2N degrees of freedom and SNIR of X exceeds threshold value of Y allows the de-
tection probability to be expressed as

	 ( )4 ,
nd N o tP P Vρ= 	 (8.59)

where Nn is the number of coherent integrations times used and Vt is the detection 
threshold calculated to provide the needed false alarm probability for the given 
number of noncoherent integrations. The 4-subscript notation multiplied by the 
Nn subscript notation in (8.59) accounts for the fact that the number of complex 
quantities being noncoherently combined is four times the number of coherent in-
tegration times used, reflecting the combination of upper and lower sidebands and 
even and odd spreading symbols. 

The expressions (8.58) and (8.59) can be used to determine the number of 
coherent integration times needed to achieve a specific detection probability at a 
given false alarm probability. 

The time (in seconds) to search the initial time uncertainty of ±∆ seconds and 
an initial frequency uncertainty of ±Φ Hz is then 
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where T is the coherent integration time, NSTC, is the number of short-time correla-
tions within the coherent integration time, and the notation x   means the smallest 
integer greater than x. 

Alternatively, the M code can be digitized conventionally at baseband or at IF 
and have the ambiguity removed by two different baseband techniques. The first 
technique converts the incoming baseband signal to a BPSK signal by multiplying 
it with the replica Doppler compensated spreading code square wave (that is co-
herent with the prompt replica code) before carrier wipe-off and then performing 
code wipe-off using the unspread replica M code in a conventional BPSK manner 
[59]. This coherent technique is satisfactory during signal acquisition, but it loses 
the code tracking precision and measurement accuracy of conventional M-code 
tracking.

The second technique computes both the in-phase and quadra-phase replica 
BOC M Code that after correlation with the incoming signal produces both the 
conventional BOC code correlation and a quadra-phase correlation that can be 
combined during acquisition to remove the ambiguity [60–62]. Figure 8.38 illus-
trates how these replicas are synthesized [62]. Note that there are five conventional 
in-phase BOC (B) replicas: early (EB), narrow early (EBN), prompt (PB), narrow late 
(LBN), and late (LB). (The original M code tracking technique using the “bump-
jump” code tracking technique calls these phases very early, early, prompt, late, 
and very late, respectively.) The shift register design provides 1/16th of a chip code 
phase increments that supports the nearly optimum 1/8th-chip separation between 
the narrow early and the narrow late code loop correlators for generating the con-
ventional early-minus-late M code tracking error. There are also six similar named 



442	�������������� GNSS Receivers

quadra-phase (Q) replicas synthesized: EQ, EQN, PQ, LQN, and LQ, but typically only 
EQ, PQ, and LQ are used to remove the M code BOC ambiguity. Figure 8.39 depicts 
the BOC and QBOC timing diagram for the replica code synthesis assuming zero 
Doppler. Figure 8.40 shows the early code wipe-off (following carrier wipe-off) 
using EB and EQ. The carrier wipe-off is performed only once, but this code wipe-
off process in pairs is repeated using PB, PQ and LB, LQ and singularly for EBN and 
LBN. Each wipe-off produces an in-phase and quadra-phase output for a total of 16 
separate signals that are integrated and dumped. The result of using a multimodal 
BOC signal without modification is called a multimodal BOC envelope (MBE) and 
the result of reconstructing an MBE into a unimodal correlation function to resolve 
the ambiguities is called a unimodal BOC envelope (UBE). For example, the early 
unimodal BOC envelope is formed by 2 2 2 2

UBE EB EQ EB EQE I I Q Q= + + +  using the in-
phase and quadra-phase signals produced by the EB and EQ code wipe-off. Figure 
8.41 illustrates the cross-correlation powers that result from the correlation of the 
in-phase replica M code and the quadra-phase replica M code with the incoming 
M code signal as a function of replica code offset. The integrate-and-dump process 
following code wipe-off provides smoothing of this cross-correlation process. Fig-
ure 8.42 shows this filtering effect on the UBE of the M code versus replica code 
offset with the incoming M code signal. This produces the desired unambiguous M 
code correlation during the search process.

During tracking modes, the code loop is pulled in using the UBEs of the early 
and late signals, then transitions to high precision conventional M code correlation 
for tracking using either the traditional bump-jump technique or the unambiguous-
aided ambiguous code-tracking scheme described in [61]. 

Figure 8.38  Synthesis of conventional (in-phase) BOC plus (shaded) quadra-phase BOC replica 
signals.
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8.5.7  Vernier Doppler and Peak Code Search

When any search process terminates with success at finding the signal, the precision 
of the replica carrier and code estimates can be too coarse for immediate tracking 
loop closure, so a Vernier Doppler search process that reduces the Doppler estimate 
uncertainty is performed followed by a peak code search process that reduces the 
code phase estimate uncertainty. These refining processes are typically combined 
with the search process in the manner shown in the flow diagram of Figure 8.43. 

Figure 8.39  BOC and QBOC replica code synthesis timing diagram for zero Doppler.

Figure 8.40  Code wipe-off of conventional (in-phase) Early BOC and (shaded) quadra-phase early 
BOC replica signals.
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The flow diagram accommodates multiple target values of C/N0 based on situ-
ational awareness as well as the ability to change values of uncertainty based on the 
navigation state with the end objective of successful code and carrier loop closure.

Figure 8.42  Filtered unimodal BOC envelope of M code versus replica code offset. 

Figure 8.41  Cross-correlation powers of M code and quadra-M code. 
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Vernier Doppler search refines the carrier Doppler frequency uncertainty by 
using a hybrid Tong search to perform multiple passes with different integration 
times that depend on the integration time used by the preceding search. Receiver 
control passes these parameters to this process based on situational awareness, the 
PRN code being searched and its own state knowledge, including the preceding 
search uncertainties, the hybrid Tong resources available to the Vernier process 
and the target carrier loop filter frequency pull-in range. These are extremely fast 
searches since the replica code uncertainty range including the amount of phase 
change taking place during the total Vernier process is very small. 

The peak code search locates the peak of the signal to a higher code chip reso-
lution using the Vernier Doppler frequency (that in some cases also includes an 
estimate of the acceleration and jerk in the Vernier Doppler). It calculates and 
compares envelopes from several adjacent correlators, assumes the largest envelope 
corresponds to the prompt code, compares that to a threshold to ensure that the 
signal is present and, if successful, uses that code phase as the prompt signal during 
loop closure. Since the adjacent correlator spacing may be as coarse as the original 
search ½-chip correlation spacing, two sets of envelopes can be collected with the 
second set shifted in code phase by ¼-chip, and the largest envelope that exceeds 
the threshold is used as the prompt signal. 

8.6  Carrier Tracking

The only parts of the carrier-tracking loop that were not described in Section 8.4 
were the carrier discriminator and the carrier loop filter. Carrier tracking presents 
a paradox to the GNSS receiver designer. Designer A chooses to select the predetec-
tion integration time, the carrier discriminator and carrier loop filter (that com-
pletely characterizes the carrier tracking loop in a data modulated channel) so that 

Figure 8.43  Receiver channel search logic including Vernier Doppler and peak code search. 
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the carrier tracking will tolerate the specified maximum dynamic stress by choosing 
a short predetection integration time, and FLL discriminator feeding a wide noise 
bandwidth carrier loop filter. Designer B chooses to select those same parameters 
so that the carrier-tracking measurements meet the specified accuracy by choosing 
a long predetection integration time and a Costas PLL discriminator feeding a nar-
row noise bandwidth carrier loop filter. The paradox is that Designer A does not 
meet the accuracy specification and Designer B does not meet the dynamic stress 
specification. In practice, some design enhancements (like an inertial measurement 
unit to provide velocity aiding to the carrier tracking loop) or design innovations 
must be incorporated to resolve this paradox. A well-designed GNSS receiver chan-
nel should close its carrier tracking loop with a short predetection integration time, 
using an FLL and a wideband FLL loop filter. This design comparison assumes there 
is data modulation on the carrier so the loop closure process should systematically 
transition into a Costas PLL gradually adjusting the predetection integration time 
equal to the period of the data transitions while also gradually adjusting the carrier 
tracking loop bandwidth as narrow as the maximum anticipated dynamics permit. 
If the signal is a pilot signal (no data modulation), it should transition into a pure 
PLL (that is theoretically unconcerned about predetection integration time) and 
gradually adjust the carrier-tracking loop bandwidth as narrow as the maximum 
anticipated dynamics permit. Later, an FLL-assisted-PLL carrier-tracking loop will 
be described that automatically adapts to dynamic stress. With this added insight 
into carrier-tracking loops, the types and designs of carrier loop discriminators are 
described next. The loop filter design is described in Section 8.8.

8.6.1  Carrier Loop Discriminator 

The carrier loop discriminator algorithm is always implemented using the prompt 
(i.e., on time) correlator I and Q signals. The algorithm used defines the type of 
tracking loop as a phase lock loop (PLL), a Costas PLL (which is a PLL-type dis-
criminator that tolerates the presence of data modulation on the baseband signal), 
or a frequency lock loop (FLL). The PLL and the Costas PLL are the most accurate 
but are more sensitive to dynamic stress than the FLL that can be very robust in the 
presence of dynamic stress. The PLL discriminators achieve a 6-dB tracking thresh-
old improvement in comparison with Costas PLL discriminators because the PLL 
dataless carrier permits tracking the full 360° (four-quadrant) range of the input 
signal while the Costas PLL can only operate over a 180° (two-quadrant) range 
because of the presence of data transitions. The PLL and Costas loop discriminators 
produce phase errors at their outputs. As a result, PLLs replicate almost the exact 
phase and frequency of the incoming SV carrier (converted to IF or baseband) to 
perform the carrier wipe-off function. The FLL discriminator produces a frequency 
error at its output. Because of this, there is also a difference in the architecture of the 
loop filter, described later. FLLs replicate almost the exact frequency of the incom-
ing SV carrier to perform the carrier wipe-off function. For this reason, they are also 
called automatic frequency control (AFC) loops. Any frequency error in the replica 
signal causes the phase to rotate with respect to the incoming carrier signal but the 
FLL/AFC discriminator senses this and attempts to correct it in the feedback path. 
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8.6.1.1  PLL Discriminators

The PLL discriminator is used to track the prompt signal of a pilot (dataless) chan-
nel in phase lock. Table 8.19 describes two PLL discriminator algorithms, their out-
put phase errors, and their characteristics. The four-quadrant arctangent (ATAN2) 
PLL discriminator algorithm is a maximum likelihood estimator, but the PLL ap-
proximation algorithm using the prompt Q signal normalized by a long term aver-
age of the prompt envelope has been proven experimentally to slightly outperform 
the theoretically optimal and more complex ATAN2 function. Figure 8.44(a) com-
pares the phase error outputs of these two PLL discriminators assuming no noise in 
the prompt I and Q signals. Note that the ATAN2 discriminator is the only one that 
remains linear over the full input error range of ±180°. However, in the presence of 
noise, both of the discriminator outputs are linear only near the 0° region. 

8.6.1.2  Costas PLL Discriminators

Any carrier loop that is insensitive to the presence of data modulation is usually 
called a Costas loop since Costas was the inventor of the first analog PLL dis-
criminator that tolerated data modulation. Table 8.20 describes four Costas PLL 
discriminator algorithms, their output phase errors and their characteristics. Figure 
8.44(b) compares the phase error outputs of these four Costas PLL discriminators 
assuming no noise in the prompt I and Q signals. As shown, the two-quadrant 
ATAN Costas discriminator of Table 8.20 is the only Costas PLL discriminator that 
remains linear over half of the input error range (±90°). In the presence of noise, all 
of the discriminator outputs are linear only near the 0° region. In an operational 
environment the PLL discriminator error signals are indeed periodic as indicated in 
Figure 8.44, but their amplitudes are severely attenuated beyond the phase limits of 
their pull-in ranges by the narrow bandwidths of their PLL tracking loops. 

The Costas PLL characteristics are illustrated in Figure 8.45 where the pha-
sor, A (the vector sum of IP and QP), tends to remain aligned with the I-axis and 
switches 180° during each data (bit or symbol) transition.

8.6.1.3  FLL Discriminators

Table 8.21 summarizes three FLL discriminator algorithms, their output frequency 
errors and their characteristics.

Table 8.19  PLL Discriminators

Discriminator 
Algorithm

Output 
Phase 
Error Characteristics

ATAN2(QP,IP) φ Four-quadrant arctangent. Optimal (maximum likelihood estimator) at 
high and low SNR. Slope not signal amplitude dependent. High compu-
tational burden. Usually a table look-up implementation.

2 2

P

P P

Q

Ave I Q+

sin φ QP normalized by averaged prompt envelope. Slightly outperforms 
four-quadrant arctangent. QPS approximates φ to ±45°. Normalization 
provides insensitivity at high and low SNR. Also keeps slope not signal 
amplitude dependent. Low computational burden.
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Table 8.20  Common Costas Loop Discriminators

Discriminator 
Algorithm

Output 
Phase 
Error Characteristics

QP × IP sin 2φ Classic Costas analog discriminator. Near optimal at low SNR. Slope 
proportional to signal amplitude squared A2. Moderate computational 
burden. 

QP × Sign (IP) sin φ Decision directed Costas. Near optimal at high SNR. Slope propor-
tional to signal amplitude A. Least computational burden.

QP/IP tan φ Suboptimal but good at high and low SNR. Slope not signal amplitude 
dependent. Higher computational burden. Divide by zero error at ±90°.

ATAN (QP/IP) φ Two-quadrant arctangent. Optimal (maximum likelihood estimator) 
at high and low SNR. Slope not signal amplitude dependent. Highest 
computational burden. Usually a table look-up implementation.

Figure 8.44  (a) Comparison of PLL discriminators and (b) comparison of Costas PLL discriminators.
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Figure 8.46 compares the frequency error outputs of these three discriminators 
assuming no noise in the prompt I and Q signals for 5-ms and 10-ms PIT. Figure 
8.46(a) illustrates that the frequency pull-in range with a 5-ms PIT (reciprocal of 
200-Hz bandwidth) has twice the pull-in range of Figure 8.46(b) with a 10-ms PIT 

Table 8.21  Common Frequency Lock Loop Discriminators

Discriminator Algorithm
Output 
Frequency Error Characteristics

( )2 1

cross
t t−

 
where:  
cross = IP1 × QP2 − IP2 × QP1

( )2 1

2 1

sin

t t

f f−
−

Near optimal at low SNR. Slope proportional to 
signal amplitude squared A2. Least computational 
burden.

( ) ( )
( )2 1

cross sign dot

t t

×
−

where:  
dot = IP1 × IP2 + QP1 × QP2

( )2 1

2 1

sin 2 t t

t t

 − 
−

Decision directed. Near optimal at high SNR. Slope 
proportional to signal amplitude A. Moderate com-
putational burden.

( )
( )2 1

2 ,ATAN cross dot

t t−
2 1

2 1t t
f f−

−  

Four-quadrant arctangent. Maximum likelihood 
estimator. Optimal at high and low SNR. Slope not 
signal amplitude dependent. Highest computational 
burden. Usually a table look-up implementation.

Note: Integrated and dumped prompt samples IP1 and QP1 are the samples taken at time t1, just prior to the samples IP2 and QP2 

taken at a later time t2. For a data channel, these two adjacent samples should be within the same data bit or sample transition 

interval. The next pair of samples are taken starting (t2 − t1) seconds after t2 (i.e., no I and Q samples are reused in the next 

discriminator computation).

Figure 8.45  Costas I, Q phasor diagram depicting true phase error between replica and incoming 
carrier phase and the 180° phase changes due to data transitions.
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(reciprocal of 100-Hz bandwidth). Note in both figures that the frequency pull-in 
range of the ATAN2 (cross, dot) FLL discriminator is half the reciprocal PIT band-
width (±100 Hz for 5-ms PIT and ±50 Hz for 10-ms PIT) and that it has the wid-
est pull-in frequency for a given PIT. The frequency pull-in range of the cross and 
(cross) × sign (dot) FLL discriminators have one fourth of the reciprocal PIT band-
width (±50 Hz for 5-ms PIT and ±25 Hz for 10-ms PIT). The cross and (cross) × 
sign (dot) FLL discriminator error outputs are sine functions divided by the sample 
time interval (t2 − t1) in seconds and were both divided by four to more accurately 
approximate the true frequency error output in their nearly linear regions. 

In the presence of noise, all of the FLL discriminator outputs are linear only 
near the 0-Hz region. In an operational environment the FLL discriminator error 

Figure 8.46  Comparison of FLL discriminators: (a) 5-ms predetection integration time, and (b) 10-
ms predetection integration time.
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signals are indeed periodic as indicated in Figure 8.46, but their amplitudes are se-
verely attenuated beyond the frequency limits of their pull-in ranges by the narrow 
bandwidths of their FLL tracking loops. In the presence of noise on the prompt I 
and Q signals the slopes of all of the FLL discriminator outputs tend to flatten as 
the noise levels increase so they are linear only near the 0-Hz error region. 

The I, Q phasor diagram in Figure 8.47 depicts the change in phase, φ2 – φ1, 
between two adjacent samples of IP and QP, at times t1 and t2. Any change in this 
frequency over this fixed time interval is proportional to the frequency error in the 
carrier-tracking loop. The figure illustrates that, in the case of a data channel, the 
FLL discriminator tolerates data bit or symbol transitions provided that the adja-
cent I and Q samples are taken within the same data bit or symbol interval. When 
these transition boundaries are unknown it is necessary to use very short predetec-
tion integration times so that most of the I,Q pairs do not straddle a transition 
boundary. Fortunately, this also increases the frequency pull-in range during FLL 
closure when this transition boundary uncertainty is most likely. It is also possible 
for the FLL loop to close with a false frequency lock in a high dynamic environ-
ment. Again, very short predetection integration times (wider pull-in range) are 
important for initial FLL loop closure. For example, if the code peak search dwell 
time was 1 ms or 2 ms, then the initial predetection integration time in FLL should 
be the same. Note that the FLL phasor amplitude, A, which is the vector sum of 
IPS and QPS (i.e., the prompt envelope, rotates at a rate directly proportional to the 
frequency error between the replica carrier and the incoming carrier). When true 
frequency lock is actually achieved, the vector stops rotating, but it will stop at any 
angle with respect to the I axis. For this reason, coherent code tracking, as will be 
discussed in the following section, is not possible while in FLL because it depends 
on the I components being maximum (signal plus noise) and the Q components to 
be minimum (noise only) (i.e., in phase lock). It is possible to demodulate the SV 
data bit stream in FLL by a technique called differential demodulation. Because 

Figure 8.47  FLL I, Q phasor diagram depicting data or symbol transition tolerance if both samples 
are always taken within the same data bit or symbol transition boundaries.
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the demodulation technique involves a differentiation (noisy) process, detecting 
the change in sign of the phasor in an FLL is noisier than detecting the sign of the 
integrated (lower noise) IPS in a PLL. Therefore, for the same signal quality, FLL 
data detection has a much higher bit and word error rate than PLL data detection.

8.7  Code Tracking

The only parts of the code-tracking loop that were not described in Section 8.4 were 
the code discriminator and the code loop filter. The design of the programmable 
predetection integrators, the code loop discriminator and the code loop filter fully 
characterizes the receiver code-tracking loop. These three functions determine the 
most important two performance characteristics of the receiver code loop design: 
the code loop thermal noise error and the maximum line-of-sight dynamic stress 
threshold. It is shown later in this chapter that the code-tracking loop is the strong 
link and the carrier-tracking loop is the weak link in the determination of the GNSS 
receiver tracking threshold. Even though the carrier-tracking loop has a much lower 
tolerance than the code-tracking loop to interference that causes reduced C/N0, it 
would invite disaster to attempt to aid the carrier loop with the code loop output. 
This is because, unaided, the code loop thermal noise is orders of magnitude larger 
than the carrier loop thermal noise. It was shown in Section 8.4 that it is always the 
carrier loop that aids the code loop and it will be shown that it is the ambiguous 
but precise carrier loop measurements that are used to improve the precision of the 
unambiguous (or at least easily resolved less ambiguous) code loop measurements. 
Chapter 9 describes how external velocity aiding typically from an IMU that has 
been calibrated by the synergism of being integrated with the GNSS receiver can 
temporarily maintain a sufficiently accurate estimate of the carrier wipe-off process 
that enables the code-tracking loop to sustain operation in the presence of interfer-
ence. It is often overlooked that a known stationary GNSS receiver has virtually 
perfect velocity aiding capability without the need for an IMU. With this introduc-
tory insight into the virtues of the code-tracking loop, the code loop discriminator 
is described next. The loop filter design is described in Section 8.8.

8.7.1  Code Loop Discriminators

Table 8.22 shows the algorithms of four GNSS code loop discriminators and their 
characteristics. These are alternatively called delay lock loop (DLL) discriminators. 
These discriminators always use the early (E) and late (L) correlator phases and one 
of the versions also uses the prompt (P) signal. The fourth DLL discriminator is 
called a coherent dot product DLL. A more linear version can be implemented using 
only the E and L components, but the dot product slightly outperforms it. The co-
herent DLL provides superior performance when the carrier loop is in PLL. Under 
this condition, there is signal plus noise in the I components and mostly noise in the 
Q components. However, this high-precision DLL mode fails if there are frequent 
cycle slips or total loss of phase lock because the phasor rotates causing the signal 
power to be shared in both the I and Q components that consequently loses power 
in the coherent DLL. Successful operation requires a sensitive phase lock detector 
and rapid transition to the quasi-coherent DLL. All of the DLL discriminators can 
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be normalized. Normalization removes sensitivity to signal amplitude fluctuations 
that improves performance under rapidly changing C/N0 conditions. Therefore, 
normalization helps the DLL tracking and threshold performance to be indepen-
dent of automatic gain control (AGC) performance. However, normalization does 
not prevent reduction of the gain (slope) when C/N0 decreases. As C/N0 is reduced, 
the DLL slope approaches zero. Since loop bandwidth is roughly proportional to 
loop gain, then loop bandwidth approaches zero at low C/N0. This results in poor 
DLL response to dynamic stress and can result in instability if a third-order DLL 
filter is used (never used with carrier aided code implementation). Carrier aiding 
(including externally provided carrier aiding) minimizes this problem, but the phe-
nomena may produce unexpected DLL behavior at very low C/N0‑.

Figure 8.48 compares these four DLL discriminator outputs assuming a BPSK-
R modulated signal with 1-chip spacing between the early and late correlators. This 
means that a 2-bit shift register is shifted at twice the clock rate of the code genera-
tor. Also assumed is an ideal correlation triangle (infinite bandwidth) and no noise 
on the incoming I and Q signals. For typical receiver bandwidths, the correlation 

Table 8.22  Code Discriminators
Discriminator Algorithm Characteristics 

1
2

E L
E L

−
+  where 

2 2 2 2,E E L LE I Q L I Q= + = +

Noncoherent early minus late envelope normalized by E + L 
to remove amplitude sensitivity. High computational load. For 
1-chip BPSK E-L correlator spacing, produces true tracking 
error within ±½-chip of input error (in the absence of noise). 
Becomes unstable (divide by zero) at ±1.5-chip input error, but 
this is well beyond code tracking threshold in the presence of 
noise.

( )2 21
2

E L−
Noncoherent early minus late power. Moderate computa-
tional load. For 1-chip BPSK, E-L correlator spacing produces 
essentially the same error performance as ½ (E-L) envelope 
within ±½-chip of input error (in the absence of noise). Can be 
normalized with E2 + L2.

 

( ) ( )
( )

( ) ( )
( )2 2

1
2
dot product

1
/

4
normalized with  and 

E L P E L P

E L P E L P

P P

I I I Q Q Q

I I I Q Q Q

I Q

 − + − 

 − + − 

Quasi-coherent dot product power. Uses all three correlators. 
Low computational load. For 1-chip BPSK E-L correlator 
spacing, it produces nearly true error output within ±½-chip 
of input (in the absence of noise). Normalized version shown 
second using 2

PI  and 2
PQ , respectively.
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Coherent dot product. Can be used only when carrier loop is 
in phase lock. Low computational load. Most accurate code 
measurements. Normalized version shown second using 2

PI .

Note: The code loop discriminator envelopes may be noncoherently summed to reduce the iteration rate of the code loop dis-

criminator and filter as compared to that of the carrier loop filter when the code loop is aided by the carrier loop or alternatively 

the discriminator outputs can be summed to reduce the iteration rate of the code loop filter. The rule-of-thumb limit is that total 

integration time must be less than one-fourth the DLL bandwidth. Note that this does not increase the predetection integration 

time for the code loop but does reduce noise. However, the code loop NCO must be updated every time the carrier loop NCO 

is updated even though the code loop filter output has not been updated. The most recent value of the code loop filter output is 

combined with the current value of carrier aiding.
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peak tends to be rounded, the ramps on either side of the peak are nonlinear and 
the correlation amplitudes at ±½-chip from the correlation peak are slightly higher 
than for the infinite bandwidth case while the prompt correlation amplitude is 
slightly lower. These DLLs can be used with BOC signals but the E and L correlator 
spacing (and shift register design) must be optimized based on the autocorrelation, 
typically much shorter than ½-chip, and there may be more correlators involved 
to resolve ambiguity problems with the autocorrelation envelope. Specific design 
examples are provided in Section 8.7.3.

The normalized early minus late envelope discriminator is very popular because 
its noise-free output error is linear over a ±1-chip range and has a pull-in range to 
almost ±1.5-chip, but the dot product power discriminator slightly outperforms it. 
Early GPS receiver designs synthesized an E – L replica code to save one correla-
tor (i.e., only one complex correlator is required to generate the composite E – L 
signal that can be normalized with the P signal, but linearized E + L normalization 
requires separate E and L correlators). 

8.7.2  BPSK-R Signals

Figure 8.49 illustrates the envelopes that result for three different replica code 
phases being correlated simultaneously with the same incoming BPSK-R modulated 
signal assuming infinite bandwidth. For ease of visualization, the incoming BPSK-R 
modulated signal is shown without noise. The three replica phases are separated by 
½-chip and are representative of the early, prompt and late replica codes that are 
synthesized in a typical BPSK-R replica code generator, although narrower early 
to late correlator separations are used to reduce multipath error and measurement 
noise. Narrow correlators have reduced code tracking loop dynamic stress toler-
ance, but if carrier aided code tracking is used, the carrier loop removes most of 
the code loop dynamic stress thereby enabling both narrow correlator spacing and 
smaller code loop filter noise bandwidths after the code loop reaches steady state.

Figure 8.48  Comparison of delay lock loop discriminators.
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Figure 8.50 illustrates how the early, prompt and late envelope amplitudes 
change as the phases of the replica code signals are advanced with respect to the 
incoming BPSK-R signal. For ease of visualization, only 1-chip of the continuous 
incoming PRN code and replica code phases is shown and the incoming signal is 
shown without noise. In reality, the incoming PRN code is buried in noise and a 
massive number of correlated products must be accumulated in each correlator 
phase to provide the necessary bandwidth reduction and resulting processing gain 
for each envelope amplitude to emerge out of the noise. 

Figure 8.51 illustrates the normalized early minus late envelope discriminator 
error output signals that correspond to the four replica code offsets of Figure 8.50. 

The BPSK-R signal closed code loop operation becomes apparent as a result 
of studying these replica code phase changes, the envelopes that they produce, and 
the resulting error output generated by the early minus late envelope code discrimi-
nator. If the replica code is aligned, then the early and late envelopes are equal in 
amplitude with no error generated by the discriminator. If the replica code is mis-
aligned, then the early and late envelopes are unequal by an amount proportional 
to the code phase error between the replica and the incoming signal (within the lim-
its of the discriminator pull-in range). The code discriminator senses the amount of 
error in the replica code and the direction (early or late) from the difference in the 
amplitudes of the early and late envelopes. This error is filtered and then applied 
to the code loop NCO where the output frequency is increased or decreased as 

Figure 8.49  BPSK-R code correlation process for three different replica code phases.
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necessary to correct the replica code generator phase with respect to the incoming 
SV signal code phase.

The discriminator examples given thus far have assumed that each channel 
of the receiver contains three complex code correlators to provide early, prompt, 
and late correlated outputs. In early generations of GPS receiver designs, analog 

Figure 8.50  BPSK-R code correlation phases: (a) prompt replica code ½-chip early, (b) prompt replica code 
¼-chip early, (c) prompt replica code aligned, and (d) prompt replica code ¼-chip late.

Figure 8.51  BPSK-R code discriminator output versus replica code offset.
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correlators were used instead of digital correlators because ADC technology was 
not fast enough to digitize the signals prior to correlation. There was strong em-
phasis on reducing the number of expensive and power-hungry analog correlators, 
so there were numerous code-tracking loop design innovations that minimized the 
number of correlators. The tau-dither technique time-shares the early and late rep-
lica code with one complex (I and Q) correlator and provides the required early 
minus late discriminator and the early plus late normalizing signal. This time-share 
technique suffers a 3-dB loss of code tracking threshold because only half the en-
ergy is available from the early and late signals. This loss of code tracking thresh-
old is unimportant in an unaided receiver design because there is much more than 
3-dB difference between code loop and carrier tracking loop thresholds. The extra 
margin in the code loop threshold only pays off for aided receivers. The TI 4100 
multiplex GPS receiver [63, 64] not only used the tau-dither time-share technique, 
but also time-shared two analog correlators and one replica code generator and 
one carrier generator to simultaneously and continuously track using 2.5-ms dwells 
on the L1 P-code and L2 P-code signals of four GPS satellites in phase lock. It 
also simultaneously demodulated the 50-Hz navigation messages. Because the L2 
tracking was accomplished by tracking L1-L2, this nearly zero dynamics signal 
permitted very narrow bandwidth tracking loops, and therefore suffered only a 
little more than 6 dB of tracking threshold losses instead of the expected 12 dB. 
Since the same circuits were time-shared (multiplexed) across all channels and fre-
quencies, there was zero interchannel bias error in the TI 4100 measurements and 
there was virtually zero quantization error in the code and carrier measurements. 
The TI 4100 was the first commercial GPS receiver and the first high precision 
geodetic surveying receiver. The TI 4100 is the only commercial receiver in history 
that performed L1 and L2 P-code interferometric measurements. This was because 
it operated with normal P-code access using signals from the Block I GPS satellites 
that preceded the adoption of P(Y) code. As a result, the TI 4100 revolutionized 
the field of geodetic surveying by achieving “5 dimes” (5-mm) benchmark location 
precision over a 10,000-m baseline with less than 15 minutes of L1/L2 observa-
tions on four SVs. The TI 4100 was later adapted to operate with P(Y) code, but 
could only be purchased by authorized users. GPS P(Y) code codeless/semicode-
less processing techniques were used in next-generation commercial high-precision 
receivers. These techniques are described in Section 8.6.3, but this technology will 
rapidly disappear with the emergence of multiple modernized commercial GNSS 
frequencies. This new era in commercial GNSS signals represents a major break-
through for all high-precision commercial GNSS applications. 

Modern digital GNSS receivers often contain many more than three complex 
correlators because digital correlators are relatively inexpensive (e.g., only one ex-
clusive-or circuit is required to perform the 1-bit multiply function). The innova-
tions relating to improved performance through the use of precorrelation ADCs, 
DSP technology, and more than three complex correlators include faster acquisi-
tion times (described earlier), multipath mitigation (described in Chapter 9) and a 
wider discriminator correlation interval that provides jamming robustness when 
combined with external (IMU) aiding [65]. However, there is no improvement in 
tracking error due to thermal noise or improvement in tracking threshold using 
multiple correlators. Reducing parts count and power continue to be important, 
so multiplexing is back in vogue for hardware-based digital components, but now 



458	�������������� GNSS Receivers

using faster than real-time digital multiplexing techniques with no loss in signal 
power. The speed of digital circuits has increased to the point that correlators, 
NCOs, and other high-speed baseband functions can be digitally multiplexed with-
out a significant power penalty because of the reduction in feature size of faster 
digital components. The multiplexing is faster than the real-time digital sampling 
of the GNSS signals by a factor of N where N is the number of channels sharing the 
same device. Since there is no loss of energy, there is no loss of signal processing per-
formance as was the case with the TI 4100 analog time division multiplexing and 
there is no interchannel bias error. In the case of software-defined functions, there 
is a significant amount of parallelism in modern DSP architectures and every reen-
trant function that is implemented in a DSP is equivalent to digital multiplexing. 

8.7.3  BOC Signals

The ambiguity problem encountered with BOC signals and three techniques for 
removing the ambiguity were introduced in Section 8.5.6 in the context of the M-
code BOC signal acquisition. The same techniques can be used for any modernized 
BOC signal that produces an ambiguous code discriminator error output. In the 
case of the interoperable MBOC signal, the code discriminator ambiguity is a small 
order effect that does not present a serious code discriminator ambiguity problem. 
As is the case for M code, if it is preferred to check (then correct if necessary) for 
ambiguity instead of preventing it, the ambiguity in other GNSS BOC signals can be 
detected with an additional very early and very late correlator, each correlator set at 
the peaks of the unwanted (ambiguous) correlation peaks. If there is a major change 
in the difference between these two signals, that error provides both the detection 
and direction for bumping the replica code phase back into the correct phase.

For more details on GNSS signals in general, [39] provided comprehensive in-
formation, in particular, describing discriminators for code tracking of BOC(1,1), 
BPSK-R(1) and TMBOC(6,1,4/33) GNSS signals. 

8.7.4  GPS P(Y)-Code Codeless/Semicodeless Processing

Historically, P(Y) code has been broadcast on L2 by the GPS SVs on all operational 
SVs with AS activated. This has denied direct two-frequency operation to com-
mercial (L1 C/A code) GPS users until the recent advent of L2C and L5 civil signals 
plus emerging multifrequency open service signals from other GNSS constellations. 
Precision surveying requires differential interferometry techniques (requiring car-
rier-phase measurements) that remove common mode bias errors to achieve centi-
meter-level precision over short baselines, but the ionospheric delay is not common 
mode over long baselines. Therefore, dual-frequency carrier-phase measurements 
are essential for precision surveying applications over long baselines. As a result, 
commercial GPS receiver designers pursued design techniques that could obtain L2 
Y-code pseudorange and carrier-phase measurements without full signal access that 
cryptographic knowledge provides. These techniques are referred to as either code-
less or semicodeless processing. Codeless techniques only utilize the known 10.23-
MHz chip rate of the Y-code signal and the fact that [66] assured that the same 
Y-code signal is broadcast on both L1 and L2, whereas the semicodeless techniques 
further exploit a deduced relationship between the Y code and P code.
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Since they operate without full knowledge of the Y code signal, the codeless and 
semicodeless designs operate at significantly reduced signal-to-noise ratios, which 
require the tracking loop bandwidths to be extremely narrow. This, in turn, reduces 
their ability to operate in a high dynamic environment without aiding. Fortunately, 
robust aiding is generally available from tracking loops operating upon the C/A 
code signal. Typical codeless and semicodeless receiver designs use L1 C/A code-
tracking loops to effectively remove the line-of-sight dynamics from the L1 and L2 
Y-code signals, and then extract the L1 to L2 differential measurements by some 
variation of a signal squaring technique, which does not require full knowledge of 
the replica code. Codeless techniques effectively treat the Y-code PRN as 10.23-
Mbps data, which can be removed through squaring or by cross-correlation of the 
L1 and L2 signals. Semicodeless techniques exploit some known features of the Y 
code; see, for example, [67]. In addition to the signal-to-noise disadvantage men-
tioned earlier, codeless receivers suffer from other robustness problems. Although 
the parallel C/A-code processing provides access to the GPS navigation message, 
codeless processing of L2 does not allow decoding of the navigation data for the 
purposes of verifying that the desired SV is being tracked. Also, two SVs with the 
same Doppler will interfere with each other in the codeless mode; therefore, the 
scheme fails for this temporary tracking condition. However, modern semicodeless 
receivers provide relatively robust tracking of the L2 Y-code signal with assistance 
from the L1 C/A code. These concepts will become obsolete when the modernized 
GPS civil signals become available.

8.8  Loop Filters

The objective of the loop filter is to reduce noise to produce an accurate estimate 
of the original signal at its output. The loop filter order and noise bandwidth also 
determine the loop filter’s response to signal dynamics. The only difference between 
carrier and code loop digital filter design for carrier tracking or for code tracking 
is the order of the loop filter and their bandwidths. The loop filter order and noise 
bandwidth, Bn, are determined based on trade-offs between the expected operat-
ing environment, various receiver component noise contributions and the desired 
precision of tracking the signal. The difficulty of the design has more to do with 
these trade-offs than with the digital loop filter design techniques that are virtually 
identical for the same digital loop filter order. Because the loop filter is part of a 
feedback loop, there are stability issues associated with the loop order for a desired 
noise bandwidth because there are predetection integration time and computation 
time that represent a delay in the closed loop. The stability issue for the digital loop 
filter design approach described next will be detailed in Section 8.8.5. As shown in 
the receiver block diagrams, the loop filter’s output signal is effectively subtracted 
from the original signal to produce an error signal that is filtered and used to correct 
the carrier and code replica signals in a closed loop process. 

There are many design approaches to digital filters. The design approach by 
Holmes [68] described herein draws on existing knowledge of analog loop filters, 
and then adapts these into digital implementations. The well-known shortcoming 
of this digital filter design is that the loop filter noise bandwidth (Bn) in units of 
hertz, slightly increases with predetection integration time (T) in units of seconds. 
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The consequence is that the dimensionless BnT product does not remain constant 
for all T. Newer digital loop filter designs (e.g., Stevens and Thomas [69] and 
Thomas [70]) can achieve stability with a constant BnT product that is larger than 
the stable value of BnT that can be achieved with any loop filter based on analog 
design techniques. However, the Holmes [68] loop filter design stability criteria are 
predictable and suffice for the majority of GNSS receiver applications. Figure 8.52 
shows block diagrams of first, second, and third-order analog filters [68]. Analog 
integrators are represented by 1/s, the Laplace transform of the time-domain inte-
gration function. The input signal is multiplied by the multiplier coefficients, and 
then processed as shown in Figure 8.52. These multiplier coefficients and the num-
ber of integrators completely determine the loop filter’s characteristics. Table 8.23 
summarizes these filter characteristics and provides all the information required to 
compute the filter coefficients for first, second, and third-order loop filters. Only 
the filter order and noise bandwidth must be chosen to complete the design and this 
must be consistent with the loop filter stability criteria presented in Section 8.8.5.

Figure 8.53 depicts the block diagram representations of analog and digital in-
tegrators. The analog integrator of Figure 8.53(a) operates with a continuous time-
domain input, x(t), and produces an integrated version of this input as a continu-
ous time-domain output, y(t). Theoretically, x(t) and y(t) have infinite numerical 
resolution and the integration process is perfect. In reality, the resolution is limited 

Figure 8.52  Block diagrams of: (a) first-, (b) second-, and (c) third-order analog loop filters. 
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by noise that significantly reduces the dynamic range of analog integrators. There 
are also problems with drift.

The boxcar digital integrator of Figure 8.53(b) operates with a sampled time-
domain input, x(n), which is quantized to a finite resolution, and produces a dis-
crete integrated output, y(n). The time interval between each sample, T, represents 
a unit delay, z−1, in the digital integrator. The digital integrator performs discrete 

Table 8.23  Loop Filter Characteristics
Loop 
Order

Noise Bandwidth 
Bn (Hz)

Typical Filter 
Values

Steady State 
Error Characteristics

First
0

4
ω ω0

Bn = 0.25ω0 
( )

0

dR dt

ω

Sensitive to velocity stress. Used 
in aided code loops. 

Second ( )2
0 2

2

1

4

a

a

ω + 2
0

2 0 0

0

1.414

0.53n

a

B

ω

ω ω

ω

=
=

2 2

2
0

d R dt
ω

Sensitive to acceleration stress. 
Used in aided code loops and 
aided and unaided carrier loops. 
Optimum damping factor δ = 
0.707 = a2/2.

Third ( )
( )

2 2
0 3 3 3 3

3 34 1

a b a b

a b

ω + −
−

3
0

2 2
3 0 0

3 0 0

0

1.1

2.4

0.7845n

a

b

B

ω

ω ω

ω ω

ω

=
=

=

( )3 3

3
o

d R dt

ω

Sensitive to jerk stress. Used in 
unaided carrier loops. Param-
eters provide fastest response 
to step function with minimal 
initial overshoot.

Source: [68]. Notes: (1) The loop filter natural radian frequency, wo, is computed from the value of the loop filter noise 

bandwidth, Bn, selected by the designer. (2) R is the line-of-sight range to the satellite. (3) The steady state error is inversely 

proportional to the nth power of the tracking loop bandwidth and directly proportional to the nth derivative of range, 

where n is the loop filter order.

Figure 8.53  Block diagrams of: (a) analog, (b) digital boxcar, and (c) digital bilinear transform 
integrators.
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integration perfectly with a dynamic range limited only by the number of bits used 
in the accumulator, A. This provides a dynamic range capability much greater than 
can be achieved by its analog counterpart and the digital integrator does not drift. 
The boxcar integrator performs the function y(n) = T[x(n)] + A(n − 1), where n is 
the discrete sampled sequence number.

Figure 8.53(c) depicts a digital integrator that linearly interpolates between 
input samples and more closely approximates the ideal analog integrator. This is 
called the bilinear z-transform integrator. It performs the function y(n) = T/2[x(n)] 
+ A(n − 1) = 1/2[A(n) + A(n − 1)]. The digital filters depicted in Figure 8.54 result 
when the Laplace integrators of Figure 8.52 are each replaced with the digital bi-
linear integrator shown in Figure 8.54(c). The last digital integrator is not included 
because the NCO that immediately follows provides this function. The NCO is 
equivalent to the boxcar integrator of Figure 8.53(b), but when combined with the 
predetection integration and dump function in the feedback loop, it is equivalent 
to the bilinear integrator of Figure 8.53(c) [71].

8.8.1  PLL Filter Design

The PLL filter design will typically be second-order for moderate dynamic applica-
tions and third-order for higher dynamic applications. The second-order PLL filter 
will have one digital bilinear transform integrator and the carrier NCO provides the 
second one. The third-order PLL will have two digital bilinear transform integra-
tors and the carrier NCO provides the third one.

Figure 8.54  Block diagrams of (a) first, (b) second, and (c) third-order digital loop filters excluding 
last integrator (the NCO).
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The Costas PLL is not defined by the digital loop filter, but by the presence 
of data or symbol modulation on the signal and the need for a Costas carrier 
loop discriminator. As will be seen, the Costas PLL encounters squaring loss that 
can only be reduced by increasing T. Herein lies the issue of extending the stable 
BnT product. However, modernized GNSS signals have pilot channels that operate 
with a pure PLL discriminator that theoretically has zero squaring loss. Hence, the 
emphasis on increasing the stable BnT product becomes a moot point, although 
increasing T does provide additional noise filtering. In either case there is no dif-
ference in the loop filter design. The only difference is the discriminators (that have 
already been described). 

8.8.2  FLL Filter Design

The FLL filter design will typically be one order lower than the PLL filter design 
but it also requires one more integrator than its PLL counterpart because the FLL 
discriminator produces frequency error instead of phase error. Therefore, the first-
order FLL will have one digital bilinear transform integrator and the NCO provides 
the second integrator. The second-order FLL will have two digital bilinear trans-
form integrators and the NCO provides the third integrator. 

8.8.3  FLL-Assisted PLL Filter Design

There are GNSS receiver designs that operate only in FLL and therefore cannot 
achieve the precision of their PLL counterparts and suffer much higher bit error 
rates in data demodulation. There are also GNSS receiver designs that cannot 
support FLL and therefore must close directly in PLL without the benefit of the 
extended FLL frequency uncertainty pull-in range nor can they revert to FLL opera-
tion in the presence of high dynamic stress. The major performance shortcomings 
of these latter design choices have been presented and will not be rationalized by 
further discussion of any cost or performance benefits derived from them. Instead, 
a synergistic solution to the GNSS receiver designer’s carrier tracking loop dilemma 
of holding on in the presence of sudden changes in platform dynamic stress while 
also operating with the highest precision and preferred data demodulation mode of 
PLL most of the time. It is called an FLL-assisted-PLL [40].

Figure 8.55 illustrates two FLL-assisted-PLL loop filter designs [40]. Figure 
8.55(a) depicts a second-order PLL filter with a first-order FLL assist. Figure 
8.55(b) depicts a third-order PLL filter with a second-order FLL assist. If the PLL 
error input is zeroed in either of these filters, the filter becomes a pure FLL. Simi-
larly, if the FLL error input is zeroed, the filter becomes a pure PLL. The best loop 
closure process (maximum frequency uncertainty pull-in capability) is to close in 
pure FLL, then apply the error inputs from both discriminators as an FLL-assisted 
PLL until phase lock is achieved, then convert to pure PLL until phase lock is lost. 
However, if the noise bandwidth parameters are chosen correctly, there is only 
about 1-dB loss in PLL carrier tracking threshold performance (due to FLL discrim-
inator output noise) if both discriminators are continuously operated after initial 
FLL loop closure [40]. In general, the natural radian frequency of the FLL, ω0f , is 
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different from the natural radian frequency of the PLL, ω0p. These natural radian 
frequencies are determined from the desired loop filter noise bandwidths, Bnf and 
Bnp, respectively. The values for the second-order coefficient a2 and third-order 
coefficients a3 and b3 can be determined from Table 8.23. These coefficients are the 
same for FLL, PLL or DLL applications if the loop order and the noise bandwidth, 
Bn, are the same. Note that the FLL coefficient insertion point into the filter is one 
integrator back from the PLL and DLL insertion points. This is because the FLL 
error is in units of hertz (change in range per unit of time), whereas the PLL and 
DLL errors are in units of phase (range).

8.8.4  DLL Filter Design

The DLL filter design will typically be first order but there are design cases where 
second order is required (for example where loose-coupled external velocity aid-
ing is temporarily operating the carrier loop in a high interference situation). The 
DLL loop filter Bn should always be very narrow (typically less than 1 Hz in steady 
state) since it should always be aided by the carrier loop and therefore has little or 
no dynamic stress to track. The first-order DLL has no digital bilinear transform 
integrators since the one integrator is provided by the code NCO. The second or-
der DLL has one digital bilinear transform integrator and the second integrator is 
provided by the code NCO.

Figure 8.55  Block diagrams of FLL assisted PLL filters: (a) second-order PLL with first-order FLL as-
sist, and (b) third-order PLL with second-order FLL assist.
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8.8.5  Stability

A Bode analysis technique is described in [71] and used to assure tracking stabil-
ity in GNSS digital tracking loops designed with the Holmes [68] loop filters. The 
transfer functions for all components of the digital tracking loop are presented and 
used in this analysis technique. The composite transfer functions of first-, second-, 
and third-order tracking loops are determined. The stable value of the BnT product 
is significantly reduced when there is computation delay within the tracking loop. 
Therefore, computation delay is modeled and utilized in the results reported in [71]. 
After detailed development of equations along with numerous block diagrams, the 
Bode analysis technique is ultimately used to determine the BnT values correspond-
ing to 0° (unstable) and 30° (stable) phase margins for all three loop orders and for 
the extreme two cases of zero (or on time) computation delay and T computation 
delay.

The key results from [71] that assure loop filter stability are presented herein 
beginning with a recap of carrier tracking signal processing using the functional 
block diagram of a GNSS receiver digital carrier-tracking loop shown in Figure 
8.56. It depicts all of the processes that take place starting with the analog interme-
diate frequency (analog IF). After analog-to-digital conversion into digital IF, the 
complex carrier wipe-off process takes place followed by the prompt code wipe-
off process. (The carrier wipe-off process starting with a baseband analog signal 
produces the identical results when the NCO IF bias is set to zero.) The resulting 
error signal is fed to the predetection filter where it is integrated and then dumped 
after a predetection integration time, T, into the phase detector. That error is fed 
to the PLL filter where it is integrated and fed to the carrier NCO. The output of 
the NCO is fed to a mapping function that converts the NCO representation of the 
replica carrier phase at IF into a complex cosine and sine replica of the incoming 
digital IF that is used to close the carrier-tracking loop. In Figure 8.56, the analog 
IF signal contains all of the in-view and in-band GNSS signals submerged in noise. 
Each analog IF signal (plus Doppler) has virtually the same in-band spectrum char-
acteristic as it had in that same bandwidth at L-band, but the carrier frequency has 
been downconverted from L-band to the much lower IF and the composite signal 
plus noise has been digitized (hopefully with a minimum of aliasing). The digital 
carrier PLL is designed to track only the signal Doppler frequency of the selected 
GNSS signal, so there is a carrier frequency offset number (shown as NCO IF bias) 

Figure 8.56  Block diagram of GNSS digital carrier-tracking loop.
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that is added to each PLL Doppler frequency output value before it is fed into the 
NCO. Since the replica signal and the desired signal offset each other, they are not 
needed for the open loop transfer analysis, described next.

Figure 8.57 illustrates the open loop model of this carrier-tracking loop as 
implemented for the purpose of phase margin analysis by the Bode method [72] 
used for this stability analysis. This figure was also used for the purpose of deter-
mining the transfer function of a PLL. With appropriate changes of the labels in the 
figure, the same model can be used to determine the transfer function of a digital 
FLL and a digital DLL. For purposes of this Bode analysis, this model illustrates 
the equivalent effect of the carrier-tracking loop in Figure 8.56 when the loop has 
been opened and all signals external to the loop have been zeroed, as is required by 
the Bode analysis technique. Bode analysis is a linear analysis technique, so only 
small perturbations are considered and nonlinear effects are not taken into account 
in calculating phase margins, but the nonlinear effects tend toward improving the 
stability margin.

Note that Figure 8.57 does not depict the details of the actual replica I and Q 
signals emanating from a complex mapping function. These replicated complex (I 
and Q) signals perform carrier wipe-off of the digital IF signal in separate mixers. 
Nor does it depict the resulting I and Q error signals that are separately integrated 
and dumped by the predetection filter, where that complex result is fed to the phase 
detector. But the modeled effect and therefore the modeled transfer functions are 
the same. For example, the transfer functions of both the actual and the modeled 
mapping function are both assumed to be unity. Figure 8.57 also does not show the 
necessary prompt code wipe-off function shown in Figure 8.56 because the prompt 
code wipe-off transfer function is assumed to be unity. Assuming the transfer func-
tions of all Figure 8.56 functions omitted in Figure 8.57 are indeed unity, then Fig-
ure 8.57 accurately models all of the processes that relate to the response and delay 
of a GNSS carrier-tracking loop under the Bode analysis condition, except for an 
additional important requirement: there will be additional real-time computation 
delay, tc, between the predetection filter “dump” epoch and the epoch when the 
NCO actually receives that new frequency input. If tc plus other processing delays 
in the total loop are shorter than or equal to a single real-time interval between 

Figure 8.57  Model of GNSS digital carrier-tracking loop under Bode test condition.
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NCO clock epochs (that are synchronous with the digital IF sample epochs), then 
those delays still provide an output by the time the next input signal sample arrives. 
For this case, the delays can be considered as not adding any additional delay to the 
loop. They fit within the total iteration time T, and thus can be considered as hav-
ing the same result as an output which was immediately available with zero delay 
but still cannot be applied until the next epoch. Otherwise, the computation delay, 
tc, must be included in the transfer function.

To clarify the use of Figure 8.57 in the context of the Bode analysis technique, 
all of the relevant closed loop functions are shown with the understanding that 
Bode analysis is strictly an open loop process. So the combination of the phase 
detector, PLL filter, the NCO, and the predetection filter is called the PLL open 
loop transfer function (G) and the loop is opened at some arbitrary point, in this 
case, between the predetection filter output and the phase detector input. Then a 
sine wave excitation signal, labeled φini, is input into the open loop circuit at that 
break. Any signals that are not inside the loop are irrelevant to the Bode open 
loop analysis, so they are set to zero during the analysis. Therefore, θini(t) and the 
NCO IF bias are both set to zero. Under this test condition, the open loop signal 
can be analyzed or tested for either the amplitude or phase response of that sine 
wave excitation after it has traveled completely around the loop back to the break 
point. It is the phase shift response of that sine wave after it has traversed the loop 
(including any waiting time that may be involved at the output for the next time 
epoch to occur) that provides the phase curve portion of a Bode plot. The observa-
tion signal, labeled φouti+1, is located at the output of the open loop at that break. 
Clearly, the transfer functions and thus the phase response of the circuit in closed 
loop and open loop operation are entirely different. But the phase margins dis-
cussed for phase locked loops (that are indeed closed loops) can be obtained from 
an open loop Bode analysis. The phase margin is obtained by comparing the open 
loop phase response to the open loop phase response that causes the loop to be 
unstable if the loop is closed.

The open loop analysis starts at the input of the phase detector with the error 
signal, φini , where the subscript i denotes the ith numbered time sample. The trans-
fer function of the Phase Detector is assumed to be unity (i.e., the PLL discrimina-
tor translates the incoming phase error into the same output phase error with unity 
gain). (Note: This is not true under poor signal-to-noise ratio conditions, but this is 
a nonlinear effect that is not considered in this analysis.) This error signal then goes 
through the PLL filter, with transfer function F(z), that is implemented in the digital 
z-domain, with time samples spaced T seconds apart. The output frequency error 
of the PLL filter is ωi  and is fed to the NCO to perform the last integration of the 
loop. However, the NCO and its mapping function have an iteration rate based on 
the NCO clock frequency, fs, which is typically several orders of magnitude faster 
than the iteration rate of the PLL filter and is equal to and synchronous with the 
digital IF sample rate. Therefore, the combined NCO and mapping function of Fig-

ure 8.56 are modeled as a continuous analog integrator, 0K

s
, called NCO in Figure 

8.57, that converts the input frequency into phase at the output. The predetection 
filter in Figure 8.57 (that performs the integrate-and-dump function) is iterating at 
the digital IF sample rate that is also orders of magnitude faster than the PLL Filter 
update rate. Therefore, the predetection filter is modeled as an analog integrator 
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that integrates for T seconds, 
1

sT
. The open loop analysis ends at the output signal 

of the predetection filter, φouti+1. Thus, the analysis treats the PLL filter as a slow 
rate digital implementation, but the NCO and predetection filter are treated as 
continuous high rate analog components. The transfer function of each PLL com-
ponent is derived in [71] based on this model. These are combined into the total 
open loop transfer function as follows:
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where Fn(z) is the transfer function of the nth order loop filter excluding the NCO.
If tc ≤ T is nonzero and significant, then (8.61) must be modified by multiplying 

by 
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This is a simple calculation adjustment to make for Bode analysis purposes. A 
more complicated process is involved to insert this fractional delay in a simulation. 
The technique is illustrated in Figure 8.58.

The loop filter transfer functions, Fn(z), denoting filter orders, n = 1 to 3 that 
exclude the NCO as shown in Figure 8.52, are as follows:

	 ( )1 0F z ω= 	 (8.63)

Figure 8.58  Computation delay (tc): NCO model with NCO and predetection filter output 
equations.
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The analyzed second-order filter of (8.64) uses values obtained from Table 8.23 

of 
0 0.53

nB
ω =  and a2 = 1.414 = 2δ, where the damping factor δ = 0.707, provides 

the fastest recovery time to a step function input with minimal initial overshoot 
response. The analyzed third-order filter of (8.65) uses values obtained from Table 

8.23 of 
0 0.7845

nB
ω = , a3 = 1.1 and b3 = 2.4 that provide the fastest recovery time to 

a step function input with minimal overshoot response.
Figure 8.58 depicts the general case model of the NCO output phase due to the 

effect of computation delay when tc < T. The effect is that the latency of the NCO 
updates results in part of the previous sample phase ramp extending into the new 
NCO phase ramp. The equations that account for this latency are shown for both 
the output of the NCO and the output of the predetection filter.

Figure 8.59 shows the model for the NCO and predetection filter that experi-
ence computation delay tc. This model is used in digital simulations in the z-domain 
to account for this latency. The output equations for the NCO and the predetection 
filter are also shown.

The Bode analysis technique using the PLL open loop transfer function G(z) 
sets z = ejωT, then finds the frequency, ωunity where the absolute gain value is unity 
as described in the following equation:

	 ( ) 1unityj TG z e ω→ = 	 (8.66)

Using this value of , the phase margin is given by the following equation:

	 ( )( )_ 180degunitj TPhase Margin angle G z e ω= → − 	 (8.67)

Figure 8.59  NCO and predetection filter simulation model with tc computation delay.
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The Bode analysis requires a program that solves (8.66) and (8.67). These re-
sults are used to plot the Bode Phase_Margin defined in (8.67) as a function of the 
predetection filter time, T, for a given noise bandwidth, Bn. Assuming a 30° phase 
margin design criteria, the 30° crossing point determines the corresponding maxi-
mum T to maintain this margin. The 0° crossing point determines T at the unstable 
threshold. Even though only one such plot is required because BnT is approximate-
ly constant for small T and the same loop filter order, three plots are provided to 
validate this approximation. Figure 8.60 shows the Bode phase margin plots for Bn 
= 1 Hz for all three loop filter orders. For this case, the T reading in seconds at the 
30° phase margin crossing is the BnT dimensionless value desired. Similarly, Figure 
8.61 shows these plots for Bn = 2 Hz and Figure 8.62 for Bn = 4 Hz. All three cases 
are for an on-time computation delay or effectively tc = 0.

Table 8.24 summarizes the BnT values for first-, second-, and third-order loops 
for 0° and 30° phase margins with computation delays of tc = 0 and tc =T. Figures 
8.63, 8.64, and 8.65 provide quick Bn and T combination approximations for sta-
ble first-, second-, and third-order loops, respectively, using the Table 8.24 entries 
for 30° phase margin and for the extremes of computation delay between 0 and T. 

Using closed loop simulations, Figures 8.66 and 8.67 validate the Bode analysis 
of the second- and third-order tracking loops, respectively, by demonstrating they 
remain stable if operated with a small amount of phase margin, but go unstable 
when the zero phase margin boundary is crossed.

The Bode analysis clearly demonstrates the deteriorating effect of computation 
delay on loop filter stability. It also shows some surprising results. For example, 
the third-order loop has about the same BnT in the 30° phase margin region as the 
first-order loop and both are much better than the second-order loop.

Keep in mind that the Bode analysis technique does not predict the behavior 
when the tracking loops become nonlinear where longer T can be beneficial. It is 
prudent to use Monte Carlo simulations that model the nonlinear behavior of the 
tracking loops to fine-tune the value of T for a desired Bn in the presence of ex-
pected operating conditions that have caused the nonlinear conditions.

A loop filter parameter design example will clarify the use of the equations in 
Table 8.23 along with the BnT values from Table 8.24. Suppose that the receiver 

Figure 8.60  Bode phase margin plots for Bn = 1 Hz and tc = on time.
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carrier-tracking loop will be subjected to high acceleration dynamics and will not be 
aided by an external navigation system, but must maintain PLL operation. A third-
order loop is selected because it is insensitive to acceleration stress. To minimize its 
sensitivity to jerk stress, the noise bandwidth, Bn, is chosen to be the widest pos-
sible consistent with stability. In order to allow more loop filter computation time 
and to keep the NCO updates phased exactly on the T boundaries, a computation 
delay of exactly T is chosen. In this manner, after the slow functions computations 
are completed the values are buffered and then latched into the NCOs at exactly T 
second intervals. Table 8.24 specifies that BnT = 0.146 for the third-order loop and 
T delay in the feedback path. Further assume that a steady state value of T = 10 ms 
will be used to match the symbol period. Then Bn = 0.146/0.01= 14.6 Hz. Round-
ing this up to Bn = 15 Hz produces a BnT = 0.15 that is sufficiently less than the 

Figure 8.61  Bode phase margin plots for Bn = 2 Hz and tc = on time.

Figure 8.62  Bode phase margin plots for Bn = 4 Hz and tc = on time.
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unstable value of 0.245. The third-order PLL natural frequency from Table 8.23 
is ω0 = Bn /0.7845 = 19.12. The three multipliers shown in Figure 8.54(c) are com-
puted using the a3 and b3 parameters from Table 8.23 as follows: 3

0ω  = 6989.78, 

Figure 8.63  First-order DLL BnT plots for 30° phase margin.

Figure 8.64  Second-order PLL BnT plots for 30° phase margin.

Table 8.24  First, Second-, and Third-Order Loops BnT Values for 0° and 30° Phase Margins

Phase 
Margin 
(degrees)

BnT values (dimensionless)

First-order loop Second-order loop Third-order loop

On time (s) T delay (s) On time (s) T delay (s) On time (s) T delay (s)

0 0.500 0.207 0.440 0.201 0.558 0.245

30 0.289 0.134 0.218 0.107 0.306 0.146
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2 2
3 0 01.1a ω ω= = 365.57, b3ω0 = 2.4ω0 = 45.89. This completes the third-order filter 

parameter design example. The remainder of the loop filter design is the implemen-
tation of the digital integrator accumulators to ensure that they will never overflow 
(i.e., that they have adequate dynamic range). The use of floating point arithmetic 
in modern microprocessors with built-in floating-point hardware greatly simpli-
fies this part of the design process. Note that the velocity accumulator in the third 
order PLL of Figure 8.55(b) contains the loop filter estimate of line-of-sight veloc-
ity between the receiver and SV antenna phase centers. This estimate includes a 
self-adjusting bias component that compensates the carrier-tracking loop for the 
reference oscillator frequency error (i.e., the time bias rate error that is in common 
with all tracking channels). Similarly, the acceleration accumulator contains the 
loop filter estimate of line-of-sight acceleration that includes a self-adjusting bias 
component that compensates the carrier-tracking loop for the time rate of change 

Figure 8.65  Third-order PLL BnT plots for 30° phase margin.

Figure 8.66  Second-order loop responses: stable (left), unstable (right).
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of the reference oscillator frequency error. These accumulators should be initialized 
to zero just before initial loop closure unless good estimates of the correct values 
are known a priori. Also, they should be reset to their bias components (as learned 
by the navigation process) or to zero if unknown at the exact instance of injecting 
external carrier velocity aiding into the closed loop.

8.9  Measurement Errors and Tracking Thresholds

GNSS receiver measurement errors and tracking thresholds are closely related be-
cause the receiver loses lock when the measurement errors exceed a certain bound-
ary. Because the code and carrier tracking loops are nonlinear, especially near the 
threshold regions, only Monte Carlo simulations of the GNSS receiver under the 
combined dynamic and signal-to-noise ratio conditions will determine the true 
tracking performance [73, 74]. However, rules of thumb can be used based on 
closed-form equations that approximate the measurement errors of the tracking 
loops. Numerous sources of measurement errors apply to each type of tracking 
loop. However, it is sufficient for rule-of-thumb tracking thresholds to analyze only 
the dominant error sources.

8.9.1  PLL Tracking Loop Measurement Errors

The dominant sources of phase error in a GNSS receiver PLL are thermal noise, 
oscillator imperfections, and dynamic stress. A conservative rule-of-thumb tracking 
threshold is that the overall 3-sigma error must not exceed 1/4 of the phase pull-in 
range of the PLL discriminator. The arctangent carrier phase discriminators are 
used as the basis for PLL pull-in range. As an example, for a pilot channel using a 
four-quadrant arctangent discriminator (PLLP) whose phase pull-in range is 360°, 
the 3-sigma rule-of-thumb threshold is 90°. If there is data modulation, the PLLD 

Figure 8.67  Third-order loop responses: stable (left), unstable (right).
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two-quadrant arctangent discriminator must be used that has a phase pull-in range 
of 180° and the 3-sigma rule-of-thumb threshold is 45°. The PLL rule-of-thumb 
thresholds are then stated as: 

	
( )
( )

3 3 90deg four-quadrant pilot

3 3 45deg two-quadrant data
P

D

PLL j e

PLL j e

σ σ θ

σ σ θ

= + ≤

= + ≤ 	 (8.68)

where σj = 1-sigma phase error from all sources except dynamic stress error and θe 
= dynamic stress error in the PLL tracking loop.

Equation (8.68) implies that dynamic stress error is a 3-sigma effect and is ad-
ditive to the phase error. The phase error is the root sum square of every source 
of uncorrelated phase error such as thermal noise and oscillator noise. Oscillator 
noise includes vibration induced error and Allan deviation induced error. It also 
includes SV oscillator phase noise that has historically been so small as to be negli-
gible. For example, IS-GPS-200 [67] specifies for the GPS C/A code and P(Y) code 
signals that “The phase noise spectral density of the unmodulated carrier shall be 
such that a phase locked loop of 10 Hz one-sided noise bandwidth shall be able to 
track the carrier to an accuracy of 0.1 radians rms.” However, operational GPS SVs 
exhibit about an order of magnitude lower error than 0.1-radian (5.7°) rms to date 
and other GNSS SVs are similar in phase noise performance. This external source 
of noise error is not included in the foregoing analysis, but should be considered in 
very narrowband PLL applications.

Expanding on (8.68), the 1-sigma rule-of-thumb threshold for the PLL tracking 
loop for the two-quadrant arc-tangent discriminator is therefore:
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where 
PtPLLσ  = Pilot PLL 1-sigma thermal noise in degrees, 

DtPLLσ  = Data PLL 1-sigma 
thermal noise in degrees, σv = 1-sigma vibration induced oscillator error in degrees, 
and θA = Allan variance induced oscillator error in degrees.

8.9.2  PLL Thermal Noise

Often the PLL thermal noise is treated as the only source of carrier tracking error, 
since the other sources of PLL error may be either transient or negligible. The ther-
mal noise error for PLL is computed as follows:
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where

PtPLLσ   = 1-sigma error in a pilot channel PLL

DtPLLσ  = 1-sigma error in a data channel PLL

Bn = carrier loop noise bandwidth (Hz)

C/N0 = ratio of carrier power to noise power in a 1-Hz bandwidth (Hz)

T = predetection integration time (s)

λL = GPS L-band carrier wavelength (m)

= (299792458 m/s)/(1575.42 MHz) = 0.190293673 m/cycle for L1
= (299792458 m/s)/(1227.60 MHz) = 0.244210213 m/cycle for L2
= (299792458 m/s)/(1176.45 MHz) = 0.254828049 m/cycle for L5

0

1
2 /TC N

 = squaring loss in data channel

Clearly, the pilot channel offers two important advantages: (8.69) shows that 
the PLL tracking threshold is double its data channel counterpart and (8.70) shows 
that there is no squaring loss in the pilot channel. In fact, if the pilot channel and 
data channel carrier power is split 50/50 (as is the case with some GNSS signals), 
both lose 3 dB of power, but the pilot channel gains 6 dB of threshold (because 
the threshold range has doubled) for a net gain of 3 dB plus additional thresh-
old improvement under low (C/N0)dB conditions due to the absence of squaring 
loss. Note that none of the above equations include variables that relate to the 
underlying PRN code or the loop filter order. Also note that (8.70) is independent 
of carrier frequency because the error is expressed in units of degrees. The carrier 
thermal noise error standard deviation is strictly dependent on the carrier–to-noise 
power ratio, C/N0, the noise bandwidth, Bn, and, in the case of a data channel 
(Costas PLL), the predetection integration time, T. The carrier-to-noise power ra-
tio, C/N0, is an important factor in many GNSS receiver performance measures. It 
is computed as the ratio of recovered power, C (in W), from the desired signal to 
the noise density N0 in a 1-Hz noise bandwidth (in W/Hz). The piecewise equa-
tions for determining C/N0 (expressed as (C/N0)dB in units of dB-Hz) are described 
in Chapter 9. The standard deviation decreases if the (C/N0)dB increases (e.g., the 
recovered signal power is increased or the noise level is decreased). Decreasing the 
noise bandwidth reduces the standard deviation. Increasing the predetection inte-
gration time in a Costas loop reduces the squaring loss, which, in turn, decreases 
the standard deviation.

It is a common misconception that some GNSS signals always produce more 
accurate carrier phase measurements than others in thermal noise owing to their 
modulation techniques. While signals with BOC modulation and/or overlay codes 
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have the potential for better code tracking accuracy and multipath error mitiga-
tion, the PLL thermal noise error is identical for any spreading waveform for the 
same (C/N0)dB since PLL processing uses quantities after the spreading code has 
been stripped off. It is the received carrier power that makes the difference in PLL 
thermal noise error and if carrier smoothed code techniques or real-time kinematic 
(differential interferometric) techniques are used, the ultimate precision is obtained 
from the carrier tracking loop. Therefore, the most significant accuracy benefit of 
modernized signal designs is multipath mitigation.

It is another common misconception that the carrier loop measurement is a 
velocity measurement, when (8.71) shows that it is actually a range measurement 
(albeit an ambiguous one). The PLL thermal noise error is in units of range because 
it is part of the carrier Doppler phase measurement. As examples, a pilot channel 
PLL provides range measurements that are very precise within one wavelength, but 
the integer number of remaining wavelengths to the SV is unknown, while a data 
channel (Costas) PLL provides range measurements that are very precise within a 
half-wavelength, but the integer number of remaining half-wavelengths to the SV is 
unknown. The velocity is approximated using the change in carrier Doppler phase 
between two carrier range measurements over a short time. The carrier Doppler 
phase measurement must include an ambiguous count of integer wavelengths or 
half wavelengths. When a velocity measurement is made that takes the difference 
between two of these ambiguous range measurements and divides the result by the 
time interval, the ambiguity is removed.

Figure 8.68 illustrates the pilot channel and data channel (Costas) PLL thermal 
noise error plotted as a function of (C/N0)dB for Bn = 15 Hz and 2 Hz assuming T 
= 10 ms for the Costas PLL. Note that even though the pilot PLL does not manifest 
squaring loss due to T, its loop stability is affected. Likewise, neither the pilot PLL 
nor the Costas PLL thermal noise error is affected by the loop filter order, but both 
are subject to the same BnT rules for loop stability. For the case examples of Figure 

Figure 8.68  Pilot and data (Costas) PLL thermal noise error for Costas T = 10 ms.
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8.68, the pilot PLL and Costas PLL remain stable for second- and third-order PLLs 
operating at Bn = 15 Hz and T = 10 ms (BnT = 0.15), but the second-order PLL 
has less margin. The loop order dictates sensitivity to the same order of dynamics 
(first order to velocity stress, second order to acceleration stress, and third order to 
jerk stress) and the loop bandwidth must be wide enough to accommodate these 
higher-order dynamics. In general, when the loop order is made higher, there is 
an improvement in dynamic stress performance. Thus, the thermal noise can be 
reduced for the same minimum (C/N0)dB by increasing the loop order and reducing 
the noise bandwidth while also improving the dynamic performance.

8.9.3  Vibration-Induced Oscillator Phase Noise

Vibration-induced oscillator phase noise is a complex analysis problem. In some 
cases, the expected vibration environment is so severe that the reference oscillator 
must be mounted using vibration isolators in order for the GNSS receiver to suc-
cessfully operate a PLL. The equation for vibration induced oscillator error is:
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where

fL = L- band input frequency in Hz;

Sv(fm) = oscillator vibration sensitivity of ∆f/fL per g as a function of fm where g 
is the acceleration due to gravity ≈ 9.8 m/s2;

fm = random vibration modulation frequency in Hz;

P(fm) = power curve of the random vibration in g2/Hz as a function of g.

If the oscillator vibration sensitivity, Sv(fm), is not variable over the range of the 
random vibration modulation frequency, fm, then (8.72) can be simplified to:
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As a simple computational example, assume that the random vibration power 
curve is flat from 20 Hz to 2,000 Hz with an amplitude of 0.005 g2/Hz. If Sv = 1 × 
10−9 parts/g and fL = L1 = 1,575.42 MHz, then the vibration-induced phase error 
using (8.73) is:
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8.9.4  Allan Deviation Oscillator Phase Noise

There are several stability measures for frequency sources. Allan variance is one 
suitable metric for analyzing the short term stability of GNSS receiver reference 
oscillators. The square root of Allan variance is referred to as Allan deviation that 
manifests itself in PLLs as phase error. The equations used to determine Allan de-
viation phase error are empirical. The equations are stated in terms of what the re-
quirements are for the short-term stability of the reference oscillator as determined 
by the Allan variance method of stability measurement. The equation for short term 
Allan deviation for a second-order PLL is [75]:

	 ( ) ( )2.5 dimensionless units of A
L

f f
θ

σ τ
ω τ

∆
= ∆ 	 (8.74)

where ∆θ = rms error into phase discriminator due to the oscillator (rad), ωL = L-
band input frequency = 2πfL (rad/s), and τ = short-term stability gate time for Allan 
variance measurement (s).

The equation for a third-order PLL is similar [75]:
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If the Allan variance, 2 ( )Aσ τ , has already been determined for the oscillator for 
the short-term gate time, t, then the Allan deviation induced error in deg, θA = 
360∆θ/2π, can be computed from the above equations. Usually 2 ( )Aσ τ  changes very 
little for the short-term gate times involved. These gate times must include the re-
ciprocal of the range of noise bandwidths used in the carrier loop filters, τ = 1/Bn. 
A short-term gate-time range of 5 ms to 1,000 ms should suffice for all PLL appli-
cations. Rearranging (8.74) using these assumptions, the equation for the second-
order loop is:
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Rearranging (8.75) using these assumptions, the equation for the third-order 
loop is:

	
( ) ( )3 160 degA L
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σ τ
θ = 	 (8.77)

For example, assume that the loop filter is third-order with a noise bandwidth, 
Bn = 15 Hz, tracking the L1 signal, and the Allan deviation is specified to be σA(τ) 
= 100E – 10 or better for gate times that include τ = 1/ Bn = 67 ms. The phase error 
contribution due to this source of error is θA3 = 1.68° or less. Obviously, a reference 
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oscillator with a short-term Allan deviation characteristic that is more than an or-
der of magnitude worse than this example will cause PLL tracking problems.

Figure 8.69 graphically portrays the sensitivity of a third-order PLL to changes 
in short-term Allan deviation performance of the reference oscillator, especially 
as the noise bandwidth, Bn, is narrowed. Intuitively, the designer attempts to im-
prove the tracking threshold by reducing Bn expecting to reduce thermal noise 
error. However, as Figure 8.69 illustrates, the Allan deviation effect significantly 
increases its contribution to the error at narrower noise bandwidths. This effect is 
usually the primary source of aided GNSS receiver narrowband PLL tracking prob-
lems assuming that the external velocity aiding accuracy is not the limiting factor. 
As shown in Figure 8.69, a reference oscillator with an Allan deviation ∆f/f of less 
than 1.00E-09 will cause unreliable PLL operation in all circumstances. Therefore, 
the oscillator specification for Allan deviation is important for all GNSS receiver 
designs. 

8.9.5  Dynamic Stress Error

The dynamic stress error is obtained from the steady state error formulas shown in 
Table 8.23. This error depends on the loop bandwidth and order. The maximum 
dynamic stress error may be slightly larger than the steady-state error if the loop 
filter response to a step function has overshoot, but the steady-state error formula 
usually suffices since the worst case (that the dynamic stress direction is in the line-
of-sight to the SV) is assumed. There should be no more than about a 7% overshoot 
if the filter is designed for minimum mean square error, which is the case for the 
typical loop filter coefficients shown in the table. From Table 8.23, a second-order 
loop with minimum mean square error, the dynamic stress error is:

Figure 8.69  Allan deviation error in third-order PLL at L1.
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where d2R/dt2 = maximum line-of-sight acceleration dynamics (deg/s2).
From Table 8.23, a third-order loop with minimum mean square error, the 

dynamic stress error is defined as follows:
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where d3R/dt3 = maximum line-of-sight jerk dynamics (deg/s3).
Note that (8.78) and (8.79) are 3-sigma errors. As an example of how this er-

ror is computed, suppose the third-order loop noise bandwidth is 15 Hz and the 
maximum line-of-sight jerk dynamic stress to the SV is 10 g/s = 98 m/s3. To convert 
this to deg/s3, multiply the jerk dynamics by the number of carrier wavelengths 
contained in 1m in units of deg/m. For L1, d3R/dt3= (98 m/s3) × (360°/cycle) × 
(1,575.42×106 cycle/s)/ c = 185,398°/ s3, where c = 299,792,458 m/s is the propa-
gation velocity (speed of light). For L2, d3R/dt3 = 98 × 360 × 1,227.60 × 106/c = 
144,466°/s3. Using (8.79), the 3-sigma stress error for a 15-Hz third-order PLL is 
26.52° for L1 and 20.67° for L2. These are well below the 90° PLL and 45° Costas 
PLL 3-sigma rule-of-thumb levels even though 10 g/s is a very high dynamic jerk 
stress level. However as observed in (8.79), for the same maximum jerk stress level 
the dynamic stress error increases by the reciprocal of noise bandwidth cubed, so 
narrow PLL bandwidths are highly vulnerable to jerk dynamic stress. This is the 
reason that external velocity aiding is used to enable narrow PLL bandwidths to 
continue to operate in the presence of dynamic stress.

8.9.6  Reference Oscillator Acceleration Stress Error

The PLL cannot tell the difference between the dynamic stress induced by real dy-
namics and the dynamic stress caused by changes in frequency in the reference oscil-
lator due to acceleration sensitivity of the oscillator. The reference oscillator change 
in frequency due to dynamic stress is:

	 ( )360g g Lf S f G t∆ = 	 (8.80)

where Sg = g-sensitivity of the oscillator (∆f/f per g), fL = L-band input frequency 
(Hz), and G(t) = acceleration stress in g as a function of time

When the units of ∆fg in (8.80) are deg/s, a velocity error is sensed by the loop 
filter as a result of the G(t) component due to acceleration (g) sensed by the refer-
ence oscillator. For an unaided second-order carrier tracking loop, this acceleration 
induced oscillator error can be ignored because it is insensitive to velocity stress. 
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When the units of ∆fg are deg/s2, an acceleration error as sensed by the loop filter 
as a result of the G(t) component due to jerk stress (g/s). For an unaided third-order 
carrier tracking loop, this jerk induced oscillator error can be ignored because it 
is insensitive to acceleration stress. In reality, there will always be some level of 
dynamic stress that will adversely affect the tracking loop regardless of the loop 
filter order because there are always higher order components of dynamic stress 
when the host vehicle is subjected to dynamics. Nothing can be done about this for 
an unaided tracking loop except to align the least sensitive Sg axis of the reference 
oscillator along the direction of the anticipated maximum dynamic stress, but this 
is often impractical. For an externally aided tracking loop where the line-of-sight 
dynamic stress can be measured and Sg is known, it is prudent to model this accel-
eration stress sensitivity and apply the correction to the aiding. Note that, like all 
oscillator-induced errors, the error is common mode to all receiver tracking chan-
nels, so one correction applies to all aided channels. 

8.9.7  Total PLL Tracking Loop Measurement Errors and Thresholds

Figure 8.70 illustrates the total PLL error as defined in (8.69) as a function of  
(C/N0)dB for a third-order PLL including all effects described in (8.70), (8.73), 
(8.77), and (8.79) using a wide noise bandwidth of Bn = 15 Hz and a narrow noise 
bandwidth of Bn = 2 Hz, both with predetection integration times of T = 10 ms. The 
squaring loss for the Costas is apparent at the lower (C/N0)dB levels. The value of T 
could have been increased at the narrower bandwidth consistent with the value of T 
that assures stability to improve tracking threshold, but the same values were used 
as in Figure 8.68 to show how much the other sources of error moved the curves 
to the left. Since the reference oscillator specification is for the highest performance 
device and the effective dynamic stress for the 2-Hz PLLs is extremely low assum-
ing the highest performance external velocity aiding, there is not much movement 
due to the additional error contribution from these parameters. Many commer-
cial GNSS receivers are unaided and use low-cost reference oscillators with Allan 

Figure 8.70  Total PLL error for third-order pilot and data (Costas) PLLs.
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deviation performance of 1.00E-09 (or worse) with unspecified random vibration 
characteristics, requiring the use of second-order PLLs that operate at maximum 
stable bandwidths for the T required to demodulate data.

It is insightful to observe the dynamic range sensitivity as a function of Bn for 
the pilot and data channel PLL cases. This can be observed by rearranging (8.69) 
to solve for the dynamic stress error at threshold for a range of values of Bn with 
(C/N0)dB as a running parameter: 
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For example, (8.81) can be used to determine the maximum jerk stress (thresh-
olds) as a function of Bn for third-order PLLs in dynamic stress units of jerk (g/s) as: 
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All terms under the radical are computed in units of degrees for each value of 
Bn and with (C/N0)dB held constant as a running parameter and the value of T used 
for the maximum value of Bn (consistent with the BnT stability requirement). Figure 
8.71 uses this technique to compare the jerk thresholds as a function of Bn for two 
third-order PLLs and two third-order Costas PLLs. The approximate (C/N0)dB that 
corresponds to the 10 g thresholds for the Costas (data) PLL (32 dB-Hz) and for the 
pilot PLL (22.5 dB-Hz) were used for the running parameter (C/N0)dB of two of the 

Figure 8.71  Jerk stress thresholds for third-order pilot and data (Costas) PLLs.
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case examples to illustrate that they both meet at the same 10 g/s and Bn intercept in 
Figure 8.71, but the Costas PLL required 9.5 dB more carrier power than the pilot 
PLL to achieve the same dynamic stress threshold.

The two 2-Hz examples in Figure 8.70 would not show up in Figure 8.71 since 
their dynamic stress thresholds were only 0.01 g/s, so the other two examples in 
Figure 8.71 are at the same high (C/N0)dB level (32 dB-Hz) to demonstrate that 
the pilot PLL always outperforms the Costas PLL dynamic stress threshold for the 
same T and will outperform it with an optimized Costas T that is consistent with 
loop stability.

Clearly, these PLL rule-of-thumb and approximation equations are excellent 
tools to quickly achieve the performance desired for a GNSS receiver design, but 
as a note of caution, the real-world thresholds are statistical in nature so there is 
randomness in the predicted threshold regions as to when the PLLs actually lose 
track [i.e., there are no “exact” thresholds, only statistical (rms) thresholds]. Also, 
worst-case assumptions are used for most of the contributing error components. 
Monte Carlo simulations are essential to the final design tune-up process. Repre-
sentative operational simulations to more accurately predict GNSS receiver per-
formance under the specified dynamic stress conditions should follow the Monte 
Carlo simulations.

8.9.8  FLL Tracking Loop Measurement Errors

The dominant sources of frequency error in a GNSS receiver FLL are thermal noise 
and dynamic stress. The rule-of-thumb tracking threshold is that the 3-sigma error 
must not exceed one fourth of the frequency pull-in range of the FLL discriminator. 
As observed in Figure 8.46 the four-quadrant ATAN2 FLL discriminator pull-in 
range is approximately ±1/2T Hz. Therefore, the rule-of-thumb tracking threshold 
using this FLL discriminator is: 

	 ( )3 3 1 4FLL tFLL ef Tσ σ= + ≤ 	 (8.82)

where 3σtFLL = 3-sigma thermal noise frequency error and fe = dynamic stress error 
in the FLL tracking loop.

The dynamic stress error in (8.82) is a 3-sigma effect and is additive to the 
thermal noise frequency error. The reference oscillator vibration and Allan devia-
tion induced frequency errors are small order effects on the FLL and are considered 
negligible in every case where the FLL is robust (i.e., not ultranarrowband). The 
1-sigma frequency error threshold would be 1/(12T) = 0.0833/T Hz.

The FLL tracking loop error due to thermal noise is:

	 ( )
0 0

41 1
1 Hz

2
n

tFLL

FB

T C N T C N
σ

π

 
= + 

 
	 (8.83)

	  ( )
0 0

4 1
1 m s

2
L n

tFLL

FB

T C N T C N

λ
σ

π

 
= + 

 
	 (8.84)



8.9  Measurement Errors and Tracking Thresholds	 485

where
F = 1 at high C/N0

= 2 near threshold
Note that there is no dependence on spreading code modulation design and 

loop order in (8.83). It is also independent of L-band carrier frequency if the error 
units are expressed in units of Hz. 

Because the FLL tracking loop involves one more integrator than the PLL 
tracking loop of the same order n, the dynamic stress error is:
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As an example of how the dynamic stress error is computed for a second-order 
loop (n = 2) using (8.85), assume the FLL design has a noise bandwidth Bn = 2 Hz 
and a predetection integration time T = 5 ms. From Table 8.23, Bn = 0.53 ω0, so 2

0ω  
= (2/0.53)2 = 14.24 Hz. If the maximum line-of-sight jerk dynamics is 10 g/s = 98 
m/s3, then this translates into d3R/dt3= 98 × 360 × 1,575.42 × 106/c = 185,398°/
s3 for L1. Substituting these numbers into (8.85) results in a maximum dynamic 
stress error of fe = 185,398/(14.24 × 360) = 36 Hz. Since the rule-of-thumb 3-sigma 
threshold is 1/(4× 0.005) = 50 Hz, the FLL noise bandwidth is acceptable for the 10 
g/s level of maximum jerk dynamic stress. Figure 8.72 illustrates the FLL thermal 
noise tracking error and tracking thresholds assuming a second-order loop under 
10 g/s jerk dynamics with typical noise bandwidths and predetection integration 
times.

Figure 8.73 illustrates the jerk stress thresholds for a second-order FLL using 
two samples at T = 5-ms intervals to form the FLL discriminator error every 10 ms. 
The FLL threshold jerk stress is plotted as a function of noise bandwidth Bn with 
C/N0 as a running parameter using a technique similar to the one used for Figure 

Figure 8.72  Total FLL error for second-order carrier loop.
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8.71. Comparing the jerk thresholds in Figure 8.73 for the second-order FLL with 
those of Figure 8.71 for third-order PLLs, notice that the FLL has much better 
dynamic  stress performance. For example compare the same running parameter  
(C/N0)dB = 35 dB-Hz in Figure 8.73 at Bn =10 Hz where the FLL can tolerate up 
to 240 g/s while the Costas PLL at can only tolerate up to about 4 g/s and the 
pilot PLL can tolerate about 8 g/s. The spread is much smaller for weaker signal 
strengths and lower noise bandwidths. Both PLLs would have performed mod-
erately better under dynamic stress if the predetection integration time had been 
reduced from 10 ms to 5 ms, as was the case for the FLL (even though its effective 
predetection bandwidth is actually 10 ms). This comparison reinforces the earlier 
statements that a robust GNSS receiver design uses an FLL as a backup to the PLL 
during initial loop closure and during high dynamic stress with loss of phase lock, 
but will revert to pure PLL for the steady state low to moderate dynamics in order 
to produce the highest accuracy carrier Doppler phase measurements. Also note 
that the maximum predetection integration time, T, for FLL in a data channel is 
half the bit rate or sample rate since two T samples within transition boundaries 
are required for the FLL discriminator. Very short values of T are used prior to the 
receiver learning where the data transitions are located to minimize the percentage 
of corrupted discriminator values. 

8.9.9  Code-Tracking Loop Measurement Errors

When there is no multipath or other distortion of the received signal, and no inter-
ference, the dominant sources of range error in a GNSS receiver code tracking loop, 
usually called a delay lock loop (DLL), are thermal noise and dynamic stress. The 
rule-of-thumb tracking threshold for the DLL is that the 3-sigma value of the error 
due to all sources of loop stress must not exceed half of the linear pull-in range of 
the DLL discriminator. Therefore, the rule-of-thumb tracking threshold is: 

Figure 8.73  Jerk stress thresholds for second-order FLL with T = 5 ms.
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	 ( )3 3 2 chipsDLL tDLL eR Dσ σ= + ≤ 	 (8.86)

where σtDLL = 1-sigma thermal noise code tracking error (chips), Re = dynamic 
stress error in the DLL tracking loop (chips), and D = early-to-late correlator spac-
ing (chips).

A general expression for thermal noise code tracking error for a noncoherent 
DLL discriminator is [76]:

	

( ) ( )

( ) ( ) ( )

( ) ( )

( ) ( )

2

2

2

22
2

0
2

2

2

2

22

0
2

sin
1

2 sin

cos

1

cos

fe

fe

fe

fe

fe

fe

fe

fe

B

n S c
B

tDLL
B

c

S c
B

B

S c
B

B

S c
B

B S f fDT df

T
C N fS f fDT df

S f fDT df

TC N S f fDT df

π

σ

π π

π

π

−

−

−

−

≅
 
   

 
 
 
 × +
  
      

∫

∫

∫

∫

	 (8.87)

where

Bn = code loop noise bandwidth (Hz);

SS(f)= power spectral density of the signal, normalized to unit area over infinite 
bandwidth;

Bfe = double-sided front-end bandwidth (Hz);

Tc = chip period (s/chip) = 1/Rc where Rc is the spreading code rate.

As D becomes vanishingly small the trigonometric functions in (8.87) can be 
replaced by their first-order Taylor series expansions about zero, and this equation 
becomes:
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The term 
2
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−
∫  is called the root-mean-squared (rms) bandwidth of 

the signal, and is a measure of the sharpness of the correlation peak. Clearly, signals 
with larger rms bandwidths offer the potential for more accurate code tracking. 
In fact, the frequency-squared term in the rms bandwidth indicates that even very 
small amounts of high-frequency content in the signal can enable more accurate 
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code tracking if there is also a corresponding reduction in the early minus late cor-
relator spacing, D. Intuitively, these high-frequency components produce sharper 
edges and more distinct zero crossings in the waveform, enabling more accurate 
code tracking.

The use of carrier-aided code (practically a universal design practice) effectively 
removes the code dynamics, so the use of narrow correlators (along with increasing 
the front-end bandwidth) is an excellent design trade-off for receivers using signals 
with relatively slow spreading symbol rates. For such signals, reducing the correla-
tor spacing reduces the effects of thermal noise and multipath (see Section 9.5), but 
this also requires increasing the receiver front-end bandwidth that increases the 
vulnerability to in-band RF interference.

For a BPSK-R(n) modulation such as the GPS P(Y) code (n = 10), L5 (n = 10), 
C/A code (n = 1), or L2C (n = 1), the equations for the autocorrelation and power 
spectrum are: 
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When using a noncoherent early-late power DLL discriminator for BPSK-R(n) 
modulated codes, the thermal noise code tracking error can be found by substitut-
ing (8.89) into (8.87). The result can be approximated by [77]:
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The part of (8.87) and (8.90) in brackets involving the predetection integration 
time, T, is called the squaring loss. Hence, increasing T reduces the squaring loss in 
noncoherent DLLs. When using a coherent DLL discriminator, the bracketed term 
on the right is equal to unity (no squaring loss) [77]. As seen in (8.90), the DLL 
error is directly proportional to the square root of the loop filter noise bandwidth 
(lower Bn results in a lower error that results in a lower C/N0 threshold). Also, in-
creasing the predetection integration time, T, results in a lower C/N0 threshold, but 
with less effect than reducing Bn. Reducing the correlator spacing, D, also reduces 
the DLL error at the expense of increased code tracking sensitivity to dynamics. 
Narrowing D should be accompanied by increasing the front-end bandwidth Bfe to 
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avoid flattening of the DLL correlation peak in the region where the narrow cor-
relators are being operated. In fact, (8.90) shows that there is no benefit to reducing 
D to less than the reciprocal of the front-end bandwidth (times the spreading code 
rate).

Note that the DLL error is independent of the DLL loop filter order in (8.90). 
To convert the DLL error from chips into meters, multiply (8.90) by cTc = c/Rc. 
As examples, multiply (8.90) by c/1.023E6 = 293.05 m/chip for C/A code and the 
composite spreading code rate for L2C, or by c/1.023E7 = 29.305 m/chip for L5.

Figure 8.74(a) uses (8.90) to compare the GPS BPSK C/A code, L2 CL (pilot) 
and L5 Q5 (pilot) code accuracies and thresholds in units of meters. Although nar-
rower correlators with corresponding wider front-end bandwidths could be used, 
a conventional one-chip correlator E-L spacing (D = 1) is used in all three cases. In 
the case of the L1 and L2 signals, the same front-end bandwidth, Bfe = 1.7E6 Hz, 
is assumed and a wideband front-end with Bfe = 1.7E7 Hz is assumed for the L5 
signal. It is noteworthy that there is less than 0.1 dB of signal energy lost by using 
these bandwidths instead of the norm of 2Rc because there is no energy at the nulls, 
so if there are intended benefits to be derived by using a wider front-end bandwidth 
than 2Rc, then it should be significantly wider (as is the case for the L2 front end). 
Since the pilot channels of L2 CL and L5 are used, then they both significantly 
benefit by the extended predetection integration time, T = 100 ms, that is used (and 
could be as long as the measurement time interval because of the carrier-aided-code 
feature that keeps the code tracking loop stable). The C/A code is limited to the 
20-ms period of the legacy GPS navigation message data modulation. All of the as-
sumptions are noted in Figure 8.74(a). Based on these assumptions, the C/A code 
and L5 Q5 plots used the middle equation of (8.90), while the L2 CL plot used the 
top equation. Observe the significant accuracy and threshold performance advan-
tage of L5 Q5. Because of this superior accuracy performance, L5 will become a 
primary GPS signal for precision civil users. Obviously, the tracking threshold ro-
bustness of the GNSS receiver is limited by the carrier-tracking loop, so unless there 
is some form of external velocity aiding, the receiver will not achieve the tracking 
thresholds shown in this figure. (Refer to Section 9.2.3 for receiver tracking tech-
niques that improve threshold.)

Figure 8.74(b) uses (8.90) to compare the DLL performance of the L5 Q5 sig-
nal for three correlator values of D = 1, ½ and ¼ chip) using a minimum receiver 
front-end bandwidth, Bfe = 1.7E7 Hz. As noted in this figure, reducing D to ½-chip 
and ¼-chip spacing for this bandwidth requires the use of the lower equation of 
(8.90). As a consequence, the code-tracking loop becomes insensitive to changes 
in the D value in this region. As a result, not only is there no accuracy payoff for 
reducing D from ½ to ¼ for this front-end bandwidth, but there is also a loss of 
code tracking threshold. Code tracking threshold loss is unimportant for an un-
aided GNSS receiver where the carrier-tracking threshold determines the receiver 
channel tracking performance, but there is no point in reducing D below ½-chip 
for this front-end bandwidth. This situation happened because both cases called 
for the lower equation of (8.90) for both the ½-chip and ¼-chip correlator spacing 
as observed in the figure. However, if Bfe were increased to 3.3E7 Hz then the top 
equation of (8.90) would be used for D = 1, the middle equation for D = ½ and the 
bottom equation for D = ¼, each choice producing a progressive payoff in accuracy 
with only slight loss of tracking threshold. So even though there is only a fraction 
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of a decibel loss in main lobe power when Bfe = 1.7E7 Hz, there is a power increase 
from sidelobe power when Bfe = 3.3E7. These choices have to be traded between 
accuracy benefits versus increased vulnerability to interference.

Figure 8.74(c) uses (8.90) to demonstrate improved DLL accuracy and tracking 
threshold of the L5 Q signal by reducing code loop noise bandwidth. Since dynam-
ic stress has been removed from the code-tracking loop using carrier-aided code 
(presented in Section 8.4.2.2), narrowing the code loop noise bandwidth is lim-
ited only by the quality of the velocity aiding. This figure also compares accuracy 

Figure 8.74  Delay lock loop error versus (C/N0)dB for: (a) comparison of DLL accuracies and thresh-
olds between L1 C/A, L2 CL and L5 Q codes, (b) comparison of L5 Q DLL error for different correlator 
spacing, (c) effect of noise bandwidth on L5 Q DLL tracking threshold, and (d) effect of predetection 
integration time on L5 Q DLL error. 
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improvements of DLL coherent tracking (using the coherent code discriminator 
shown in Table 8.22). The coherent DLL mode can be activated when the carrier-
tracking loop is in PLL, typically the normal carrier steady state tracking mode. 
Since the (C/N0)dB meter (presented in Section 8.13.1) and phase lock detector 
(presented in Section 8.13.2.1) can be very sensitive and reliable state transition 
indicators, coherent DLL tracking can be the steady state code tracking mode until 
it becomes either prudent (from a low C/N0 meter reading) or mandatory (from the 
pessimistic phase lock detector indicating loss of phase lock) to immediately transi-
tion into DLL noncoherent code tracking mode. Note that the design parameters 

Figure 8.74  (continued)
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assumed for Figure 8.74(c) call for the use of the middle equation in (8.90) for all 
L5 Q case examples. 

Figure 8.74(d) uses (8.90) to illustrate improved DLL accuracy and tracking 
threshold of the L5 Q signal by increasing the predetection integration time, T. 
Note that the lowest code-tracking threshold is achieved for T = 1 second. The 
code loop predetection integration time can be much longer than the carrier loop 
because of the carrier-aided-code feature and is unrestricted by data transitions for 
the L5 Q pilot channel. This is achieved with legacy GPS signals with only data 
channels by a technique called data wipe-off. This technique uses the GPS receiver’s 
knowledge of the navigation message data bit stream (after 30 seconds of error-
free data demodulation) to remove the 180° data transitions. This data wipe-off 
technique allows longer than 20-ms predetection integration times and, if properly 
implemented, achieves the 6 dB of additional (C/N0)dB threshold improvement that 
a pilot channel provides. This is a short-term desperation DLL weak signal hold-on 
strategy for an externally aided legacy GPS receiver when the carrier is aided open 
loop. Data wipe-off also improves the PLL tracking threshold when the carrier 
loop is closed-loop aided, but not to the extent that the code loop tracking thresh-
old is improved. Changes in any part of the SV navigation message data stream by 
a GPS control segment upload or autonomously by the SV will cause errors in data 
wipe-off, which, in turn, will cause deterioration in the tracking threshold. Alter-
natively, noncoherent integration is used to improve code-tracking threshold under 
these circumstances, but this does not achieve as much improvement as coherent 
integration. There is no longer a need for these legacy signal techniques with the 
introduction of pilot channels. Clearly, the use of a pilot channel is far more reliable 
than data wipe-off.

To check on the worst-case code loop stability for Figure 8.74(d), note that  
Bn T = 0.1 when T = 1 second and a code loop noise bandwidth, Bn = 0.1 Hz. From 
Table 8.24 for a first-order DLL loop and for computation delay T, the 30° phase 
margin requires Bn T ≤ 0.134. Thus, the code DLL does meet this apparent stabil-
ity requirement, but in fact the code tracking loop computation delay T is actually 
the same as the carrier loop T owing to the carrier-aided-code technique shown in 
Figure 8.18. There is even more code DLL phase margin. Obviously, the value for 
T can be longer for the code loop than for the carrier loop when carrier-aided-code 
is in operation, but keep in mind that both tracking loops are updated at the carrier 
loop rate. 

The DLL tracking loop dynamic stress error is determined by:

	 ( )
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n n

e n

d R dt
R

ω
= 	 (8.91)

where dnR/dtn is expressed in chips/sn and n is the same as the code loop order.
As an example of how the dynamic stress error is computed from (8.91), as-

sume that the code loop is an unaided third-order C/A code DLL with Bn= 2 Hz and 
D = 1 chip. If the maximum line-of-sight jerk stress is 10 g/s, then this is equivalent 
to d3R/dt3 = 98 m/s3/293.05 m/chip = 0.3344 chips/s3. The third-order loop natural 
frequency, ω0 = Bn/0.7845

 
is obtained from Table 8.23. Substituting these numbers 

into (8.91) results in a maximum dynamic stress error of Re = 0.02 chip, a 3-sigma 
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effect. Since the 3-sigma threshold is 1/2-chip, this would indicate that the DLL 
noise bandwidth is more than adequate for C/A code. If the receiver was P(Y) code, 
then Re = 0.2 chip, which is still adequate. Note that carrier aided code techniques 
removes virtually all the dynamic stress from the code tracking loop. Therefore, so 
long as the carrier loop remains stable the code loop experiences negligible dynam-
ic stress. Therefore, this effect is not included in the code loop tracking threshold 
analysis and would only be used if there is an open carrier loop with the carrier 
estimate being performed by an external source of velocity aiding. Any dynamic 
stress due to error in that aiding source would be analyzed using (8.91).

8.9.10  BOC Code Tracking Loop Measurement Errors

The modernized GPS M code was the first GNSS signal to use BOC modulation. It 
uses a sine-phased BOC(10,5) modulation technique to split the carrier spectrum. 
The power spectral density for a sine-phased BOC modulation is [78]:
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By substituting (8.92) into (8.87), an approximation for M code DLL error in 
the presence of thermal noise is [79]: 
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	 (8.93)

where 
1

cT
 = Rc = 5.115E6 in units of chips/s and Bfe inside the equations is in units 

of Hz.
To obtain the 1-sigma error in meters, multiply (8.93) by c/5.115E6 = 58.6105 

m/chip. Note that the correlator spacing, D (in M-chips), does not appear in (8.93), 
but this approximation is restricted to E-L spacing of ¼-chip or less of an M code 
chip as defined by the Rc = 5.115 Mcps M code spreading rate. The rule-of-thumb 
tracking threshold for M code DLL tracking threshold is identical to (8.86).

M code has a pilot channel provision called time division data multiplexing 
(TDDM) that permits extended predetection integration times. TDDM is imple-
mented so that every other code bit is dataless, thereby losing 3 dB of power in 
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both the pilot and data channels in return for a net 3 dB improvement in carrier 
tracking threshold using the pilot channel. Reduce (C/N0)dB by 3 dB so that C/N0 = 

( ){ }0 3 /10
10 dB

C N −   in both places in (8.93) to account for this effective loss when M code 
is in TDDM mode. Note that in the TDDM mode, the carrier-aided-code loop can 
coherently integrate its pilot input up to the pseudorange measurement period and 
that value of T is used in (8.93) to estimate the code measurement (pseudorange) 
error. The effective T of the code-tracking loop remains the same as the carrier loop 
update rate because both are sent back to their respective NCOs at the same rate 
(by virtue of the carrier-aided code technique). The carrier loop T must be main-
tained at the value that supports the dynamic stress requirement.

Figure 8.75 compares the accuracies and thresholds of M code to P(Y) code 
assuming both use the same DLL noise bandwidth, Bn = 0.1 Hz, and both share the 
same wideband front end, Bfe = 3.0E7 Hz, so the lower equation of (8.96) is used 
for M code with D = typical M code value of 1/8 chip, but the DLL error is convert-
ed to meters. Two examples of M code are presented, the first operating in TDDM 
mode with T = 0.3 second (so the 3-dB loss in (C/N0)dB is taken into account) and 
the second operating in non-TDDM mode with T limited to 0.01 second by the 
fastest M code symbol rate of 100 Hz. The P(Y) code example uses D = typical 
value of 1 chip and T limited to 0.02 second by the 50-Hz data rate of the legacy 
GPS signals. The P(Y) code assumptions dictate the use of the middle equation of 
(8.90), but the DLL error is converted into meters. Note that M code accuracy is 
superior to P(Y) code in both cases, but its rule-of-thumb tracking threshold is a 
lower value than the P(Y) because D is smaller for M code. As a result, P(Y) code 
threshold is slightly better than the non-TDDM M code example, but the TDDM 
M code example outperforms the P(Y) code threshold. This TDDM M code thresh-
old can be further improved by extending the coherent integration time.

Unlike the modernized civilian GPS signals, the M code does not have two 
different replica codes, one for the pilot channel and another for the data channel. 
Instead, the pilot and data channels are time multiplexed onto the carrier signal, 

Figure 8.75  DLL accuracies and thresholds comparisons among M code (TDDM), M code, and 
P(Y) code.
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each synchronized by the even or odd bits of the replica code generator. So the 
TDDM feature in M code introduces three levels (+1, 0, −1) of signal states instead 
of the usual two (+1, −1) signal states. During TDDM operation in the receiver, the 
data demodulation interval is selected based on a DATA = “true” signal from the 
replica code generator, the data interval is selected by that state and the value pres-
ent will be either +1 or −1 corresponding to a 1 or 0, respectively, in that interval. 
When DATA = “false,” then PILOT = “true” and the pilot interval is selected by 
that state, where the value will always be 0 in that interval. So after carrier and 
code wipe-off have been performed, the pilot and data channels have to be time 
demultiplexed on a tri-level basis and directed to their respective tracking and de-
modulation processes. 

Reference [39] provides additional insight plus numerous graphs depicting the 
DLL code tracking error and threshold performance of a large number of BPSK 
and TMBOC signals using both noncoherent and coherent early minus late pro-
cessing (abbreviated as NELP and CELP, respectively) tracking schemes. Keep in 
mind that the carrier- tracking loop must be in phase lock at all times that the code-
tracking loop is operated coherently.

Reference [80] describes a GNSS receiver baseband architecture appropriate-
ly called a double estimator that converts any received BOC signal into a BPSK 
signal using three tracking loops in a manner that substantially retains the BOC 
code measurement accuracy. The design is different from the technique described 
in [59] because it not only removes the subcarrier frequency, but it also tracks it 
using what is called a subcarrier lock loop (SLL). The SLL square wave wipe-off 
is preceded by conventional carrier wipe-off and followed by conventional BPSK 
DLL code wipe-off. The SLL operates as a precise code tracking loop that tracks 
the M square wave component of the incoming BOC(M,N) signal while the DLL 
tracks the N component PRN code (with the subcarrier removed) using conven-
tional BPSK E, P, and L correlators. The precise SLL tracking loop has a significant 
ambiguity to overcome in order to provide an unambiguous pseudorange measure-
ment, but this is accomplished with aiding from the coarse DLL tracking loop and 
cooperatively using multiple channels along with the LAMBDA method [59] that 
was developed for optimally resolving the ambiguity in real-time kinematic appli-
cations. The scheme can experience difficulties with locking onto sidelobes under 
certain circumstances, but detection and correction can also be achieved based on 
multiple channel cooperation. 

Fortunately, the internationally harmonized signal BOC(1,1) correlation en-
velope manifests very small sidelobes, so false code-lock tracking is unlikely when 
using conventional DLL E-L tracking loop discriminators.  

8.10  Formation of Pseudorange, Delta Pseudorange, and Integrated 
Doppler

Contrary to popular belief, the natural measurements of a GNSS receiver are not 
pseudorange or delta pseudorange [30]. This section describes the natural measure-
ments of a GNSS receiver and describes how they may be converted into pseudor-
ange, delta pseudorange, and integrated carrier Doppler phase measurements. The 
natural measurements are replica code phase and replica carrier Doppler phase (if 
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the GNSS receiver is in phase lock with the satellite carrier signal) or replica car-
rier Doppler frequency (if the receiver is in frequency lock with the satellite carrier 
signal). The replica code phase can be converted into satellite transmit time that is 
used to compute the pseudorange measurement. The replica carrier Doppler phase 
or frequency is used to compute delta pseudorange measurements. The replica car-
rier Doppler phase measurements can also be used to compute integrated carrier 
Doppler phase measurements that are required for ultraprecise (differential) static 
and kinematic interferometry applications.

The most important concept presented in this section is the measurement rela-
tionship between the replica code phase state in the GNSS receiver and the satellite 
transmit time. Any error between the receiver replica code correlating with the in-
coming code is an error in the time transfer because the received signals themselves 
are buried in noise and cannot be read directly. The only measurements that can be 
read are the receiver’s replica code DLL phase state and the one-cycle or half-cycle 
ambiguous standing wave phase of the carrier PLL phase state and these are mea-
surements of each SV transmit time. Uncompensated ionospheric and tropospheric 
delays, relativistic effects, and multipath error also contribute to the received time 
error. The first principle of satellite navigation is that all GNSS SVs are transmit-
ting PRN codes that are clocked by an atomic time standard and the PRN codes 
and carrier frequencies are kept synchronous with precise time. This first principle 
results in the transmit times of all SVs being maintained with respect to each SAT-
NAV system’s timescale that is ultimately steered to UTC (see Section 2.7.2). Since 
GNSS receivers provide the most accurate means of worldwide time transfer, it 
is essential that every GNSS receiver design ultimately achieves and maintains a 
monotonically increasing time (often time of week, with 1-week ambiguity) that 
is ultimately converted to UTC including the date for its users. The SV navigation 
message data provide the means to resolve the ambiguity in the PRN code length 
into the 1-week ambiguity and to convert that into UTC, but it is the receiver 
design responsibility to assign and maintain a monotonically increasing time that 
is synchronous with its replica code. The transmit times from four or more SVs is 
converted into pseudoranges using an estimated receive time (that typically is in 
common with all measurements) from which three-dimensional position and a time 
bias are determined by the navigation measurement incorporation process. Based 
on the known SV orbit geometry, that estimated receive time should never be less 
accurate than about 20 ms beginning with the acquisition of the first SV and the 
knowledge of its transmit time. When the estimated receive time is corrected with 
the time bias, true time of week is obtained. Time-keeping is maintained on the SV 
(under synchronization scrutiny by its respective control segment), so that its start 
boundaries are synchronized to the time of week. Each SV also keeps track of the 
international standard of time that includes leap seconds and corresponds to the 
time of week. This information is provided in the navigation message so that the 
GNSS receiver can obtain the unambiguous UTC from this message and synchro-
nize it to its time of week. 

The receiver time measurement begins with its ambiguous SV transmit time that 
is modulo one PRN code period. For example, the unencrypted GPS P code period 
is exactly one week, so its corresponding GPS time relationship is ambiguous over 
one week. Most GNSS PRN codes have much shorter periods. For example, the 
GPS C/A code period is only 1 ms, but there is a handover word in every SV data 
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message subframe that can be used to increase the transmit time ambiguity from 
1 ms to 1 week. The original intent of this data was to provide the transmit time 
information necessary to handover from C/A code to P(Y) code. There is a similar 
process involved for every GNSS SV ambiguous PRN code period to increase the 
ambiguity to a larger period (e.g., 1 week). Every GNSS receiver is vulnerable to 
false ambiguity resolution and, under weak signal acquisition conditions, an ambi-
guity error will occur. When the error does occur, it causes serious range measure-
ment errors, which, in turn, result in severe navigation position errors. The use of 
overlay codes in modern GNSS signals provides a significant improvement to this 
problem because they eliminate the need for the less reliable and time-consuming 
bit synchronization and frame synchronization required for signals that do not 
have this feature, such as C/A code.

8.10.1  Pseudorange

The definition of pseudorange to SVi, where i is the satellite identification index, is 
as follows:

	 ( ) ( ) ( ) ( )mi R Tin c T n T nρ =  −   	 (8.94)

where

c = speed of light = 299,792,458 (m/s);

TR(n) = receive time corresponding to epoch n of the GNSS receiver’s clock (s);

TTi(n) = transmit time based on the SVi clock (s) observed at the receive time (s);

TTi(n) is the natural measurement of the SVi observable because it represents 
the replica code state (in chips converted to seconds) at receiver epoch n as inter-
preted by the receiver’s linear time representation of its replica code state at this 
epoch. This state includes the integer replica code state time and the precise frac-
tion of the replica code chip as measured by a software code accumulator that is 
updated every predetection integration time, T, when the code NCO is updated 
by the code tracking loop. (The design of the code accumulator is described later.) 
The code accumulator knows the current propagation rate of the NCO, so it can 
precisely predict the fractional state of the NCO at any time in between T.

To visualize this pseudorange measurement process, Figure 8.76 depicts GNSS 
satellite SVi transmitting its PRN spreading code epochs, PRNi, starting at the 
GNSS end of week. The receiver navigation process requests the measurement from 
all channels at the same receiver epoch n that is always scheduled to occur at some 
receiver set time, called fundamental time frame (FTF) in the figure. The FTF time 
is a monotonically increasing counter that has an accompanying receive time as-
sociated with it for pseudorange computation purposes. Visualize that the FTF is 
asynchronous with the multiplicity of incoming SV signals being tracked by mul-
tiple channels since they are all tracking different transmit times at the same receive 
time epoch n. For this reason, Figure 8.76 purposely skews the measurement time 
of the SVi observable shown as Transmit time (n) = TTi(n) in the figure to emphasize 
that there is usually time skew with respect to any code chip transition boundary. 
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T(n) is the receiver epoch time in Figure 8.76 corresponding to FTF(n), the sched-
uled measurement time request. Note in Figure 8.76 that corresponding to each 
chip of the PRNi code is a linear SVi clock time. Every epoch in the PRN code that 
is transmitted by SVi is precisely aligned to the time of week as maintained inside 
SVi’s time-keeping hardware but obviously not transmitted. When this transmitted 
code reaches the GNSS receiver whose replica PRN code is successfully correlat-
ing with it, the phase offset of the replica code with respect to the beginning of the 
GNSS week represents the transmit time of SVi. The pseudorange derived from 
this measurement corresponds to a particular receive time epoch (epoch n) in the 
receiver. Below FTF(n) is the notation Pseudorange measurement (n) @ TR (n) that 
corresponds to the computation shown in (8.94).

Unfortunately, the common misunderstanding by the navigation process ex-
perts that pseudorange is the natural receiver measurement results in their specifi-
cation to the baseband receiver experts that they send pseudorange measurements 
to the navigation process. Instead, it is prudent to pass the observable TRi (n) (along 
with a receive time tag) to the navigation process because the first thing the naviga-
tion process needs for position measurement incorporation is the SVi transmit time 
corrected to true GNSS time. The SVi transmit time is lost if this artificial computa-
tion is performed by the receiver baseband control process. This method forces the 
navigation process into a wasteful iterative process of computing the SVi transmit 
time.

Highly sophisticated receivers implement vector tracking of the SVs instead 
of scalar tracking described herein. This eliminates the pseudorange observable 
problem because ideally either the raw I and Q measurements or the discriminator 
outputs are sent to the navigation process as measurements for Kalman filtering by 
the navigation process. Thus, the navigation process dynamically changes the noise 
bandwidth of the tracking loops in an optimal manner plus it provides cross-aiding 

Figure 8.76  Relationship of satellite transmit time to pseudorange measurements.
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between channels. However, the increased navigation processing load usually re-
quires some compromises in the practical implementation of this scheme. 

Typically, the receiver will take a set of measurements at the same receive time 
epoch. This process is why the receive time is not identified with any particular SV 
PRN number in (8.94). When the receiver navigation process schedules a set of 
measurements, it does this based on its own internal clock (set time) that contains 
a bias error with respect to true GNSS time. Eventually the navigation process 
learns this bias error as a by-product of the navigation solution. The SV transmit 
time also contains a bias error with respect to true system time, although its control 
segment ensures that this is maintained at a very small offset value. A correction 
to this offset is transmitted to the receiver by SVi as clock correction parameters 
via the navigation message. However, none of these corrections are included in the 
pseudorange measurement of (8.94). These corrections and others are determined 
and applied by the navigation process.

8.10.1.1  Pseudorange Measurement

From (8.94), it can be concluded that if the receiver baseband control process can 
extract the SV transmit time from the code-tracking loop, then it can compute 
a pseudorange measurement. The precise transmit time measurement for SVi is 
equivalent to its code phase offset with respect to the beginning of the system time 
week. There is a one-to-one relationship between the SVi replica code phase and the 
monotonically increasing time of week. Thus, for every fractional and integer chip 
advancement in the code phase of the replica code generator since the initial (reset) 
state at the beginning of the week, there is a corresponding fractional and integer 
chip advancement in the time of week. In the following discussion, the fractional 
and integer chip code phase is called the code state and the receiver baseband con-
trol process time keeper that contains the GNSS time corresponding to this code 
state is called the code accumulator.

The replica code state corresponds to the receiver’s best estimate of the SV 
transmit time. The receiver baseband control process knows the code state because 
it sets the initial states during the search process and keeps track of the changes in 
the code state thereafter. The receiver baseband code tracking loop process keeps 
track of the GNSS transmit time corresponding to the phase state of the code NCO 
and the replica PRN code generator state after each code NCO update. It does this 
by discrete integration of every code phase increment over the interval of predetec-
tion integration time, T, since the last NCO update and adds this number to the 
code accumulator. The combination of the replica code generator state (integer 
code state) and the code NCO state (fraction code state) is the precise replica code 
state. Since the code phase states of the replica code generator are pseudo random, 
it would be impractical to read the code phase state of the PRN code generator and 
then attempt to convert this nonlinear code state into a linear GNSS time state, say, 
by a table look-up. There are usually too many possible code states, especially for 
signals with encrypted codes.

A very practical way to maintain the GNSS time in a GNSS receiver is to use a 
separate code accumulator in the GNSS receiver baseband control process and to 
synchronize the replica PRN code generator to the phase state of this accumulator. 
Figure 8.77 illustrates a high level block diagram relationship between the replica 
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code generator (as shown in Figures 8.13 or 8.14) and the code accumulator. It 
assumes that the fast functions of Figures 8.13 and 8.14 (specifically the replica 
code generator and code NCO) are implemented in hardware. The code setter (not 
shown in Figures 8.13 and 8.14) is also assumed implemented in hardware even 
though it is a slow function in terms of its period, T, but must be synchronous (fast) 
during the code-setting process. However, the same concept can be implemented in 
a software-defined receiver assuming it can support the code NCO design (normally 
not the case with current SDRs). The remaining functions are slow functions imple-
mented in software. These are separated from the fast functions by a dotted line.

A typical GNSS navigation measurement incorporation rate is once per second, 
but for some applications much faster and it is possible for the receiver to schedule 
these measurements exactly on GNSS time rather than on set time (especially for 
more precise differential measurements between remotely located GNSS receivers). 
A typical GNSS receiver fundamental time frame (FTF) for scheduling measure-
ments and synchronizing routines associated with data bit or symbol transitions is 
10 ms. The receiver baseband control process schedule for updating the code and 
carrier NCOs is based on the current predetection integration time, T, usually some 
integer relationship to the FTF, such as 20, 10, 5, 2, or 1 ms. Assuming that the FTF 
is 10 ms, the receiver measurement process maintains a set time counter that will be 
called the FTF counter, typically a 32-bit counter that counts in 10-ms increments 
derived from the receiver’s reference oscillator. The FTF counter is set to zero at 
power up, counts up, rolls over, counts up, and so forth. The FTF counter provides 
set time to every receiver process. Assuming that the navigation measurement in-
corporation rate is 1 Hz, the navigation process will schedule measurements to 

Figure 8.77  Relationship between the replica code generator and code accumulator.
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be extracted from the code and carrier-tracking loops every hundred FTFs. This 
arrangement assumes the desired measurements are based on the receiver’s time 
epochs. If based on GNSS time epochs, the navigation process requests the mea-
surements with a bias value attached to the FTF so that the sum of the two cor-
responds to the exact 1-second epoch of the appropriate SATNAV system time. 
Those measurements can be output on set time with the offset bias time included 
with the measurement or there can be a steered clock that generates the output ep-
och and measurement to closely align in real time with the 1-second epoch. When 
the receiver baseband control process extracts the measurements from the code 
and carrier tracking loops, it time tags the measurements with the FTF count. The 
navigation process assigns and maintains a GNSS receive time corresponding to the 
FTF count. The receive time initialization can be the first SV’s transmit time plus a 
nominal propagation time of, say, 76 ms (for MEO), if the navigation process does 
not know the GNSS time accurately. This nominal value will set the initial receive 
time accuracy to within 20 ms.

When a pseudorange measurement is scheduled on FTF(n), the receiver base-
band code tracking loop process extracts the SVi transmit time from its code accu-
mulator and propagates this time forward to FTF(n). The result is the SVi transmit 
time with a measurement resolution of 2−N of a code chip, where N is the number 
of bits in the code NCO. If the code NCO uses a 32-bit register, this measurement 
resolution is less than a quarter of a nanochip that makes the code measurement 
quantization noise negligible. As stated earlier, the navigation process computes 
the pseudorange from the SVi transmit time measurement using (8.94) and time tag 
FTF(n), but only after the navigation process applies the clock correction (includ-
ing relativity correction), then uses the corrected SVi transmit time to compute the 
SVi position. The corrected pseudorange is then incorporated into the navigation 
filter. (Satellite clock and relativistic corrections are discussed in Chapter 10.)

8.10.1.2  Measurement Time Skew

Figure 8.20 illustrates the time skew, Ts that exists between the SV data or symbol 
transition boundaries and the receiver FTF epochs. The GNSS control segments 
ensure that every SV transmits every epoch closely aligned to true GNSS time (e.g., 
the GPS SV clocks are aligned to within 1 ms of true GPS time). Therefore, all of 
the SV data transition boundaries are approximately aligned to true GNSS time at 
transmit time. However, at the GNSS receiver the SV data transition boundaries 
are, in general, skewed with respect to each other and with respect to the receiver’s 
FTF boundary. This is because the SVs are at different ranges with respect to the 
user GNSS receiver antenna phase center. The user GNSS receiver must adjust the 
phases of its integrate and dump boundaries in order to avoid integrating across 
the SV data bit transition boundaries. The time skew, Ts (labeled Offset to SVi 
data/symbol transitions in Figure 8.20), is different for each SV being tracked and 
it also changes with time because the ranges to the SVs change with time. There-
fore, the epochs corresponding to the end of each replica code generator period are 
skewed with respect to each other and by Ts with respect to the FTF. As a result, 
the integrate and dump times and the updates to the code and carrier NCOs are 
performed on a changing skewed time phase with respect to the FTF time phase, but 
the receiver baseband control process learns and controls this time skew in discrete 
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phase increments. The code accumulator is normally updated on the skewed time 
schedule that matches the code NCO update schedule. Therefore, if all of the GNSS 
receiver measurements of a multiple channel GNSS receiver are to be made on the 
same FTF, the contents of the code accumulator, when extracted for purposes of 
obtaining a measurement, must be propagated forward by the amount of the time 
skew between the code NCO update events and the FTF.

8.10.1.3  Maintaining the Code Accumulator

The following code accumulator was originally designed for setting the initial code 
generator and NCO phase states (and maintaining them) of the GPS C/A and P(Y) 
replica code generators [29]. The same design is readily adaptable to any GNSS 
PRN code because the original design was based on synchronizing code measure-
ments to the monotonically increasing GPS time of week and for extracting precise 
SV transmit time measurements at any navigation process measurement incorpora-
tion rate scheduled on any desired set time. Three counters, Z, X1, and P, are used 
to maintain the code accumulator. The Z counter (19 bits minimum but typically 
a 32-bit register in software) accumulates in GPS time increments of 1.5 seconds 
and then is reset one count short of the maximum Z-count of 1 week = 403,200. 
Hence, the maximum Z-count is 403,199. The X1 counter (24 bits minimum but 
typically a 32-bit register in software) accumulates the 1.5-second basic timing unit 
of GPS in time increments of the highest spreading code rate [i.e., Tc = 1/(10 × 1.023 
× 106) = 97.8 ns] and then is reset one count short of the maximum X1-count of 
1.5 seconds = 15,345,000. Hence, the maximum X1-count is 15,344,999. The P-
counter is the same size, 2N, as the code NCO accumulator, typically N = 32 bits. 
The P counter input from the code tracking loop is adjusted so that it overflows in 
time increments (excluding Doppler effect) of 97.8 ns. One example of how this is 
accomplished for all PRN code spreading code rates is to use a constant code loop 
output bias of Rc = 1/Tc of 10.23 Mcps and then divide the P counter output by 
1, 2, 5, or 10 as appropriate for the actual PRN code being tracked. This division 
is typically performed as part of the replica code generator that is typically imple-
mented in hardware (e.g., divide by 10 for Rc = 1.023 Mcps). Note that this division 
also perfectly compensates for the Doppler effect on the PRN spreading code being 
used. Using the constant 10.23-Mcps code bias scheme and assuming that the code 
NCO and code accumulator are updated every T seconds, and that there is exactly 
T seconds of time delay in the loop filter feedback process so that the code NCO is 
updated exactly on T second boundaries, the algorithm for maintaining the entire 
code accumulator is as follows (note that the equals sign in the algorithm means “is 
replaced with”):
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where Ptemp = temporary P register, fs = code NCO clock frequency (ADC sample 
rate) (Hz), ∆φco = code NCO phase increment per sample, and T = time between 
code NCO updates (predetection integration time) (s).

The above definition of ∆φco contains two components, the code NCO bias 
and the code loop filter Doppler correction (both appropriately scaled to the Rc 
of the replica code generator). A GNSS receiver cannot incorporate measurements 
until the ambiguity in the replica code state is resolved. The receiver baseband con-
trol process requires additional information from the navigation data message to 
remove this ambiguity and when that information is received it is placed into the 
code accumulator, but this does not mean that the code accumulator cannot con-
trol the replica code generator during and after the open loop signal acquisition has 
found the signal and the code loop closure process is successful. The signal acquisi-
tion control process is also a slow function that uses the code setter and portions 
of the code accumulator to control the open loop search as well as the loop closure 
process, so the information transfer is transient free.

Note in Figures 8.13 and 8.14 that the code NCO synthesizes a code shift regis-
ter clock rate that is f̂ /δ where f̂  is the code generator spreading code chip rate and 
δ is the separation between the E, P, and L replica code phases in chips. The E − L 
code correlator spacing is D in chips, so D = 2δ. For a typical E – L spacing of D = 
1 chip, the shift register is running twice as fast as the replica code generator. This 
timing generates phase shifted E and L replica codes that are used for error detec-
tion in the code discriminator. The P counter tracks the fractional part of the code 
phase state that is contained in the code NCO state at any instant in time, but the P 
counter is only updated every T seconds because that is the code NCO update rate. 

Also note in Figures 8.13 and 8.14 that the set time sync that advances or re-
tards the dump phases so that they are approximately aligned with the incoming 
SV signal data or symbol transition boundaries is controlled by the code accumula-
tor. The accumulator does this by keeping the dump phases approximately aligned 
with its X1 transitions. Each one of these advance or retard commands results in a 
small change in the predetection integration time, T, that must be accounted for in 
the code and carrier tracking loops for that particular T. Once the data transition 
boundary is aligned, these advance and retard commands are rare because the data 
boundary phase will only change about 20 ms from the MEO SV at zenith to its 
rising or setting tracking horizon.

8.10.1.4  Obtaining a Measurement from the Code Accumulator

To obtain a measurement, the code accumulator must be propagated to the near-
est FTF(n). This results in the set of measurements Pi(n), X1(n), and Zi(n) for SVi. 
When converted to time units of seconds, the result is TTi(n), the transmit time of 
SVi at the receiver time epoch n. This is done very much like algorithm (8.95) ex-
cept the time T is replaced with the skew time, TS, and the code accumulator is not 
updated. The algorithm for the transmit time measurement at FTF(n) is (note that 
the equals sign in the algorithm means “is replaced with”):
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Algorithm (8.96) produces no error due to the measurement propagation pro-
cess for the code accumulator measurements because the code NCO is running at 
a constant rate, Dfco per clock sample, during the propagation interval and the 
baseband process knows this rate. Assuming double precision floating point com-
putations are used, the following equation precisely converts the code accumulator 
measurements into SVi transmit time: 

	 ( ) ( ) ( ) ( ) ( ) ( )61 10.23 10 1.5 sTi i i iT n P n X n Z n=  +  × + ×  	 (8.97)

The equation for computing the pseudorange to SVi using (8.97) is:

	 ( ) ( ) ( ) ( )mi R Tin T n T n cρ =  −   	 (8.98)

where TR(n) = receive time of week for all SV measurements (s).
The receive time of week is maintained by the navigation process at the same 

resolution as the transmit time and rolls over once a week and is updated on set 
time FTF(n) epochs. It can be an arbitrary time of week and only becomes precise 
GNSS time when the navigation process time bias estimation is added to it. A good 
practice for MEO SVs is for the navigation process to initialize TR(n) to within 
about 20-ms accuracy using the transmit time of the first SV acquired (that is fairly 
accurate even before the navigation process corrects it) and adding the range of 
that SV (converted into time units) to the SV transmit time by assuming the SV is 
at a 45° elevation angle. Note that it is the error in the receive time estimate that is 
primarily responsible for the “pseudo” part of pseudorange even though its maxi-
mum error is bounded to a reasonable value by this initialization procedure. 

8.10.1.5  Synchronizing the Replica Code Generator to the Code Accumulator

Synchronizing the replica code generator to the code accumulator is the most com-
plicated part of the replica code control and measurement process. This complica-
tion arises primarily because it is the responsibility of the code accumulator and 
code setter to translate the random sequence taking place in the replica code gen-
erator into the linear time sequence taking place in the code accumulator while also 
in total control of the replica code generator matching the incoming PRN code. 
Fortunately, there are predictable reset timing events in every replica code genera-
tor that permit them to be synchronized to the code accumulator. The first thought 
might be to design the replica code generator such that it provides the linear time 
sequence that is synchronized by the reset epochs and read by the receiver baseband 
control process. However, the slow function control part of the receiver is where the 
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ambiguity in the PRN code is obtained from the navigation message data and that 
handover complexity must reside there. Also, this is where the code measurement 
extraction process takes place.

The replica code generator is operating on the SV receive time schedule, so the 
code accumulator and its associated code tracking loop functions must be operat-
ing on a schedule that closely matches the data or symbol transition boundaries of 
the SV being tracked. A proven design uses a code setter in the fast function replica 
code generator (typically hardware), maintains the code accumulator as a slow 
function, and periodically synchronizes the replica code generator to the code ac-
cumulator. An example of a code setter design technique using a replica C/A code 
generator is illustrated in Figure 8.78.

Referring to Figure 8.78, the code setter resets the G1 and G2 registers in the 
replica C/A code generator at the same time. The code setter principle of operation 
is that the slow function code accumulator can predict the precise time offset from 
the current state of the code accumulator at the next predetection integration time 
boundary and places that offset into the code setter. That offset is synchronously 
latched into the code setter at that boundary by the fast function clock (i.e., by the 
ADC sample frequency). The code setter then begins to count that offset at the 
same frequency being fed to G1 and G2 of the replica C/A code generator. A carry 
is produced when that offset becomes zero causing the G1 and G2 registers to be 
synchronously set to their starting (reset) points. The phase of the replica C/A code 
generator is correctly matched to the code accumulator from that point onward (if 
there are no glitches).

There are other design features that should be addressed. Note that there is a 
difference from previous functional block diagrams in the input frequency from 
the code NCO (shown as 2f̂  in the figure) to the input of this functional block 
diagram, but that input does not go directly to the replica C/A code generator. 
Also, the input signal is actually a Doppler-compensated 20.46-MHz NCO output 
that was created as a 10.23-MHz NCO frequency by the code tracking loop in 
combination with the universal code accumulator design. The doubled frequency is 
obtained by tapping the NCO one stage back, in the same manner as for the code 
shift register when the code E, P, L spacing is ½-chip. Closer inspection reveals that 

Figure 8.78  Code setter scheme for C/A code generator.
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the replica C/A code generator normally receives the desired Doppler compensated 
1.023-MHz frequency.

The first input stage of Figure 8.78 provides the divide-by-10 requirement for 
the universal 10.23-MHz code accumulator to code NCO output design conven-
tion. The second stage provides a steady state divide-by-2 function that produces 
the desired Doppler compensated 1.023-MHz clock for the G1 and G2 registers. 
The second stage also provides the means for an externally controlled ±½-chip ad-
vance (add an extra clock) or retard (remove an extra clock) phase change to the 
replica C/A code generator during Vernier searches. The C/A code PRN number is 
sent to the phase select logic (below the G2 register) as part of the channel initial-
ization procedure. The phase select logic translates this PRN number to select the 
correct G2 tap delay (and extended PRN number features) for the desired C/A PRN 
number. The output of that tap combination on the G2 register (or equivalently, 
the delay added to the G2 register) is added to G1 register output to synthesize the 
replica C/A code.

With the code setter design described above, the C/A code setup process works 
as follows. In accordance with a future time delay equal to a fixed number of code 
NCO reference clock cycles later, the code accumulator value for that future time 
is loaded into the code setter. This value matches the desired C/A code time after 
the scheduled time delay. The value for the code setter is computed just as though 
the 1,023 state C/A code generator had the same linear counting properties as a 
1,023-bit counter. The code setter begins counting on the scheduled time delay, 
starting with the loaded count value. The code setter sets the G1 and G2 registers 
when the counter produces a carry output that sets the G1 and G2 registers to 
their initial states. As a result, the C/A replica code generator phase state matches 
the code accumulator GPS time state and is synchronized to the code accumulator 
thereafter. When the receiver is tracking the SV after initialization, the code setter 
process can be repeated as often as desired without altering the C/A replica code 
generator phase state, because both the code accumulator and the code generator 
are ultimately synchronized by the same reference clock, the code NCO clock. If 
the receiver is in the search process, the C/A code advance/retard feature provides 
the capability to add or remove clock cycles in half-chip increments. The code ac-
cumulator must keep track of these commanded changes. If the receiver can predict 
the satellite transmit time to within a few chips during the search process, it can use 
the code setter to perform a direct C/A code search. This condition is satisfied if the 
receiver has previously acquired four or more satellites and its navigation solution 
has converged. Ordinarily, all 1,023 C/A code chips are searched. 

Some commercial C/A code receiver designs do not use a code NCO, but in-
stead propagate the code generator at the nominal spreading code chip rate be-
tween code loop updates, tolerating the error build up due to code Doppler and 
ionospheric delay changes. Instead of the code NCO, a counter with a fractional 
chip advance/retard capability is used to adjust the phase of the C/A replica code 
generator in coarse phase increments. This results in a very low resolution code 
measurement (large quantization noise) and a noisy pseudorange measurement in 
comparison to the code NCO technique. The algorithm for the code accumulator 
output to the C/A code setter is (note that the equals sign in the algorithm means 
“is replaced with”):
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where G = future scheduled C/A code time value sent to the code setter and X1 = 
future scheduled GPS time of week in P-chips (0 · X1 · 15,344,999).

An alternative design to the code setter technique timing technique that would 
be more suitable for an SDR replica code generator design is to precompute and 
store the actual 1,023 10-bit C/A code sequences for every SV PRN number and 
store these as 1,023-bit entries in a C/A code table. Then use the PRN number as 
the index to these tables. When the SDR channel is activated and initialized, the 
1,023-bit sequence of the selected PRN number would be transferred into a 1,023-
bit holding register. A 1,023-bit circular shift register in the activated SDR channel 
becomes the replica C/A code generator designed so that every time a reset com-
mand is received from the code setter, the 1,023-bit holding register synchronously 
transfers its contents into the circular shift register. At the instance of the future 
code clock that corresponds to the computation of G, the holding register contents 
would be parallel transferred into the circular shift register C/A code generator. 
This instantly aligns the replica code generator to the C/A code portion of the code 
accumulator. 

8.10.1.6  Resolving Ambiguity in Code Transmit Time

Every open GNSS signal has an ambiguous transmit time due to its PRN code length 
(i.e., none are 1 week long). This results in an initial ambiguity in the code accu-
mulator that is resolved by various means but always with information provided in 
the navigation message data as described in the relevant interface specification. In 
the case of the C/A code, the ambiguity is resolved by reading the navigation mes-
sage handover word and then placing this into the code accumulator in the correct 
format and at the correct epoch. This step is preceded by bit and frame synchroniza-
tion after the signal is first acquired. The technique described here for resolving the 
C/A code ambiguity can be used as a model for other GNSS codes beginning with 
the preparation of a timing diagram. 

Figure 8.79 [81] illustrates a timing diagram for the C/A code that is used to 
determine the true GPS transmit time. The C/A code repeats every 1 ms and is 
therefore ambiguous every 1 ms of GPS time (about every 300 km of range). There 
is a handover word (HOW) at the beginning of every one of the five subframes of 
the satellite navigation message. The HOW contains the Z-count of the first data 
bit transition boundary at the beginning of the next subframe. This is the first data 
bit of the telemetry message (TLM) that precedes every HOW. The beginning of 
this 20-ms data bit is synchronized with the beginning of one of the satellite’s C/A 
code 1-ms epochs, but there are 20 C/A code epochs in every data bit period. At 
this subframe epoch, the X1 register has just produced a carry to the Z-count, so 
the X1-count is zero. The C/A code ambiguity is resolved by setting the Z-count to 
the HOW value and the X1-count to zero at the beginning of the next subframe. 
In practice, the actual values of the Z-count and X1-count are computed for a near 
term C/A code epoch without waiting for the next subframe.

The Z-count and X1-count will be correct if the GNSS receiver has determined 
its bit synchronization to within 1 ms or better accuracy. This level of accuracy will 
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perfectly align the 1-ms C/A code epoch with the 20-ms data bit transition point of 
the first bit in the following TLM word. Therefore, the C/A code transmit time will 
be unambiguous and correct. If the bit synchronization process makes an error in 
the alignment of the 1-ms replica C/A code epoch with the 20-ms data bit epoch, 
then the X1-count will be off by some integer multiple of 1 ms. 

The original intention of this design was that the receiver would attempt to 
handover to P(Y) code, and if this fails, the receiver would try the handover again 

Figure 8.79  GPS C/A code timing relationships.
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with 1-ms changes in the value used for X1 and then 2 ms changes, before perform-
ing bit synchronization again. This is because this can take 6 seconds or longer 
and prevents processing of GPS measurements until it is successful. So success-
ful handover to P(Y) code verifies the bit synchronization process. However, for 
commercial GNSS receivers attempting to resolve the ambiguity in C/A code, the 
verification for correct bit synchronization is more difficult. This verification task 
must be performed by the navigation process. Since 1 ms of GNSS time error is 
equivalent to about 300 km of pseudorange error, the navigation error will be quite 
serious. In the unlikely case that every channel makes the identical bit sync error, 
the navigation position error washes out of the position solution into the time bias 
solution and the GNSS time is in error by 1 ms. The typical bit sync error manifes-
tations in the navigation solution are unrealistic local-level velocity and elevation 
computations. The latitude and longitude computations are also unrealistic, but 
there is usually no boundary condition for comparison. However, the velocity and 
elevation computations can be compared to acceptable boundary conditions.

The bit synchronization process is a statistical process that is dependent on  
C/N0. It will occasionally be incorrect. It will be incorrect almost every time the 
C/N0 drops below the bit synchronization design threshold. This situation causes 
serious navigation integrity problems for C/A code receivers under conditions of 
signal attenuation or RF interference. This problem is compounded if there is no 
design provision to adapt the bit synchronization process for poor C/N0 conditions 
and/or for the navigation process to check for bit synchronization errors.

Modernized GNSS PRN codes with overlays increase signal acquisition time 
to resolve their ambiguity with respect to the underlying PRN code but this signal 
innovation removes the necessity for bit and frame sync and represents a significant 
improvement in reliability of the PRN code ambiguity resolution. The remaining 
part of removing the code accumulator ambiguity is simply to match the naviga-
tion message equivalent to the C/A code handover word to the correct epoch in the 
code accumulator. 

8.10.2  Delta Pseudorange

The technical definition of delta pseudorange to SVi is as follows:

	 ( ) ( ) ( ) ( ) ( )( )m per time intervali i in n J n K nρ ρ ρ∆ = + − − + ×J K FTF 	 (8.100)

where ρi(n + J) = pseudorange at J FTF epochs later than FTF(n)(m), ρi(n – K)  = 
pseudorange at K FTF epochs earlier than FTF(n)(m), and J = 0 or K depending on 
design preferences (dimensionless).

Even though (8.100) implies that delta pseudorange is derived from the code 
tracking loop, the result would be a very noisy measurement. Instead, the most 
precise delta pseudorange is derived from the carrier-tracking loop when operat-
ing as a PLL. If the carrier loop is operated as a FLL, the measurement is a delta 
pseudorange rate. 

Assuming PLL operation, the precise delta pseudorange measurement is ob-
tained as a slow function using the output of the carrier tracking loop that is pro-
ducing smoothed carrier Doppler phase errors that are sent back to the carrier 
NCO every carrier predetection integration interval Ti for SVi. The loop filter 
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carrier Doppler phase error, ∆ΦCAi, is added to a constant that accounts for any 
fixed carrier frequency in the incoming baseband signal. This constant is zero for 
the baseband input shown in Figure 8.13 and is the IF for the baseband input 
shown in Figure 8.14. It is the unbiased portion of the carrier Doppler phase er-
ror, ∆ΦCAi, as it is output to the carrier NCO from the carrier loop filter that is 
used for this measurement. It is similar to (but less complex than) using the code 
accumulator to extract transmit time measurements from the code tracking loop. 
Assuming SVi is being tracked in PLL mode, the carrier accumulator maintains an 
integer cycle count, NCAi, and a fractional cycle count, ΦCAi, of the carrier Doppler 
phase component that is being sent to the carrier NCO. The carrier accumulator 
is updated after each carrier loop output to the carrier NCO using the following 
algorithm (note that the equals sign in the algorithm means “is replaced with”):

	
( )

fractional part of 

last value integer part of 

temp CAi S CAi i

CAi temp

CAi CAi temp

f T

N N

Φ = Φ + ∆Φ

Φ = Φ

= + Φ
	 (8.101)

where

Φtemp = temporary ΦCAi register;

fS = carrier NCO sample frequency (ADC sample rate) (Hz);

∆ΦCAi = last value of the Doppler component sent to the carrier NCO output 

= carrier Doppler phase increment per sample
Ti = carrier loop predetection integration time (s)

= time between carrier NCO updates (s)
NCAi = integer cycles count of carrier Doppler phase since some starting point.

The fractional part of the carrier accumulator, ΦCAi 
, is initialized to the same 

state as the carrier NCO at the beginning of the search process, which is typically 
zero. The integer number of carrier Doppler phase cycles, NCAi, is ambiguous. 
Since only differential measurements are used, the ambiguity does not matter be-
cause the common mode ambiguous count is canceled. For this reason, if the bias 
term sent to the NCO were included in ΦCAi it would also cancel out but would 
significantly increase the count capacity of the registers for the IF case. The counter 
rolls over when the Doppler cycle count exceeds the count capacity or underflows 
if the Doppler count is in the reverse direction and drops below the zero count. The 
differential measurement comes out correct if the counter capacity is large enough 
to ensure that this happens no more than once between any set of differential mea-
surements extracted from the carrier accumulator.

To extract a carrier Doppler phase measurement, NCAi, ΦCAi, for SVi corre-
sponding to the carrier accumulator, the carrier accumulator contents must not 
be disturbed, so the measurements must be stored in separate registers after the 
contents are propagated forward to the nearest FTF(n) by the skew time for SVi, 
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TSi, similar to the technique used in the code tracking loop as follows (note that the 
equals sign in the algorithm means “is replaced with”):

	 ( )
( )

fractional part of 

integer part of 

temp CAi S CAi si

CAi temp

CAi temp

f T

n

N n

Φ = Φ + ∆Φ

Φ = Φ

= Φ
  (cycles)	 (8.102)

There is no error due to the measurement propagation process for the carrier 
Doppler phase measurement because the carrier NCO is running at a constant 
Doppler rate, ∆ΦCAi per sample, during the propagation interval. The precise delta 
pseudorange is simply the change in phase in the carrier accumulator during a 
specified time. The equation for converting the carrier accumulator measurements 
into a precise delta pseudorange measurement is:

	 ( )
( ) ( )

( ) ( )
( )m
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i L
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n J n K
ρ λ
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+ Φ + − Φ −    

	 (8.103)

where λL = wavelength of the L-band carrier frequency (m).
As a design example, suppose the navigation measurement incorporation rate 

is 1 Hz. The delta pseudorange measurement over that time interval would begin 
after the previous transmit time measurement and end with the current measure-
ment. To make this the precise change in range over the previous 1-second interval 
for an FTF period of 10 ms, set J = 0 and K = −100. Alternatively, if the navigation 
throughput permits, precise delta pseudorange measurements could be made at a 
100-Hz rate, each one representing the precise delta pseudorange in the previous 
0.01-second FTF interval using J = 0 and K = −1. In either case, delta pseudorange 
should be modeled by the navigation process as a (corrected) change in range over 
the previous interval, not as an average velocity over the interval. 

8.10.3  Integrated Doppler

The measurement of integrated Doppler uses the carrier Doppler phase measure-
ment obtained by (8.102). The integrated carrier Doppler phase for SVi at FTF(n) 
can be converted to units of meters as follows.

	 ( ) ( ) ( ) ( )mi CAi CAi LID n N n n λ=  + Φ   	 (8.104)

Recall that the integer cycle count portion of this measurement is ambiguous. 
The measurement, when derived from a PLL, is used for ultraprecise differential 
interferometric GNSS applications such as static and kinematic interferometry ap-
plications. When the integer cycle count ambiguity is resolved by the interferomet-
ric process, this measurement is equivalent to a pseudorange measurement with 
more than two orders of magnitude less noise than the transmit time (pseudorange) 
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measurements obtained from the code loop. The integrated Doppler noise for a 
high quality GNSS receiver designed for interferometric applications typically is 
about 1 mm (1-sigma) under good signal conditions. A transmit time (pseudor-
ange) measurement under the same signal conditions will be in the vicinity of 3 
orders of magnitude (1m) more noise using C/A code and 2 orders of magnitude 
(0.1m) using a modernized signal such as L5 or a BOC modulated signal. However, 
the code noise can be significantly reduced by the carrier smoothed pseudorange 
technique described in Section 8.10.4. Once the integer cycle ambiguity is resolved, 
so long as the PLL does not slip cycles, the ambiguity remains resolved thereafter. 
(Further information on differential interferometric processing and ambiguity reso-
lution is provided in Section 12.3.)

Two GNSS receivers that are making transmit time and carrier Doppler phase 
measurements on their respective receiver epochs will in general be time skewed 
with respect to one another. For ultraprecise differential applications, it is possible 
to remove virtually all of the effects of time variable bias by eliminating this time 
skew between GNSS receivers (i.e., spatially separated GNSS receivers can make 
synchronous measurements based on common GNSS time). This is accomplished 
by precisely aligning the measurements to GNSS time epochs instead of to (asyn-
chronous) receiver FTF epochs. Initially, the measurements must be obtained with 
respect to the receiver FTF epochs. After the navigation process determines the 
time bias between its FTF epochs and true GNSS time, each navigation request for 
a set of receiver measurements should include the current estimate of the time bias 
with respect to the FTF (a very slowly changing value if the reference oscillator is 
stable). The receiver measurement process then propagates the measurements to 
the FTF plus the time bias as a nearly perfect (within nanoseconds) of true GNSS 
time. These measurements are typically on the GNSS 1-second time-of-week epoch. 
This synchronization is important for precision differential operation since as little 
as 1 second of time skew between receivers corresponds to MEO satellite position 
changes of approximately 4,000m. The differential measurements can be propa-
gated to align to the same time epoch if the GNSS receiver’s measurements are time 
skewed, but not with the accuracy that can be obtained if they are aligned to a com-
mon GNSS time epoch within each GNSS receiver during the original measurement 
process. The carrier Doppler measurement must be corrected for the frequency 
error in the satellite’s atomic standard (i.e., reference oscillator) before measure-
ment incorporation. This correction is broadcast in the satellite’s navigation mes-
sage. The measurement also includes the receiver’s reference oscillator frequency 
error. This error is determined as a common-mode time bias rate correction by the 
navigation solution. For some applications, it is also corrected for the differential 
ionospheric delay, but this is usually a negligible error for short baselines.

8.10.4  Carrier Smoothing of Pseudorange

The concept of carrier smoothing the code measurements was first presented in 
[82] as a method for using the ambiguous but low noise carrier range (integrated 
carrier Doppler phase) measurements to smooth the noisy but unambiguous code 
range (pseudorange) measurements. The technique is called the Hatch filter, named 
in recognition of the author. The Hatch filter is an averaging filter implemented as a 
recursive filter that produces smoothed pseudoranges. This code loop noise filtering 
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process is important for static and kinematic interferometry applications because 
it lowers the position uncertainty thereby reducing the processing time to resolve 
the ambiguity in the differential integrated carrier Doppler phase measurements. 
The Hatch filter is corrupted by any cycle slip that occurs and must be reinitial-
ized when that happens. It is only possible to detect the likelihood that a cycle has 
slipped in the PLL tracking loop with a single frequency receiver, but almost certain 
and identified detection with a two frequency receiver because of the size of the step 
change observed in the ionospheric delay. In this case, the cycle slip change can be 
corrected, but the Hatch filter associated with the cycle slip cannot be corrected in 
real time. The following Hatch equation is expressed in units of meters based on 
code and carrier loop measurements from SVi as defined in (8.98) and (8.104):

	 ( ) ( ) ( ) ( ) ( )( ) ( )1 1
ˆ ˆ 1 1 mi i i i i

k
n n n ID n ID n

k k
ρ ρ ρ

−  = + − + − −  	 (8.105)

for k = n when n ≤ N and k = N when n > N after initializing ρ̂i(0) = ρi(0)
where

ρi(n) = SVi raw pseudorange measurement at epoch(n) (m);

ρi(n) = [TR(n) – TTi(n)]c as defined in (8.98) (m);

IDi(n) = integrated carrier Doppler phase as defined in (8.104) at epoch(n) (m);

ρ̂i(n) = smoothed pseudorange at epoch(n) (m);

ρ̂i(n – 1)= smoothed pseudorange at previous epoch (m);

n = smoothing interval of Hatch filter;

N = maximum value of n.

Note that the above definition of the pseudorange measurement for SVi uses 
its unique transmit time, TTi(n), at epoch(n) [called the set time defined as FTF(n) 
in the previous sections] and converts this natural measurement into pseudorange 
using the common receive time, TR(n), that is in common with all pseudorange 
measurements at epoch(n). That common receive time is typically maintained by 
the navigation function and at the same floating point precision as the transmit 
time measurements but updated in FTF increments. The value of N is typically 
100 for navigation measurement incorporation intervals of 1 second, but there are 
ionospheric situations where this is too long. There are papers that have proposed 
optimal or adaptive variations of the Hatch filter to overcome the code versus 
carrier divergence problem caused by ionospheric delay [83], but the basic design 
is easy to implement and has proven effective using an appropriate value for N. 
Although this filter could be implemented in the slow functions (code and carrier 
loop) area of the GNSS receiver, it plays no role in the receiver channel operation 
and should be implemented in the navigation filter area of the receiver prior to 
measurement incorporation where it is also recommended that the common receive 
time, TR(n), be initialized and maintained and the pseudorange measurements be 
computed using the natural measurements provided by the slow functions of the 
receiver baseband process. 
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8.11  Sequence of Initial Receiver Operations

The sequence of initial receiver operations begins with either a cold-start or warm-
start power-up condition. The cold-start condition is recognized by the receiver as 
an initialization mode including built-in test (BIT) and, for high-end receivers, cali-
bration of critical components or signal paths to ensure that the receiver integrity 
is sufficient to operate reliably. Unless some intelligent external source removes the 
uncertainties, the cold-start condition requires a sky search for visible satellites that 
eventually bootstraps the receiver from a total uncertainty condition to an almost 
total certainty condition with respect to PVT, up to date almanac for all SVs and 
ephemeris for the SVs being tracked. Warm start typically does not perform BIT, 
although most designs do run a lowest priority background, but noninterfering, BIT 
(i.e., testing everything that does not require stopping the normal operation of the 
receiver acquisition and tracking processes).

Warm start has much less uncertainty about PVT than cold start. The warm-
start condition will typically have the benefit of approximate time (from a low 
power time-keeper) that was accurate before the previous power-off and it has 
the previous position and velocity information from the navigation state and oth-
er information such as the reference oscillator frequency offset, almanac and the 
ephemeris with age of data time tags for all previous SVs tracked. So it is reason-
able for warm start to use this information to determine which satellites should be 
visible and then proceed to acquire them. The search engine is used in either case 
to rapidly acquire the first four SVs that also rapidly removes virtually all of the 
PVT uncertainty in the receiver. Subsequent SV acquisitions are performed with 
the search resources that are available in every GNSS receiver channel for all low 
uncertainty acquisition or reacquisition conditions. 

The intended operational environment of the receiver plays a key role in the 
efficiency of its initial acquisition process and the designed robustness of its track-
ing loops. Other refinements in the design of the GNSS receiver also depend on the 
intended operational environment. For example, if the operational environment 
is stationary (e.g., in a building with a roof-top antenna) and that assurance is a 
user-provided option in the receiver design, then substantial robustness and ac-
curacy improvements can be achieved using precise carrier aiding that would not 
otherwise be available. If the operational environment is high precision under low 
dynamics, for example, precision farming, then substantial robustness is achieved 
without the necessity for velocity aiding while centimeter-level accuracy is achieved 
by the built-in provision of a special receiver that shares a common wideband 
antenna and receives corrections from a geostationary SV. These corrections are 
obtained by privately operated worldwide ground-based reference stations with 
precisely located antenna phase centers that continuously observe the errors in the 
same SVs used by their clients. If the operational environment involves potential 
high dynamic stress and the need for precise attitude control (e.g., kinematic-based 
aerial mapping), then precise velocity aiding and attitude determination are pro-
vided by the synergism between an IMU and the GNSS receiver.

However, there is substantial commonality in the sequence of initial receiver 
operations of all GNSS receivers. The ultimate goal of all initial receiver operations 
is to get the receiver channels into the steady-state tracking condition with four 
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or more SVs. The BIT, initialization, and signal acquisition performed after cold 
start and the better-informed warm-start signal acquisition are other examples of 
this commonality. There is usually a built-in almanac backup in every autonomous 
GNSS receiver to speed up time to first fix in case the almanac obtained from the 
space segment is not available from a previous receiver operation. That operation 
would have to be of sufficient duration to permit this data to be received from the 
space segment. For example, the legacy GPS C/A code almanac takes about 12.5 
minutes to acquire, assuming no failures in the error detecting/correcting naviga-
tion message data process.

The major differences are not in the initial receiver operations, but are in the 
parameters that define the worst-case operating conditions during signal acquisi-
tion, such as signal conditions, user dynamics, Doppler range due to user veloc-
ity, and reference oscillator frequency offset. There are usually different levels of 
tolerance of how fast the receiver will acquire the first four satellites (i.e., user 
patience level on time to first fix under cold-start and warm-start conditions) and 
that is dependent on the search engine design and the uncertainties in the receiver 
at the time. The search engine operation is described in Section 8.4.3.1, ultrafast 
FFT-based search techniques are described in Section 8.5.5, and Vernier Doppler 
and peak code search, required before attempting carrier and code loop closure 
are described in Section 8.5.7. The acquisition process is much faster if the receiver 
knows which SVs are visible. This requires the following information: (1) an alma-
nac for all SVs of interest; (2) a rough estimate of user position; and (3) a rough 
estimate of time. If any of these parameters are missing, SV visibility cannot be 
determined for the benefit of speeding up the search process. Useful SV visibility 
does not require high precision in any of the three critical pieces of information. If 
all three are available, as is sometimes the case for warm start and always the case 
when first-fix has been achieved assuming that the almanac data is assured, then 
using the user position, the GNSS time estimate and the almanac data, a first-pass 
estimate of the SV positions and the most suitable set of four SVs chosen. This 
selection might be on the basis of position dilution of precision (PDOP) estimation 
or it might be based on some other criteria. For example, if mountains or buildings 
might block low-elevation SVs, then PDOP would be limited to higher elevation 
SVs (because PDOP tends to select the three lowest elevation SVs as close to 120° 
apart as possible and one highest SV). When the constellation has been selected, the 
search process begins. Using the SV line-of-sight Doppler and the user velocity (if 
known or the maximum user velocity specification), the total line-of-sight Doppler 
can be determined. This information is used in the Doppler search pattern for the 
SV. The range search pattern may be all possible combinations of the PRN code or 
the actual range uncertainty if that is smaller. If the approximate time and position 
are known and the ephemeris data has been obtained during a recent operation, 
the first fix will be more accurate and faster since there is no delay waiting on the 
ephemeris data transfer from the SV to the receiver channel. For example, it can 
require up to 30 seconds just to read the ephemeris data from a GPS C/A code sig-
nal for the SV following signal acquisition. If the ephemeris is not available for the 
first fix, the almanac data is ordinarily used until the more precise ephemeris data 
become available. Reading the GPS C/A code navigation data message to obtain 
almanac data following signal acquisition takes 12.5 minutes, so this is the reason 
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for the built-in almanac. The almanac data received from the GPS C/A code signal 
is intended for SV selection and acquisition (not navigation measurement incorpo-
ration). It is valid for several days, whereas the ephemeris data, used for navigation 
measurement incorporation, begins to deteriorate after about 3 hours. For the best 
navigation accuracy, the ephemeris data should be updated any time newer data 
is available from the space segment. The modernized GNSS signals, including GPS 
modernized signals, have improved the time efficiency of obtaining the ephemeris 
data (as well as the SV clock correction data) and in some cases there are additional 
parameters that help to extend the accuracy of the ephemeris data. 

As was discussed in Section 8.5.6 (direct acquisition of GPS military signals), a 
critical piece of information for any receiver is GNSS time. Most modern GNSS re-
ceivers have a built-in timepiece that continues to run even when the set is powered 
down. They also have nonvolatile memory that stores the last user position, veloc-
ity and time when the set is powered down, plus all ephemeris data (and its age) 
for all SVs recently tracked, the most recent almanac, reference oscillator frequency 
offset, and so forth. These nonvolatile memory features support fast initial acquisi-
tion the next time the GNSS receiver is powered up, assuming that the receiver has 
not been transported hundreds of miles to a new location while powered down 
(but timepiece running) or that several days have elapsed between operations. The 
stored ephemeris (if it matches the SV acquired) can be used to compute the first 
fix if the age of data has not exceeded a specified time limit since the receiver was 
last powered down. 

The sky search is actually a bootstrap mode of operation to get the GNSS 
receiver into operation when one or more of the almanac, position/velocity, and 
time parameters are missing or corrupt. The FFT sky search is a remarkable feature 
made possible by the increased speed of DSPs for any of the GNSS PRN codes that 
permits the receiver to enter into the navigation mode without any a priori knowl-
edge or any external help from the operator (it can be faster than an operator could 
key in the most primitive of useful information). Bootstrapping is virtually impos-
sible for encrypted signals such as the P(Y) code or M code without help from open 
signals (e.g., C/A code) unless the authorized receiver has a precise estimate of 
system time (see Section 8.5.6).

The sky search mode theoretically requires the receiver to have the capability 
of searching the sky for all possible PRN codes, in all possible Doppler bins and 
for all possible code states of each PRN code until at least four SVs are acquired. In 
practice, only the most favorable GNSS signals will be supported for this bootstrap 
operation. Using FFT-based searches, the cold start sky search process will typically 
require a few seconds for the receiver to find four visible SVs from a total uncer-
tainty condition in the navigation process. At first thought, the GPS L1 C/A code 
would be the best of the favorable choices because of its short length (1,023 chip) 
code and simple BPSK modulation properties, but the fixed overhead of bit and 
frame synchronization (that the FFT-based process cannot speed up), plus reading 
the handover word and the ephemeris data should be compared with other GNSS 
signal choices with overlay codes that do not require bit and frame synchroniza-
tion. This is because the FFT-based search does speed up the acquisition of these 
codes while eliminating the time-consuming bit and frame synchronization process 
required by the C/A code.
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The first four SVs found by sky search are unlikely to provide the best geo-
metric performance. After the first four SVs acquired have provided any missing 
almanac, position/velocity, and time information (i.e., have reduced uncertainty 
in the navigation process), the navigation process can then determine which SVs 
are visible and what is the best subset for navigation. The remaining visible SVs 
can be quickly acquired if their view is not blocked because the navigation pro-
cess uncertainty is very small. After any SV is acquired, the major part of the de-
lay before measurement incorporation can take place is the time taken to read 
their ephemeris data and clock corrections in the SV navigation message data. For 
all-in-view GNSS receivers that track numerous SVs from multiple constellations 
simultaneously, good geometry is assured if all SVs in view have been acquired 
and their measurements incorporated into the navigation solution. This all-in-view 
feature fully utilizes the significantly improved signal availability provided by mul-
tiple GNSS constellations. This provides robustness in the GNSS receiver when 
multiple signals are temporarily blocked and later reappear so long as four or more 
remain unblocked (a serious problem driving through urban canyon conditions or 
an area surrounded by mountains). Reacquisition is almost instant when the sig-
nals become unblocked. There is no need to determine the best geometry since, by 
definition, all-in-view signals that are available are being tracked. The only need is 
to continually determine which SVs should be visible. 

After a receiver channel enters into steady state operation, typically in PLL 
mode, data demodulation immediately begins (described next in Section 8.12) and 
special (slow) baseband functions are activated to measure signal quality as well 
as integrity monitors of the tracking loops (described in Section 8.13). The signal 
quality measurement is used for making decisions about the tracking loops to hold 
onto the signal while the integrity monitors assist in the decision-making process 
and provide information needed when corrections are made.

8.12  Data Demodulation

Data demodulation uses the (prompt) carrier signal in the receiver when it is in 
stable closed PLL operation. Demodulation can also be performed with stable FLL 
operation, but is suboptimal in both bit error rate performance as well as in recov-
ery and reinitialization efficiency. The legacy GPS C/A code and P(Y) code signals 
transmit the same 50-bps navigation message data using binary modulation that is 
synchronously combined with the PRN spreading codes using an exclusive-or logic 
gate. 

Modernized GNSS signals have unique navigation messages that are some-
times interleaved. For many modern GNSS signals, the binary data bits are encoded 
into a higher-rate binary symbol stream through a forward error correction (FEC) 
algorithm. One popular FEC scheme is rate ½ convolutional encoding with con-
straint length 7. Figure 8.80 depicts this relatively simple encoding technique. This 
encoding results in two symbols being generated for every 1 bit of data input into 
the convolution encoder. Figure 8.80 depicts a 50-bps data input that has a 100-
sps output. The encoded message data are synchronously combined with the data 
channel PRN spreading code using exclusive-or logic before being transmitted in a 
separate data channel. The data channel and the pilot channel have different PRN 
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spreading codes and the same carrier frequency. If short synchronization codes are 
used, these are also different in the data and pilot channels.

Figure 8.20 illustrates how the predetection integration time is eventually 
phased to approximately align with the data or symbol transition boundaries in 
the prompt data channel. How accurately this transition boundary can be aligned 
is determined by the integrate-and-dump period used in Figures 8.13 and 8.14. 
This time increment (TINC) should be small compared to the data or symbol pe-
riod to obtain maximum energy for the detection of each data bit or symbol (e.g., 
for a 10-ms symbol period, a TINC alignment accuracy of 0.01/32 = 312.5 µs will 
integrate about 97% of the available symbol energy, but the remaining 3% integra-
tion time on the split boundary may be counterproductive). The TINC alignment 
to the incoming SV signal data transition boundaries is maintained by the set time 
sync signal that occasionally advances or retards the dump phase, that, in turn, 
changes the value of T by ±1 TINC for one period. The next code and carrier track-
ing loop update must include ±1 TINC in the effective value of T used for in each 
loop filter. The alignment is managed by and maintained in the code accumulator 
of each channel based on its X1 phase, so the set time sync command originates 
there. Legacy and modernized data demodulation are described next in the context 
of the source and management features of the receiver data demodulation signal 
have been described.

8.12.1  Legacy GPS Signal Data Demodulation

Since there is data modulation present in the legacy GPS signals, a Costas PLL is 
used to track the carrier Doppler phase and to detect the data bits in the SV data 
message stream after the transition boundaries are determined by a process called 
bit synchronization, hereafter called bit sync. Keep in mind that the legacy C/A code 
has a 1-ms period and the 50-Hz navigation data message has a 20-ms period that 
is aligned with a C/A code transition boundary. If the receiver time uncertainty is 
greater than 1 ms, then the data transition boundary is ambiguous, so bit sync must 
be performed before the 50-Hz data can be successfully demodulated.

8.12.1.1  Bit Sync

When the data transition boundaries are not yet known, there is a higher likelihood 
that there will be cycle slips when the carrier loop is in PLL, so forced FLL opera-
tion can be more reliable during bit sync. The following C/A code technique can be 

Figure 8.80  Constraint length 7 rate ½ convolutional encoder. 
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performed in FLL or PLL and is easily adapted for other GNSS signals that require 
bit sync [84]:

1.	 Initialize 20 cells (the bit sync accumulator) indexed with the bit sync coun-
ter, K = 0 to 19, using an arbitrary starting phase, K = 0, with respect to the 
unknown data transition boundary with all cells initialized to zero.

2.	 Referring to Figure 8.18, collect IP, QP samples every C/A code epoch (1 
ms) and then associate the first sample with cell K = 0, the second sample 
with cell K = 1, and so forth, up to K = 19, and add 1 to the associated 
cell every time a sign change is sensed at this phase; otherwise, proceed, 
modulo 20.
a.	 If in FLL, sign changes are detected by phase discrimination of IPi, QPi 

in the current 20 ms dwell (i) and for IPi−1, QPi−1 in the previous 20 ms 
dwell (i – 1), for example, 

	 1 1 1
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Q Q
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b.	 If in PLL, sign changes are detected by comparing the sign of IPi in 
the current 20-ms dwell (i) with the sign of IPi−1 in the previous 20 ms 
dwell (i – 1). 

3.	 Figure 8.81 depicts the successful outcome of the 20-point bit sync histo-
gram after several iterations where the count in one cell (the cell where the 
data transition boundary is located) has reached or exceeded the upper 
(pass) bit sync threshold, NBSp. The bit sync counter K is reset to zero at 
this pass index so that K = 0 corresponds to the data transition boundary. 
It continues to be incremented modulo 20 by the C/A code epoch until no 
longer needed (i.e., after the code accumulator has been initialized).

4.	 Two possible failure modes result in early termination of this bit sync 
process:

Figure 8.81  Bit sync histogram after successful location of data transition boundary.
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a.	 Carrier lock is lost, so bit sync is abandoned until carrier lock has been 
achieved.

b.	 Two or more cell counts exceed the lower (fail) bit sync threshold, 
NBSf. This failure is an indication of low C/N0, so bit sync is reinitial-
ized, possibly with an increase in this lower threshold.

The upper (pass) threshold, NBSp is the expected number of data bit transi-
tions in the total bit sync time interval, TBS. Although the number of 1s and 0s in 
a typical SV data message data stream is not equal, this is a reasonable assumption 
for a rough approximation. So assume that on average in 50 data bit intervals per 
second, there will be approximately 25 data edge transitions. The upper (pass) 
threshold is therefore set at NBSp = 25TBS, recognizing that it will likely take longer 
than TBS seconds to complete the bit sync process. Four to six seconds is a typical 
range for the bit sync time period, TBS, but the successful bit sync process termi-
nates when the upper (pass) threshold is reached by one cell without more than one 
cell passing the lower (fail) threshold (i.e., TBS is a variable).

The lower (fail) threshold, NBSf, is set to a value that is greater than or equal 
to 50TBSPesc where Pesc is the probability of making an error in determining sign 
change. This probability is determined using the following equations: 

	 ( )2 1esc e eP P P= − 	 (8.106)

where Pe is the probability of a data bit error for a given C/N0 and predetection 
integration time, T.

For FLL operation [85]:

	 ( )0
1
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C N T
eP e−= 	 (8.107)

For PLL operation [86]:

	 ( )0erfc 2eP C N T= ′ 	 (8.108)

where

	 ( ) 2 21
erfc x

2
y

x

e dy
π

∞
−=′ ∫ 	 (8.109)

The number of entries in any cell, NBS, has a binomial distribution, so that in 
the correct cell over TBS seconds the average number of data bit transitions is 25TBS 
= NBSp (the pass threshold), and in any other cell over TBS seconds, the average 
number of data bit transitions is 50TBSPesc. The standard deviation of NBS in any 
cell is [84]:

	 ( )50 1
BSN BS esc escT P Pσ = − 	 (8.110)
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The thresholds and TBS are selected to provide a safe 3-sigma spread between 
pass and fail thresholds at the desired C/N0 using an estimate of TBS as follows [84]:

	 ( )25 3 50 1 50BS BS esc esc f BS escT T P P NBS T P− − ≥ ≥ 	 (8.111)

Achieving reliable bit sync with the shortest TBS requires optimizing the bit 
sync thresholds through extensive testing with real navigation message data for a 
range of C/N0 conditions, but even an optimized bit sync time represents a substan-
tial portion of time to first fix.

8.12.1.2  Detecting Data Bits in PLL and Frame Sync

The data demodulation process starts with the typical sequence of bit sync, bit de-
tection, frame sync, and then message data processing. After successful bit sync, the 
data transition boundaries are known, so the Costas carrier tracking loop can now 
be operated at the maximum predetection integration time, T, equal to the data bit 
period (20 ms for C/A code). This usually provides robust carrier tracking in PLL 
at typical C/N0 levels, so the data bits can also be reliably detected in PLL. Refer-
ring to Figure 8.18, the PI  samples are accumulated for one 20-ms data bit interval 
(between transition boundaries) and compared to a threshold for detection. The 
sign of the result is the detected data bit.

After bit detection, the frame sync process begins. Refer to Figure 8.79 for the 
organization of each subframe and the location of the telemetry (TLM) word at 
the beginning of each subframe of the navigation message data. In the frame sync 
design shown in Figure 8.82, a 32-bit data register is activated with register bits 
0 to 31 as designated by the register index shown in the lower part of the figure. 
Then the demodulated bits (shown in the upper part of the figure) are shifted from 
right to left in this register to form words. Since the C/A code navigation message 
words are 30 bits in length, they are held in bits 0 to 29 of the data register. Bits 
30 and 31 of the register hold bits 29 and 30 of the previous word. These two bits 
are required by the parity algorithm and are referred to as D29* and D30* in [67].

Initially, a bit-by-bit pattern test is performed that eventually finds the pre-
amble at the start of every subframe. The preamble is an eight-bit binary pattern, 
10001011 (8B16 in hexadecimal notation), that is in the first eight bits of every sub-
frame [i.e., the first 8 bits in the 30-bit telemetry (TLM) word of every subframe]. 
The bit-by-bit preamble pattern search begins with the current bit and the previous 
7 bits as shown in Figure 8.82. The pattern match is in data register bits 29 to 22 
corresponding to the TLM preamble bits 1 to 8 using two search patterns: 8B16 

Figure 8.82  Frame sync register searching for preamble in telemetry (TLM) word.
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to determine if the Costas loop is demodulating data bits upright or its  inverted 
counterpart, called one’s compliment, 7416 if inverted. This possible inversion is be-
cause of the 180° phase ambiguity in any Costas PLL after it closes resulting in the 
detected data bits being normal (upright) or inverted. A match probably means that 
the TLM message follows in the data register bits 21 to 0 (corresponding to data 
word bits 9 to 30). However, there is a low probability that a match could be found 
within the subframe, so the first match does not complete the frame sync process. 
When a match is found, the next word is considered to be the HOW. The bit stream 
is processed upright if the preamble was matched with 8B16. It is processed inverted 
if the preamble was matched with 7416. If the assumed HOW has good parity, it is 
examined for a valid time-of-week (TOW), subframe ID, and agreement between 
the TOW and the subframe ID. If these checks are successful, the TOW is used to 
calculate the current Z-count (GPS transmit time with a 1.5-second least significant 
bit). When the Z-count in the code accumulator is correctly set, precise transmit 
time measurements can then be made for this receiver channel. If any of these se-
quences fail, the frame sync process continues to search for another match. Note 
that a successful frame sync not only finds the 300-bit subframe boundaries, but it 
also provides word sync (i.e., it finds the 30-bit word boundaries).

After frame sync successfully initializes the Z-counter in the code accumulator 
frame sync continues to examine the data message truncated Z-count in the HOW 
every 6 seconds in each subframe and compares this with the Z-count in the code 
accumulator. Data demodulation follows frame sync in accordance with the data 
format specified in [66]. Typically, the receiver channel performs data demodula-
tion at the bit and word levels including parity checking, then sends those words 
to a data block processing function in the receiver control function that extracts, 
formats and separates parameters required by the receiver control and the naviga-
tion processes. A cycle slip in the Costas PLL is actually a half-cycle slip that causes 
a reversal of this polarity that requires corrective action before data demodulation 
can proceed. Typically, the frame sync logic runs continuously as insurance that a 
cycle slip has not occurred. 

The probability of bit error for the C/A code (as well as P(Y) code) signals is:
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where

Eb = energy per bit (J);

N0 = noise power in 1-Hz bandwidth (W/Hz);

φ = phase error (assume zero in PLL)
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where Rb = data bit rate (in bps).
Assuming PLL operation and replacing Eb in (8.112), the probability of a data 

bit error is:



8.12  Data Demodulation	 523

	
01

2b
b

C N
P erfc

R

 
=   

	 (8.113)

where

	 ( ) 22 t

t x

erfc x e dt
π

∞
−

=

= ∫ 	

is the complementary error function.

8.12.2  Other GNSS Signal Data Demodulation

As shown in Figure 8.19, the typical modernized GNSS receiver will use the more 
robust pilot channel for acquiring and tracking the incoming signal, then slave the 
data channel with the pilot channel. The pilot and data channels share the same 
carrier signal. Only the prompt signal is used in the data channel replica code gen-
erator (synchronized by the pilot replica code generator including overlay codes, 
if applicable). GNSS signals with overlay codes have the advantage that the level 
of ambiguity resolution achieved as a by-product of signal acquisition in the pilot 
channel automatically synchronizes the phase of the data channel overlay code that 
also resolves the symbol transition boundaries. In the case of the L2 CL pilot chan-
nel that has no overlay code, its PRN code length is X1 = 1.5 seconds that resolves 
ambiguity sufficiently to align the symbol transition boundaries in the L2 CM data 
channel. 

8.12.2.1  Detecting Data Bits in PLL

Each symbol is detected by continuing the integration of the in-phase data channel 
signal, PdI , shown in Figure 8.19, beginning at the current sample transition bound-
ary and ending at the next transition boundary, so that one sample period has been 
integrated. As will be described later, the symbol values are retained as a soft deci-
sion instead of being detected (hard decision) as a 1 or 0 at this point. As shown 
in Figure 8.80, for many GNSS signals the original data bits are convolutionally 
encoded into symbols in the SV before they are transmitted. Other FEC schemes 
may also be encountered (e.g., LDPC encoding for GPS L1C). When FEC is used, 
an inverse decoding process must be used to read the data. The decoding process 
using soft decisions significantly improves the bit error rate in comparison to per-
formance with hard decision techniques.

8.12.2.2  Viterbi Decoder

For GNSS signals that use convolutional encoding of the navigation data, one of the 
most efficient decoding techniques is the Viterbi algorithm (VA) [87] usually called 
the Viterbi decoder, named in honor of the inventor. The rate ½ constraint length 
7 Viterbi decoder takes in two sequential symbols per encoded data bit and there 
is a delay of six symbols before the next (original and error corrected) data bit is 
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produced. There is also a residual of the previous six soft decision symbols remain-
ing in the decoder. These pairs of input symbols must be synchronized to the replica 
X1 boundary to ensure that the Viterbi decoder is making decisions on the original 
data bit using the correct symbol sequence starting point. If the GNSS signal has a 
pilot component, a pure PLL may be used and there is no ambiguity in the signs of 
the symbols, that is, they are always upright. (If it is elected to independently track 
the data channel, then the Costas PLL discriminator must be used so the uncertainty 
of the symbols being upright or inverted must be resolved.) 

The convolutional encoder is much easier to implement than is the extremely 
complex Viterbi decoder. Because the rate ½ constraint length 7 Viterbi decoder is 
used for so many communications applications, the maturity level of this specific 
VA technology is such that numerable design resources are available. Reference 
[88] provided basic theory and design insight into the VA. Reference [89] was an 
application note on implementing the VA in a commercial DSP. Reference [90] pro-
vided insight into the constructs of simulating and testing the VA design and [91] 
provided HDL code generation support for checking, generating, and verifying the 
Viterbi decoder HDL code that the designer generates using a fixed-point model. 
It also discusses the settings that can be used by the designer to alter the generated 
HDL code. However, the designer must have an HDL Coder (trademark of Math-
Works) license.

The Viterbi decoder design is more simple using hard decisions but the result-
ing data bit error performance is much better if soft decisions are used (i.e., the 
value for each symbol is used rather than making a 1 or 0 decision on each symbol 
prior to VA decoding). This is because a hard decision makes a premature decision 
rather than taking full advantage of the power of convolutional decoding in the 
decision trellis. For FEC ½ rate constraint length 7 convolutional code using soft 
decision Viterbi decoding, the bit error rate is upper-bounded for values of interest 
using [92]:
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N0 = noise power in 1-Hz bandwidth
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where Rb = data bit rate in bps.
Assuming PLL operation and replacing Eb in (8.115):
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It should be noted that the structure of (8.114) depends only on the coder and 
decoder characteristics (i.e., the rate ½ constraint length 7 Viterbi decoder using 
soft decision on each symbol, while the parameter D is separately dependent on 
the type of jamming and the detection metric). In (8.115) white noise is assumed 
as the type of jamming and PLL operation is assumed as the detection metric. The 
parameter D is sometimes called the Hamming distance.

8.12.3  Data Bit Error Rate Comparison

To illustrate the benefits of FEC, Figure 8.83 compares the probability of error 
for 50-bps data bit rates of legacy GPS signals such as C/A and P(Y) code that use 
binary modulation detected by hard decision using (8.113) and modernized signals 
such as L2, L5 or M code with rate ½ constraint length 7 convolution coding that 
is decoded by a compatible soft decision Viterbi decoder using (8.114). It should be 
noted that both equations presume that the PLL is perfectly tracking carrier phase 
without any slips. At low C/N0, phase tracking errors degrade the bit error rate. 
If the C/N0 is too low or if the signal dynamics are too severe, then as discussed in 
Section 8.9.7, the PLL is unable to track carrier phase and data demodulation can 
no longer be performed. Therefore, the receiver channel should cease data demodu-
lation when C/N0 is observed to be too low for an acceptable probability of data bit 
error rate, assumed in Figure 8.83 to be 1 in 10−6.

Inspection of Figure 8.83 shows that at the acceptable probability of data bit 
error rate, the modernized signals have more than a 5-dB margin over the legacy 
signals. This more than compensates for the 3-dB loss of (C/N0)dB if the data chan-
nel in L2 M and L5 I5 signals. The net 3-dB gain in carrier tracking threshold more 

Figure 8.83  Probability of error comparisons for 50-bps data bit error rates. 
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than compensates for the 3-dB loss of (C/N0)dB in the pilot channels of L2 CL and 
L5 Q5 signals. More powerful LDPC FEC encoding provides lower data bit er-
ror probabilities with sufficient margin to justify providing only one-fourth of the 
power (a 6-dB loss in (C/N0)dB) in the interoperable L1C data channel so that the 
pilot channel has three-fourths of the carrier power (a 1.25-dB loss in (C/N0)dB) for 
even more robust carrier tracking performance. 

8.13  Special Baseband Functions

There are numerous special baseband functions that must be implemented in a 
GNSS receiver design, but the following design examples are among the most 
important.

8.13.1  Signal-to-Noise Power Ratio Estimation

An accurate measure of signal-to-noise power ratio (S/N) in each receiver tracking 
channel is the most important special baseband function in the receiver baseband 
area because it provides receiver channel tracking status. Therefore, it is the basis 
for many receiver channel state transitions into appropriate operating states.

The basic S/N meter design in Figure 8.84 is based on subtracting the mean of 
the noise power estimate in the lower path from the mean of the signal plus noise 
power in the upper path and then forming the S/N power ratio using the same 
noise estimate for the denominator. Referring to the figure, the prompt PI  and PQ  
signal samples and NI  and NQ  noise samples in the same receiver channel comprise 
the upper path and lower path inputs, respectively. These input signals have been 
integrated (and normalized) in the fast functions part of the receiver channel over 
the time period T seconds. They are further integrated and normalized using K 
samples to reach the current carrier tracking loop predetection integration time, 

Figure 8.84  Basic signal-to-noise power ratio meter.
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KTs. As noted in the figure, the S/N is measured in the bandwidth established by 
this integration time (i.e., 1/KTs Hz). The I and Q signals in both signal paths are 
formed into two power envelopes that are passed through identical lowpass fil-
ters. Note that the signal processing functions prior to the lowpass filters in Figure 
8.84 are virtually identical to their counterparts in Figure 8.18. The lowpass filters 
provide the estimate of the mean power in each signal and they must be initialized 
with the best estimate of the signal-to-noise ratio by the peak search process. Each 
filter is a simple recursive low pass filter design as shown at the bottom of Figure 
8.84 based on the parameter value /S cKT TA e−=  where Tc is the desired time constant 
of the filter (not to be confused with the reciprocal of the spreading code rate, Rc). 
Also note that the squaring process makes the design equally effective for Costas 
signals so long as the predetection integration time is compatible. It is also equally 
effective for both PLL and FLL operations. The mean noise power from the lower 
path, scaled by 1/2K, is subtracted from the mean signal plus noise in the upper 
path. This process yields a good estimate of the mean signal power for the numera-
tor (Num) of the last stage divider. The scaled mean noise power estimate is also 
used for the denominator (Den) in the last stage divider. The divider output is the 
estimated signal-to-noise power ratio, S/N. As shown in the top of the figure, it 
becomes a C/N0 (ratio-Hz) meter when the S/N estimate is divided by the current 
predetection integration time, KTs.

A higher accuracy and wider range C/N0 meter design is shown in Figure 8.85. 
It has similarities to the basic design in that the S/N ratio is still measured in the 
same bandwidth set by the first stage K normalized integrations, but in this case 
the design is based on the variance of the noise power estimate, N, from the lower 
path that has been scaled to equal the variance of the noise in the signal plus noise 
power, S + N, in the upper path. In the lower path, the scaled and squared noise 
terms are added and the result multiplied by K before being passed to the divisor 

Figure 8.85  Accurate wide range C/N0 meter.
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as shown in the figure. The division using S + N in the numerator (Num) and the 
scaled noise term, N, in the denominator (Den) is performed first to form S/N + 1 
followed by L integrations. Then L is subtracted from the result to remove the con-
stant to produce Z = S/N. The next stage places a lower bound of zero on Z when 
this ratio goes negative. Then the bounded value of Z is divided by the total inte-
gration time KLTs to convert it to a C/N0 estimate. This is fed to the low pass filter 
to produce the mean value of C/N0 using the filter parameter /S cKLT TA e−=  where Tc 
is the desired filter time constant. Note that only one lowpass filter is required in 
this design and must be initialized by the best estimate of that ratio by the peak 
code search process that is used by all forms of signal acquisition or reacquisition.

The scaling of the noise terms in the lower path of Figure 8.85 is a key part 
of this design. As observed in the figure, both noise terms are scaled appropriately 
prior to being squared. The scale factor is based on the integration time T that 
has already been performed on the signals at the input plus other factors such as 
the spreading code rate of the replica code generator and the type of interference 
that may be present. Wideband noise is assumed unless CW has been detected by 
the receiver situational awareness function. Table 8.25 shows typical noise meter 
scale factors for a prior version of this design in which only NQ  was used in the 
noise estimate so the denominator scale factor was multiplied by 2K instead of K 
as shown in Figure 8.85. These scale factors assume that N PQ Q=  when there is no 
correlation with the incoming signal. Assuming in the present design that N PI I=
and N PQ Q=  when there is no correlation with the incoming signal, these scale fac-
tors remain the same. 

Based on these scale factors, Table 8.26 shows typical values of the remaining 
parameters of the C/N0 meter design in Figure 8.85. When properly tuned, this 
design provides estimates that are accurate to ±0.5 dB 99% of the time over the 
C/N0 range of 30 to 50 dB-Hz and 50% of the time down to 20 dB-Hz. It diverges 
to about +1.5 and −2.3 dB 99% of the time at C/N0 = 20 dB-Hz.

Initialization of the memory in the lowpass filter in the C/N0 meter is very 
important when transitioning from peak search (shown in Figure 8.43) into the 
tracking mode using the value of the accumulated envelopes and the noise standard 
deviation from the peak search algorithm. The lowpass filter memory is initialized 
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Table 8.25  Typical Noise Meter Scale Factors for 
Accurate C/N0 

Meter 

Interference 
Type Code Type 

Prior 
Integration 
Time T (ms) Scale Factor

Noise C/A 5 0.001630722

10 0.001153095

P(Y) 5 0.001527985

10 0.001080449

CW C/A 5 0.001146000

10 0.000810344

P(Y) 5 0.000692690

10 0.000489806
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envelope value found during peak search using a likelihood ratio test of each 

2 2
, ,

1

N

j j k j k
k

E I Q
=

= +∑  where N is the number of envelopes used to compute each Ej. 

The peak search noise standard deviation, σ, is the value calculated for use in the 
likelihood ratio test.

8.13.2  Lock Detectors

There are many receiver control decisions that are made based on the status of the 
carrier and code tracking loops. The weaker of the two is the carrier-tracking loop 
in the desired carrier phase lock condition, so the carrier phase lock detector is de-
scribed first. Illustrative implementations are described for the GPS signals, but the 
techniques can be readily adapted to other GNSS signals. 

8.13.2.1  Phase Lock Detector

The phase lock detection concept is simple: if the loop is in phase lock, then in Fig-
ure 8.18, IP will be maximum and QP will be minimum. The phase of the envelope 
tends to stay near the I-axis when in phase lock for the pilot channel PLL. For a 
data (Costas) channel, it transitions 180° between the positive I-axis to the negative 
I-axis with every data bit sign transition in a data channel. Because there is always 
noise present, the appearance on an oscilloscope looks like a fuzz ball. The phase 
noise is often called jitter. As the jitter increases in the PLL tracking loop due to 
noise, dynamic stress, and so forth, it eventually reaches a level where a cycle will 
be slipped or complete loss of phase lock occurs. A cycle slip would be observed on 
an oscilloscope as a rotation followed by resumed phase lock. In the case of a data 
(Costas) loop, the rotation would be 180° and in a pilot channel, the rotation would 
be 360° for each cycle slip. It is easier to observe on a pilot channel because the jitter 
stays on the positive I-axis until it slips or totally loses phase lock. The phase lock 
detector measures this jitter, using the absolute value of the data jitter and the actual 
value of the pilot jitter to verify they remain in the phase lock vicinity of the I-axis. 

Figure 8.86 is an example of a basic phase lock detector for either a data (Costas) 
channel or a pilot channel. The difference is simply the need for an absolute value 
function in the phase lock detector input to remove the 180° inversions caused by 
the presence of data modulation to remove the limitation on predetection integra-
tion time T for the data (Costas) inputs. No absolute value function is needed in a 

Table 8.26  Typical Design Parameters for Accurate C/N0 Meter

Data Wipe-Off

Data Bit 
Edge 
Known

Code Loop 
Integration 
Time (ms)

Input 
Sample Time 
T (ms) K L

No No 5 5 1 4

No Yes 20 10 2 1

Yes (proxy for 
pilot channel)

N/A 20 10 2 1

Yes (proxy for 
pilot channel)

N/A 320 10 32 15
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pilot channel phase lock detector. In either case, the IP and QP signals that are used 
at the input of the carrier tracking loop discriminator (see Figure 8.18) are also sent 
to the phase lock detector. As indicated in Figure 8.86, these have been integrated 
for T seconds, so the phase lock detector update period is T. The ratio (I/Q) of 
the outputs of the low pass filters is tested based on the PLL rule-of-thumb loss of 
lock threshold using M as the criteria. As shown in the figure, Mdata = 1/tan(15°) = 
3.732 and Mpilot = 1/tan(30°) = 1.732 as their respective smallest value of this ratio 
that phase lock is sustained. However, the rule-of-thumb criteria are not optimum. 

The precaution to check for tan(0°) = 0 is necessary prior to avoid a divide-by-
zero error when computing this ratio. It is also important to initialize the lowpass 
filters to zero on first use of the detector after it has been previously disengaged.

Some baseband functions require a higher degree of certainty of phase lock 
than others since loss of phase lock in the carrier tracking loop will cause erroneous 
results if the function believes that there is phase lock when in fact there has either 
been a cycle slip or total loss of phase lock. Figure 8.87 depicts an advanced phase 
lock detector design that provides an optimistic phase lock indicator that decides 
quickly and changes its mind slowly, but is not as reliable as the pessimistic phase 
lock indicator that decides slowly and changes its mind quickly. 

The basic design of Figure 8.86 illustrated the need for an absolute value func-
tion for data channels and had a provision to bypass this function for pilot chan-
nels. This design can be used for a data channel or a pilot channel since it always 
takes the absolute values of the inputs before passing these to their respective low-
pass filters. However, if the receiver channel knows that it will always be working 
with pilot channels, the absolute value function should be eliminated.

Referring to Figure 8.87 the divide by zero problem is avoided by dividing the 
lowpass filtered output of IP with an optimized scale factor, K2. This result is com-
pared to the filtered quadraphase result, QP. The decision is made that phase lock 
has been achieved if the scaled mean value of the absolute amplitude of IP divided 

Figure 8.86  Basic phase lock detector design for either a data (Costas) or a pilot PLL channel. 
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by a constant K2 is greater than the mean value of the absolute amplitude of QP. 
The lowpass filters provide the mean value. It is very important to initialize the 
accumulators to zero prior to first use any time it was previously disengaged. The 
selection of K2 is based on optimizing the decision threshold so as to find a balance 
between the probability that the detector reports that the carrier tracking loop is 
in phase lock when it is actually out of phase lock (Type-1 error) and the prob-
ability that the detector reports that the tracking loop is not in phase lock when it 
is actually in phase lock (Type-II error). The pessimistic feature in this design per-
mits making this threshold tradeoff slightly favoring the Type-I error to reduce the 
Type-II error. The key feature of this design is that the pessimistic feature provides 
a means for a simple likelihood ratio test. 

Observe in Figure 8.87 that the optimistic phase lock indicator is set TRUE and 
Pcount1 is incremented by 1 after the first positive single trial phase lock decision. 
The pessimistic phase lock indicator remains FALSE until Pcount1 is greater than 
Lp (i.e., the pessimistic phase lock indicator count based on the number of opti-
mistic decisions in a row). After the pessimistic phase lock indicator has been set 
TRUE, the first single trial phase lock decision that is negative sets the pessimistic 
phase lock indicator FALSE and Pcount1 is set to zero. However, after the optimis-
tic phase lock indicator is set TRUE, its Pcount2 is also set to zero by every single 
trial phase lock detector positive decision. When the single trial phase lock detec-
tor makes a negative decision, the optimistic phase lock indicator remains TRUE 
and Pcount2 begins to increment for every negative single trial phase lock detector 
decision in a row until it exceeds the optimistic hold on threshold count, Lo. When 
either the Lp or the Lo counters have exceeded their threshold values, their count is 
suspended until they are reset in order to avoid rollover problems. 

The data demodulation function requires its own data channel phase lock de-
tector shown in Figure 8.88. This uses a wider-band lowpass filter and works in 

Figure 8.87  Advanced phase lock detector design providing optimistic and pessimistic indicators.
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combination with the pessimistic phase lock indicator from the phase lock detector 
shown in Figure 8.87. 

Data demodulation proceeds if the data channel phase lock indicator is TRUE 
and the pessimistic phase lock indicator is TRUE. This provides the desired higher 
probability of phase lock for data demodulation for operation with legacy data 
channels. It is optimum for modernized pilot and data channels since the data 
channel phase lock detector is monitoring the proper functioning of the data chan-
nel phase lock condition of the data channel while also communicating with the 
advanced phase lock detector in the pilot channel. Note that there is no data chan-
nel phase lock loop because this is closed by the pilot channel PLL, but the second 
detector verifies the expected phase lock condition after data channel code wipe-off 
is performed. Also, note that in Figure 8.19 the nQ  leg of the modernized data chan-
nel would have to be implemented the same as the in-phase signal so that there will 
be a quadraphase component signal for the data phase lock detector. Typical values 
for the design parameters of both phase lock detectors are shown in Table 8.27.

8.13.2.2  False Frequency Lock Detector

False frequency lock can occur in FLL. This can be detected when the DLL velocity 
state does not match the FLL velocity state. Only a comparison check is necessary 
in FLL to correct the FLL velocity state. The DLL and FLL velocity states can be 
compared at their respective loop filter outputs as shown in Figure 8.18 when the 
carrier loop is operating in FLL by using the appropriate carrier loop scale factor 
from Table 8.13.

Figure 8.88  Data channel phase lock detector using pilot pessimistic indicator. 
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8.13.2.3  False Phase Lock Detector

False phase lock can occur after loop closure in PLL. This can be observed when 
the phase lock indicator declares phase lock but the PLL replica frequency state 
is incorrect. The incorrect frequency is typically some multiple of 25 Hz owing to 
typical sampling rates to match the data demodulation process. The FLL-assisted-
PLL loop design ordinarily prevents false phase lock if the FLL is allowed enough 
time to pull in the frequency before transition into PLL and the transition is not into 
a narrowband PLL with a very small pull in range, but it is prudent to implement 
a false phase lock indicator to detect this possible false carrier loop condition. The 
false phase lock indicator is used only when the phase lock indicator declares that 
a phase lock condition exists.

Figure 8.89 is a design example of a false phase lock indicator. It performs a 
frequency discriminator function on a pair of prompt in-phase and quadraphase 
samples, IPi−1, QPi−1, IPi, and QPi formed into the cross product, Cross, and dot 
product, Dot, functions shown as inputs into the detector. Legacy GPS signals with 
50-bps data modulation typically collect in-phase and quadraphase samples every 
10 ms (2 samples per data bit) and the Cross and Dot products are formed every T 
= 20 ms then applied to the input. The pilot channel of a modernized signal is not 
vulnerable to data transitions but can provide these samples the same way since 
its data channel will typically demodulate 10-ms samples. Since both detectors are 

Table 8.27  Typical Design Parameters for Advanced Phase Lock Detector

Channel Type

Predetection 
Integration 
Time (ms)

Lowpass 
Filter K1

Threshold 
Denomina-
tor K2 Lp Lo

P(Y) code in data 
wipe-off (proxy for 
pilot channel)

20 0.0198 0.36 5 240

C/A or P(Y) 20 0.0247 1.5 50 240

Second detector1 20 0.09521 1.5 N/A1 N/A1

Note 1: The preferred data demodulation phase lock detector is a second detector like the primary 

detector design, except it has no optimistic/pessimistic logic of its own. It uses a wider bandwidth 

lowpass filter (K1) plus the phase lock decision is based on A > B and pessimistic phase lock = TRUE. 

Figure 8.89  False phase lock detector. 
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associated with the same carrier accumulator, the false phase lock detector must be 
synchronized with the phase lock detector so that both are detecting the same data.

As shown in Figure 8.89, the inputs are integrated and dumped for K samples. 
At KT second intervals, the four-quadrant arctangent is computed with output 
C. The absolute value of C = D represents the change in phase in KT seconds in 
units of hertz, and this is compared to the threshold parameter, K4. If D exceeds 
K4, then the detector declares false lock. As shown in the figure, the three actions 
taken when false phase lock is determined are: (1) calculate the velocity correction; 
(2) set the pessimistic phase lock to FALSE; and (3) reset the pessimistic counter, 
Pcount1, to zero. The velocity correction is applied to the carrier accumulator and 
the calculation is: Sign C(2pK5), where K5 is typically 25 and C is the output of the 
four-quadrant arctangent function. No action is required if the detector declares 
true lock. Typical false phase lock parameters are shown in Table 8.28.

8.13.2.4  Code Lock Detector

One of the most difficult detectors to design is the code lock detector. The code-
tracking loop is far more robust than the carrier-tracking loop, but that is academic 
if the carrier-tracking loop loses track in an unaided GNSS receiver. The code loop 
soon loses lock for lack of accurate carrier wipe-off and that cannot be provided 
with sufficient accuracy by the code-tracking loop even under moderate dynamic 
stress. The C/N0 meter is normally the most sensitive and reliable detector that 
provides loss of code track information for an unaided GNSS receiver. However, 
stationary operation (if known and utilized as aiding) or inertial aiding of the car-
rier tracking loop can sustain carrier wipe-off under weak signal hold-on conditions 
for long periods of time if the velocity aiding is properly implemented. In this case, 
a code lock detector is essential because the code-tracking loop can be sustained 
down to the region of (C/N0)dB = 5 dB-Hz with high quality of velocity aiding and 
an open carrier tracking loop. Figure 8.90 is representative of a code lock detector 
design intended for such receiver applications. 

The code lock detector design parameters are shown in Table 8.29 where it is 
noted that the design parameters are for legacy C/A and P(Y) code, but one version 
utilized data wipe-off so these parameters can be a proxy for a modernized pilot 
channel with the same spreading code rate such as L5. Referring to Figure 8.90, the 
input signals are the prompt (IP and QP) signals and the envelope of the noise meter 
(IN and QN) signals, both at 5-ms sample periods. The code-tracking loop uses the 
error in the early minus late signals to maintain lock but it also keeps the prompt 
signal close to being centered if it is in code lock. This is normally the strongest 

Table 8.28  False Phase Lock Detector Parameters

Channel Type 

IPi−1, QPi−1, IPi, 
QPi Samples 
(ms) K K4

P(Y) in data wipe-
off (proxy for pilot 
channel)

10 N/A 15.5

C/A or P(Y) 10 50 15.5
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signal of the three. After some normalized integration defined by K, the absolute 
values are added and the square root is taken. That result is multiplied by the ra-
tio of SNRT over the noise meter standard deviation. SNRT is precomputed as the 
signal-to-noise ratio threshold parameter. The process shown in the lower part of 
the figure determines the noise meter standard deviation. That result is used as the 
argument for the Bessel function of the first kind computation, then multiplied by 
exp(SNRT). The final step is a boxcar integration that produces the estimated code 
lock level for the kth iteration, Lk. The code lock is FALSE if Lk is smaller than k0 
and TRUE if greater than k1. It is uncertain when it is between these two limits. 
The appropriate values of K, SNRT, k0, and k1 are provided in Table 8.29 and the 
scale factor used in noise meter standard deviation estimation is from Table 8.25. It 
is very important to zero the boxcar integrator memory on first use of this detector 
any time it has been previously disabled.

Table 8.29  Code Lock Detector Parameters
Code Type T (ms) K SNRT k0 k1

C/A1 5 11 1.990 0.01 99.0

C/A 10 2 7.962 0.01 99.0

P(Y) 10 2 0.200 0.01 99.0

P(Y)2 10 322 0.507 0.01 99.0

Note 1: When K = 1 the code lock detector uses only one 

of every four 5-ms input samples (data bit edge unknown). 

Note 2: When K = 32 the data wipe-off feature is enabled on 

P(Y) code and is a proxy for a pilot channel design.

Figure 8.90  Code lock detector. 
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8.13.3  Cycle Slip Editing

Cycle slip editing is essential for GNSS receiver applications involving precision 
interferometry measurements. For examples, precision surveying and real-time ki-
nematic (RTK) GNSS receivers utilize the integrated carrier Doppler phase measure-
ments described in Section 8.10.3 to obtain centimeter (and with the modernized 
civil signals even millimeter) level differential precision. The common objective of 
these applications is to resolve the integer ambiguity in these measurements by a 
variety of techniques. The common problem is the correction of carrier Doppler 
phase cycle slips that alter this integer by half-cycle increments in data channel 
(Costas) PLL tracking and full-cycle slips in pilot channel PLL tracking. The cycle 
slip problem for civil signals has been compounded by limitations of the legacy L1 
C/A code that was designed to be a stepping-stone into P(Y) code and even greater 
limitations of semicodeless L2 P code receivers (described in Section 8.7.4). The 
C/A code slips in half-cycle integers and the most effective semicodeless L2 P code 
receivers slip in full-cycle integers. As a result of these commercial signal shortcom-
ings there have been an overwhelming number of papers published under different 
titles that have the common pursuit of detecting and correcting carrier cycle slips 
for both single-frequency C/A code and dual-frequency L1 C/A and L2 semicode-
less receivers. These cycle slip editing techniques are almost universally based on 
sophisticated detection and correction algorithms that are performed by the real-
time navigation process or the non-real-time post-mission process. These are not 
addressed herein. However, a cycle slip detection and correction method that can be 
performed by the receiver control process within a modernized dual-frequency (or 
triple-frequency) GNSS receiver will be described. Modernized GNSS signals with 
robust multifrequency pilot channels will greatly diminish the seriousness of the cy-
cle slip problem. However, cycle slips will still happen under certain circumstances 
of excessive dynamic stress or natural interference (ionospheric noise). Excessive 
dynamic stress will tend to make different frequency PLLs for a given SV slip in the 
same direction while natural interference (random noise) may cause them to slip in 
opposite directions.

The basic phase lock detector shown in Figure 8.86 could be used to provide an 
alert that a cycle slip may have occurred, but a cycle slip cannot be detected with 
assurance in a single-frequency GNSS receiver because it is a statistical occurrence 
during dynamic stress or in the presence of natural interference (that lowers the  
C/N0). However, cycle slip detection and correction (editing) can be performed 
by the receiver control function of a dual- (or triple-) frequency GNSS receiver as 
follows.

The receiver-based cycle slip editing technique described herein depends on 
short-term constancy of the ionospheric delay over the time period between inte-
grated carrier Doppler phase measurements from two receiver channels tracking 
the same SV at two different frequencies, typically in 1-second intervals. The de-
sign example presented is based on using the L5 Q pilot channel and the L1 C/A 
(Costas) channel. The observable is the double difference between a new single dif-
ference between L5 Q and L1 C/A integrated carrier Doppler phase measurements 
and the preceding old single difference. The new single difference for SVi is:

	 ( )5 1 / 5 1 /( ) ( ) ( ) mnew iL iL C A iL iL C AID new ID new ID newλ −∆ = ∆ = − 	 (8.117)
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where

IDiL5 (new) = Current SVi L5 Q pilot channel integrated carrier Doppler phase 
measurement 

IDiL1C/A(new) = Current SVi L1 C/A Costas integrated carrier Doppler phase 
measurement

The old single difference is

	 ( )5 1 / 5 1 /( ) ( ) ( ) mold iL iL C A iL iL C AID old ID old ID oldλ −∆ = ∆ = − 	 (8.118)

where

IDL5(old) = Initial or previous SVi L5 Q pilot channel measurement

IDL1CA(old) = Initial or previous SVi L1 C/A Costas measurement

The assumption is that there are no cycle slips in the old L5 Q PLL or L1 C/A 
PLL single-difference measurements because the initial single-difference measure-
ment was made during highly favorable PLL conditions and thereafter any cycle 
slips detected were corrected during the previous editing operation. The editor uses 
the double-difference observable: 

	 ( )5 1 / 5 1 /( ) ( ) miL iL C A iL iL C A new oldX ID new ID old λ λ− −= ∆ − ∆ = ∆ − ∆ 	 (8.119)

Note that

[ ] [ ] ( )5 5 1 / 1 / 5 1( ) ( ) ( ) ( ) ( ) miL iL iL C A iL C A L Iono L IonoX ID new ID old ID new ID old= − − − + ∆ − ∆

where ∆L5Iono is the change in the L5 ionospheric delay between new and old L5 Q 
measurements and ∆L1Iono is the change in the L1 ionospheric delay between new 
and old L1 C/A measurements, with a typical time interval of 1 s between new and 
old measurements. Since the ionospheric delay change in this short time interval is 
typically a small order value then the double difference is approximately zero. Also 
note that X is the delta pseudorange on L5 (plus its delta ionospheric delay) minus 
the delta pseudorange on L1 C/A (plus its delta ionospheric delay). Therefore, if 
there are small-order noise errors in the double differences due to the measurement 
noise and ionospheric delay difference noise, then X will be approximately zero if 
there are no cycle slips in either PLL (i.e., the delta pseudoranges are effectively can-
celed by the double-difference measurement because they would be equal if there 
were no noise present). If there is a cycle slip in IDiL5(new), then the first difference 
will be approximately the delta pseudorange plus or minus one L5 wavelength, 
depending on which way it slipped. Likewise, if a cycle slip occurs in IDiL1C/A(new), 
then the first difference will be approximately the delta pseudorange plus or minus 
one L1 half-wavelength, depending on which way it slipped. In general, the double 
difference yields the algebraic value of the difference between the number of L5 
wavelengths slipped minus the number of L1 half-wavelengths slipped, so cycle 
slip editing can be performed based on the value of the jump in this observable as 
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well as the sign of the jump. Multiple cycle slips can be observed and the sources 
corrected so long as the net jump in this observable is much larger than the noise as-
sociated with each double difference measurement. Table 8.30 depicts the L5Q and 
L1 C/A parameters computed for use in the cycle slip editor design. As observed in 
the table, when various combinations of L5 PLL cycle slips and L1 C/A Costas PLL 
half-cycle slips occur, there are some surprising results in the double-difference ob-
servables. The wavelength of the L5 carrier is 0.254828049 m (Error Rank 9 in the 
table) and the half wavelength of the L1 carrier frequency is 0.095146836 m (Error 
Rank 3 in the table). Even though the L1 C/A signal is much more likely to slip than 
L2 CL, the former signal was chosen to compare with the very robust L5 Q signal 

Table 8.30  Cycle Slip Editor Ranked Error Values for L5 and L1 C/A Cycle Slips
Error 
Rank

Slip Error 
Combinations

Error Values (m) 
Z = ABS(X)

Locations 12* 
Edits 

2L5,3L1C/A 
19 Edits

1L5,3L1C/A 
12* Edits

1L5, 2L1C/A 
8 Edits 

0 0L5+0L1 0 E0 Edit Edit 0 Edit

1 –1L5+3L1 0.03061246 E1 Edit Edit 1 LPEC

2 1L5-2L1 0.064534376 E2 Edit Edit 2 Edit

3 0L5+1L1 0.095146836 E3 Edit Edit 3 Edit

4 –1L5+4L1 0.125759297 LPEC LPEC LPEC

5 2L5-4L1 0.129068752 LPEC LPEC LPEC

6 1L5-1L1 0.159681212 E4 Edit Edit 4 Edit

7 0L5+2L1 0.190293673 E5 Edit Edit 5 Edit

8 2L5-3L1 0.224215588 Edit LPEC LPEC

9 1L5+0L1 0.254828049 E6 Edit Edit 6 Edit

10 0L5+3L1 0.285440509 E7 Edit Edit 7 LPEC

11 2L5-2L1 0.319362425 Edit LPEC LPEC

12 1L5+1L1 0.349974885 E8 Edit Edit 8 Edit

13 0L5+4L1 0.380587346 LPEC LPEC LPEC

14 3L5-4L1 0.383896801 LPEC LPEC LPEC

15 2L5-1L1 0.414509261 Edit LPEC LPEC

16 1L5+2L1 0.445121722 E9 Edit Edit 9 Edit

17 3L5-3L1 0.479043637 LPEC LPEC FAIL

18 2L5+0L1 0.509656098 Edit LPEC

19 1L5+3L1 0.540268558 E10 Edit Edit 10

20 3L5-2L1 0.574190474 LPEC LPEC

21 2L5+1L1 0.604802934 E11 Edit FAIL

22 1L5+4L1 0.635415394 LPEC

23 4L5-4L1 0.63872485 LPEC

24 3L5-1L1 0.66933731 LPEC

25 2L5+2L1 0.69994977 Edit

26 1L5+5L1 0.730562231 LPEC

27 4L5-3L1 0.733871686 LPEC

28 3L5+0L1 0.764484146 LPEC

29 2L5+3L1 0.795096607 Edit

30 4L5-2L1 0.829018522 FAIL

LPEC = low probability error condition.
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because there is a greater absolute difference of 0.159681212 m (Error Rank 6 in 
the table) than would be the absolute difference (0.010617835 m) between the L5 
carrier wavelength and the L2 CL carrier wavelength of 0.244210213 m.

Table 8.30 was created after numerous slip error combinations of L5 and L1 
C/A cycle slips were computed, recognizing that cycle slips can occur in the same 
direction or in the opposite direction in each carrier tracking loop. Then the Error 
Values Z = ABS(X) (assuming no noise on the double-difference measurements) 
were sorted in Error Rank order as shown in the first three columns of Table 8.30. 
The combinations in the second column are signed so that a positive value is pro-
duced by their sum in the third column, but in reality each combination can have 
a positive or negative outcome, so the absolute value of the double difference, Z 
= ABS(X), is used in the actual design and the sign of the double difference, Y = 
SIGN(X), is retained to determine the proper direction for each slip correction. 
These are shown in rank order from Rank 0 to Rank 30 that includes one more 
slip rank combination above the maximum double-difference absolute value of 2 
L5 cycle slips plus 3 L1 C/A half-cycle slips. 

The last three columns of Table 8.30 correspond to the editing limits of three 
different cycle slip editor designs: 2 L5 and 3 L1 C/A slips requiring 19 Edits, 1 L5 
and 3 L1 C/A slips requiring 12 edits, and 1 L5 and 2 L1 C/A slips requiring 8 edits, 
respectively. Each edit count includes the typical edit of zero errors and the FAIL 
conditions. The 12 edits design that detects and corrects up to 1 L5 and 3 L1 C/A 
cycle slips was chosen (denoted with an asterisk in Table 8.30), so 11 reference des-
ignators (E0 through E11) are used as labels corresponding to the absolute value of 
the errors that are used to calculate the thresholds. Some table entries are labeled 
as low probability error combination (LPEC), because these values contain slips 
that are not checked in the test range of the cycle slip editor design, but their values 
fall within the test range. For higher probability error condition examples, two 
combinations that are very close to the chosen slip detection range, such as Rank 
4 (–1L5+4L1) and Rank 5 (2L5-4L1), that fall within the test range are included 
in the table but marked LPEC. For lower probability error condition examples, 
two combinations that are far from the chosen slip detection range, such as Rank 
14 (3L5-4L1) and Rank 17 (3L5-3L1), also fall within the test range and are also 
marked LPEC. Any LPEC condition that actually occurs will not be detected, but 
the subsequent incorrect editing will compound the error and typically be detected 
as a failure during the next cycle. The cycle slip editor must be reinitialized under 
more stable PLL conditions when a failure occurs, so a failure flag should also be a 
warning that the previous edit could have been incorrect. 

Table 8.31 completes the design of the 12 edit cycle slip editor and Figure 8.91 
illustrates the logic of the design based on this table. 

The cycle slip editing is performed by receiver control (RC) on each measure-
ment before the corrected measurement is sent to the navigation process and the 
integer slip corrections are sent to their respective L5 and L1 C/A receiver channels 
for the same SV being tracked in PLL. After the L1 C/A and L5 Q integrated carrier 
Doppler phase signals have been corrected, the corrected L1 C/A signal can then 
be used to edit L2 CL cycle slips if that signal is also being tracked on the same SV 
by another receiver channel. But in the second case it can be assumed that the L1 
C/A integrated Doppler measurement has been corrected. The number of combina-
tions to be detected are fewer since there will only be L2 C cycle slips to detect and 
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Table 8.31  Cycle Slip Editor Design to Detect and Correct 1 L5 and 3 L1 C/A Cycle Slips

Error 
Rank Actions

Error Symbols and 
Threshold Locations Values (m)

Slips Y = + Y =  –

CommentsL5, L1 CL5 CL1 CL5 CL1

0 Edit 0 E0 0 0, 0 0 0 0 0 0 slips

T0 T(0)=E0+(E1-E0)/2 0.01530623

1 Edit 1 E1 0.03061246 –1, 3 1 3 –1 –3 1, 3 slips same 
direction

T1 T(1)=E1+(E2-E1)/2 0.047573418

2 Edit 2 E2 0.064534376 1, –2 –1 –2 1 2 1, 2 slips same 
direction

T2 T(2)=E2+(E3-E2)/2 0.079840606

3 Edit 3 E3 0.095146836 0, 1 0 1 0 –1 1 L1 slip

4 LPEC 0.125759297 –1, 4 –1, 4 slips not 
detected

T3 T(3)=E3+(E4-E3)/2 0.127414024

5 LPEC 0.129068752 2, –4 2, –4 slips not 
detected

6 Edit 4 E4 0.159681212 1, –1 –1 –1 1 1 1, 1 slips same 
direction

T4 T(4)=E4+(E5-E4)/2 0.174987443

7 Edit 5 E5 0.190293673 0, 2 0 2 0 -2 2 L1 slips

T5 T(5)=E5+(E6-E5)/2 0.222560861

8 LPEC 0.224215588 2, –3 2, –3 slips not 
detected

9 Edit 6 E6 0.254828049 1, 0 –1 0 1 0 1 L5 slip

T6 T(6)=E6+(E7-E6)/2 0.270134279

10 Edit 7 E7 0.285440509 0, 3 0 3 0 –3 3 L1 slips

T7 T(7)=E7+(E8-E7)/2 0.317707697

11 LPEC 0.319362425 2, –2 2, –2 slips not 
detected

12 Edit 8 E8 0.349974885 1,  1 –1 1 1 –1 1, 1 slips opposite

13 LPEC 0.380587346 0, 4 4 L1 slips not 
detected

14 LPEC 0.383896801 3, –4 3, –4 slips not 
detected

T8 T(8)=E8+(E9-E8)/2 0.397548303

15 LPEC 0.414509261 2, –1 2, –1 slips not 
detected

16 Edit 9 E9 0.445121722 1, 2 –1 2 1 –2 1, 2 slips opposite

17 LPEC 0.479043637 3, –3 3, –3 slips not 
detected

T9 T(9)=E9+(E10-E9)/2 0.49269514

18 LPEC 0.509656098 2, 0 2 L5 slips not 
detected

19 Edit 10 E10 0.540268558 1, 3 –1 3 1 –3 1, 3 slips opposite

T10 T(10)=E10+(E11-
E10)/2

0.557229516

20 FAIL E11 0.574190474 3, –2 Set FAIL = 1

LPEC = low probability error condition.
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correct. When L1 Cp becomes available, it can be used by this technique as a more 
reliable and much more accurate PLL mate with L5 Q5 for cycle slip editing (and 
then with L2 CL), but the fact that it slips in full cycles means that there will be 
smaller double-difference values than with L1 C/A half-cycle slips.

Referring to Figure 8.91, RC receives the integrated Doppler measurements 
from the L5 Q and L1 C/A PLL measurements in their respective receiver chan-
nels every measurement interval, Tmeas, then performs the first difference, ∆λnew, in 
accordance with (8.117), and sends this to the cycle slip editor.  If this is the first 
time the editor is used then RC must ensure that PLL conditions are reliable in both 
receiver channels, such as verifying that both channels are operating in pessimistic 
PLL mode (described in Section 8.13.2.1). The editor uses the first input to initial-
ize ∆λold, then sets INIT =1, EDIT =0 and FAIL = 0 before exiting to indicate to RC 
that it has been initialized, not in failure condition, and is providing no edited cycle 
slips during this feedback operation. 

Subsequent inputs are used to perform the double difference with the result 
in X, the sign in Y, and the absolute value in Z, followed by a test loop iterated 
by the index K from K = 0 to 10, that compares Z to the (table lookup) threshold 
T(K). When any comparison does not exceed T(K) then the index K plus the sign 
in Y are used to obtain the integer cycle slip corrections, CL5 and CL1, from (table 
lookup) E5P(K) and E1P(K) if the sign is positive, or from E5N(K) and E1N(K) if 
the sign is negative, respectively. The tables contain the values shown in Table 8.31 
for each edit condition, E(K) = E0 to E10, under the two column headings, Y = + 
or Y = –, with each column heading containing two columns for the CL5 and CL1 
corrections, respectively. The editor computes the integrated Doppler corrections, 
CID5 = CL5λL5 and CID1 = CL1λL1/2. These are used to provide corrections to the 
NAV measurements and to replace the old single difference as shown in the figure: 

Figure 8.91  Simple receiver-based L5 and L1 C/A cycle slip editor.
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∆λold = ∆λnew +CID5 – CID1. The editor exits successfully when INIT = 1, EDIT = 1, 
and FAIL = 0. Under this condition, RC adds the integrated Doppler corrections, 
CID5 and CID1, to their corresponding measurements sent to NAV and sends the 
integer cycle slip corrections, CL5 and CL1, back to their respective L5 and L1 C/A 
channels to  retain and add to the integer parts of future carrier Doppler phase 
measurements. The editor fails when INIT = 0, EDIT = 0 and FAIL = 1 because 
the threshold was exceeded when K = 10; that is, the highest threshold value tested 
for this case example. If FAIL = 1, then RC must thereafter wait until both receiver 
channels are operating in stable PLL condition, for example when both receiver 
channels are operating in pessimistic PLL mode. 

This is a simple but powerful example of a carrier tracking loop cycle slip ed-
iting because it is performed in real time on every carrier observable before each 
measurement is sent to NAV. It becomes very complex when multiple combinations 
are considered, so it is a judgment call as to how many cycle slip combinations to 
attempt to detect every Tmeas. For example, it should be recognized that all PLLs 
are on the verge of losing lock if there is more than one cycle slip in one second 
and the Tmeas sample time shown in the figure is rarely longer than one second. 
This technique also becomes increasingly unreliable as combinations are increased 
because threshold margins are reduced. For this case example, the first and worst-
case threshold margin from Table 8.31 is T(0) – 0 = 0.01531 m and the next two 
worst-case margins are T(1) – T(0) = T(2) – T(1) = 0.03227 m. The remaining 
margins are 0.04757 m and higher. If the 8 edit example of 1 L5 and 2 L1C/A cycle 
slips from Table 8.30 had been chosen, then the first and worst-case threshold mar-
gin would have been 0.03227 m, a significant reliability improvement. 

To provide additional insight into the reliability of detecting cycle slips by this 
method, Figure 8.92 depicts the third-order PLL errors (in units of m 1-sigma) as 
a function of (C/N0)dB for L1 C/A, L2 CL and L5 Q5 carrier tracking loops. This 
figure also includes the worst-case cycle slip editor threshold margin. The L1 C/A 

Figure 8.92  Total PLL error plots for L1 C/A, L2 CL, and L5 Q5�. 
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(Costas) predetection integration time is optimized at T = 0.020 s to accommodate 
the presence of 50 Hz message data. The third-order PLLs require BnT = 0.146 for 
30 deg phase margin assuming T computation delay (from Table 8.24). This would 
require Bn = 7.3 Hz for L1 C/A, but this has been increased to 8 Hz that provides 
adequate margin. The two pilot channels are optimized for T = 0.010 s so that their 
slaved data channels have their transition boundaries aligned with their 100-Hz 
symbol rates. This results in Bn = 14.6 Hz for 30-deg phase margin, but this has 
been increased to 15 Hz that provides adequate margin. Table 8.32 provides the 
values (in units of m 1-sigma) assumed for the remaining PLL error contributions. 
The random vibration specification is the same as used in the case example for this 
topic in Section 8.93.

Inspection of Figure 8.92 shows that the L1 C/A Costas loop is clearly the most 
likely to slip of the three PLLs. The L1 C/A loop loses lock if the jerk dynamic stress 
increases to 2 g/s even for (C/N0)dB = 35 dB-Hz. The other two carrier tracking 
loops remain in phase lock when the dynamic stress increases beyond 15 g/s when 
(C/N0)dB ≥ 25 dB-Hz because their noise bandwidths and tracking thresholds are 
much larger. However, for the L1 C/A carrier tracking loop operating under a max-
imum jerk dynamic stress of 1 g/s or less and with (C/N0)dB ≥ 30 dB-Hz, this cycle 
clip editor should perform reliably. This means that the dynamic stress toward the 
SV being tracked must remain at or below 1 g/s for all three carrier tracking loops. 
The natural interference (ionospheric noise) on the L1 signal must not lower its  
(C/N0)dB to below about 30 dB-Hz to ensure reliable PLL tracking and the L5 sig-
nal must not be reduced to below about 25 dB-Hz to ensure that the PLL tracking 
errors remain well below the cycle slip editor threshold margin. Although this de-
sign has not been tested under simulated or actual field conditions, the theoretical 
design indicates that up to 1 L5 cycle slip and 3 L1 C/A cycle slips of all combina-
tions can be detected and corrected reliably typically every second in real time using 
this technique under the assumed operating conditions.
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GNSS Disruptions
Phillp W. Ward, John W. Betz, and Christopher Hegarty 

9.1  Overview

This chapter discusses four general classes of GNSS radio frequency (RF) signal 
disruptions that can deteriorate GNSS receiver performance. The first class of signal 
disruptions is interference, which is the focus of Section 9.2. Interference is caused 
by RF signals from any undesired source that is not rejected by a GNSS receiver. 
This disruption is commonly referred to as radio frequency interference. RF in-
terference can be unintentional, for example, out-of-band emissions from other 
licensed RF transmitters located nearby (sometimes even co-located with) the GNSS 
receiver antenna that overpower the receiver’s front-end bandpass filters. The in-
terference may also be intentional and is therefore in-band. This disruption is com-
monly referred to as jamming. The types and sources and the effects of interference, 
as well as interference mitigation are described in Section 9.2

Section 9.3 discusses the second class of GNSS disruptions, called ionospheric 
scintillation. Ionospheric scintillation is a signal-fading phenomenon caused by ir-
regularities that can arise at times in the ionospheric layer of the Earth’s atmosphere.

The third class of disruptions is signal blockage that is discussed in Section 9.4. 
Signal blockage is manifested when the line-of-sight paths of GNSS RF signals are 
attenuated excessively by, for example, heavy vegetation, terrain, or man-made 
structures.

The fourth and final class of GNSS disruptions, discussed in Section 9.5, is 
multipath. Invariably there are reflective surfaces between each GNSS spacecraft 
and the user receiver that result in RF echoes arriving at the receiver after the de-
sired (line-of-sight) signal. These echoes are referred to as multipath, a term that 
originated from the fact that each transmitted signal is transiting over multiple 
paths to the receiver: the single direct path, and a number of unwanted indirect 
(reflected) paths. Multipath characteristics and models, effects of multipath on re-
ceiver performance and multipath mitigation are described in Section 9.5.
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9.2  Interference 

Because GNSS receivers rely on external RF signals they are vulnerable to RF inter-
ference (unintentional interference or jamming). RF interference can result in de-
graded navigation accuracy or complete loss of receiver tracking. This section first 
describes the types and sources of interference in Section 9.2.1. Next, the effects of 
interference on receiver performance are discussed in Section 9.2.2. Finally, Section 
9.2.3 discusses interference mitigation techniques.

9.2.1  Types and Sources

Table 9.1 summarizes various types and potential sources of RF interference. In-
terference is normally classified as either wideband or narrowband, depending on 
whether its bandwidth is large or small relative to the bandwidth of the desired 
GNSS signal. Note that what might be considered wideband interference to a GNSS 
signal with a smaller null-to-null bandwidth (such as L1 C/A, L1C, E1 OS, or L2C) 
might be narrowband to a GNSS signal with a larger null-to-null bandwidth (such 
as L5 or E5). The ultimate limit in narrowband interference is a signal consisting 
of a single tone, which is referred to as a continuous wave (CW). (In the literature, 
the term continuous wave is sometimes defined differently to mean continuously 
transmitting, as opposed to pulsed.) The RF interference may be unintentional or 
intentional (jamming). 

There is a certain level of interference among GNSS signals using the same 
carrier frequency. Such interference from signals on the same satellite is referred to 
as self-interference. Interference from signals from different satellites in the same 
constellation is referred to as intrasystem interference. Interference between two 
satellite constellation systems such as between GPS and Galileo signals is referred 
to as intersystem interference.

If pseudolites are used, operation at close range to these ground transmitters 
will almost certainly result in interference to the same satellite signals and possibly 

Table 9.1  Types of RF Interference and Potential Sources
Class: Type Potential Sources

Wideband: band-limited 
Gaussian

Intentional matched bandwidth noise jammers

Wideband: phase/frequency 
modulation

Television transmitter’s harmonics or near-band microwave link 
transmitters overcoming the front-end filters of a GNSS receiver

Wideband: matched spectrum Intentional matched-spectrum jammers, spoofers, or nearby 
pseudolites

Wideband: pulse Any type of burst transmitters such as radar or ultrawideband 
(UWB)

Narrowband: phase/frequency 
modulation

Intentional chirp jammers or harmonics from an amplitude modu-
lation (AM) radio station, Citizens Band (CB) radio, or amateur 
radio transmitter

Narrowband: swept continu-
ous wave

Intentional swept continuous-wave (CW) jammers or frequency 
modulation (FM) stations transmitter’s harmonics

Narrowband: continuous 
wave

Intentional CW jammers or near-band unmodulated transmitter’s 
carriers
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to other satellite signals on the same carrier frequency, although the effects of such 
interference can be reduced through use of burst (pulse) techniques by the pseu-
dolites to reduce the duty cycle. In fact, an efficient wideband jamming technique 
uses a waveform based on the same modulation, at the same carrier frequency to 
form matched spectrum interference. If the intent of the source transmission is to 
not just disrupt GNSS operation, but rather to produce a false position within the 
victim receiver through the broadcast of false GNSS signals, the transmission is 
referred to as spoofing. As a benign example of spoofing, when a GNSS receiver is 
connected to a GNSS satellite signal simulator for testing, that receiver under test 
is being spoofed.

9.2.1.1  Jamming and Spoofing

Intentional jamming and spoofing must be anticipated in the design of military 
receivers, and are growing concerns for civilian applications as well [1]. Hence, all 
classes of in-band jammers, including multiple access jammers (i.e., jammers from 
a strategic array of multiple locations), may be considered in the design of GNSS 
receivers. Smart spoofers track the location of the target GNSS receiver and use this 
information along with a quasi-real-time GNSS signal generator to create strong 
GNSS signals that initially match the actual weaker signals in time of arrival until 
loop capture is assured, then lead the target receiver astray. The smart spoofer must 
be able to synthesize (duplicate) the target signal’s received characteristics in terms 
of carrier frequency, spreading code, spreading modulation, and data message sym-
bols. Repeat-back spoofers utilize an array of steered very high-gain antennas to 
track all satellites in view, then rebroadcast an amplified version toward the target 
receiver. The end effect on the target receiver navigation solution (if captured by 
these signals) is the location and velocity of the repeat-back spoofer antenna ar-
ray phase center with a time bias solution that includes the common mode range 
between the spoofer and the victim receiver. The major weakness of both spoofing 
techniques is that all the spoofing signals arrive from the same direction (unless 
spatial diversity is also used), so that directional null-steering antenna techniques 
can be used to defeat spoofers. The GPS encrypted antispoofing (AS) Y code is used 
to replace the public P code for military applications to minimize the potential for 
spoofing military GPS receivers. The GPS encrypted M code is even more secure. 
Other constellation signals that are encrypted include Galileo E1 PRS and E6 PRS 
and BeiDou B1-A, B3, B3-A, and B2 and future GLONASS L3OC, L1SC, and 
L2SC. 

9.2.1.2  Unintentional Interference

Unintentional RF interference can be expected at low levels for a GNSS receiver 
operating practically anywhere in the world. There are a large number of other es-
sential systems that rely on the transmission of RF energy within L-band, so these 
are also potential sources of unintentional RF interference. Table 9.2 shows the 
International and U.S. Tables of Frequency Allocations near those used by GNSS 
signals. The services shown in all capital letters are primary, and the ones shown 
with initial capitals are secondary. Secondary services are permitted to operate in 
their designated bands but are not generally provided protection from the primary 
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services and further are not allowed to provide harmful levels of interference to the 
primary services. 

As shown in Table 9.2, the 1,559–1,610-MHz band is designated for use by 
only satellite navigation signals in most regions of the world. The L1 signals of 
GPS, GLONASS, Galileo, BeiDou, QZSS, and SBAS are within this protected band.

The GLONASS L2, Galileo E6, BeiDou B3, and QZSS L6 signals are in the 
1,240–1,300-MHz band. The L2 signals of GPS and QZSS are in the 1,215–1,240-
MHz band. A number of countries permit fixed and mobile services to operate in 
this band. It has a coprimary radiolocation allocation worldwide and is shared 
by Radiolocation services that operate in the band that include a large number of 
radars that are used for air traffic control, military surveillance, and drug interdic-
tion. Some of these radars operate with very high transmit power (kilowatts to 
megawatts). They are pulsed systems and fortunately, as will be discussed in Sec-
tion 9.2.3, GNSS receiver front-end designs can be made very robust against pulsed 
interference by various means of pulse amplitude suppression (blanking) during the 
low-duty cycle pulse intervals. 

The GPS L5, Galileo E5A and E5B, BeiDou B2, NAVIC L5, QZSS L5, and 
SBAS L5 signals are in the 1,164–1,215-MHz band. The 960–1,215-MHz band 
is also used worldwide for electronic aids to air navigation. Distance Measuring 
Equipment (DME) and Tactical Air Navigation (TACAN) ground beacons trans-
mit at power levels up to 10 kW on frequencies that fall within the passband of a 
receiver processing 1,164–1,215-MHz GNSS signals. Some nations also permit the 
use of Link 16, a tactical military communications system with radios that nomi-
nally transmit 200W over 51 frequencies throughout the 960–1,215-MHz band. 
Fortunately, DME/TACAN and Link 16 are pulsed. 

It is inevitable that some out-of-band energy from the signals in adjacent bands 
will at times fall within the range of frequencies processed by GNSS receivers. This 
energy can originate from adjacent band interference, from harmonics, or from 
intermodulation products. Adjacent band interference can occur from the spillover 
of energy from bands immediately above or below one of the GNSS carrier fre-
quencies (i.e., the adjacent band transmitters have not adequately suppressed their 
energy outside of their allocated frequency band). There is also the contemporary 
threat of high-density, ground-based, high-powered transmitters operating in ad-
jacent bands to a GNSS band but keeping its high power within acceptable limits 
outside that adjacent band. There is a clear and present danger for this to happen 
to the GNSS frequency bands [2]. It can happen if the adjacent band is reassigned 
for high-density ground transmitter use when that band had been historically re-
served and authorized for space-based satellite transmitters with power levels on 
or near the Earth’s surface that are below the thermal noise level [3]. This creates 
operational GNSS receiver adjacent band power levels that are more than a billion 
times powerful than historical levels. This, in turn, obsoletes many existing GNSS 
receivers operating in that band and creates difficult bandpass filtering problems 
for next-generation GNSS receivers operating adjacent to that band.

Harmonics are signals at integer multiples of the carrier frequency of a trans-
mitter that are caused by nonlinearities (e.g., saturation of an amplifier that leads 
to clipping) upon transmission. Intermodulation products occur when two or more 
signals at different frequencies are passed through a nonlinearity.
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Table 9.2  Frequency Allocations Near GNSS

International Table U.S. Table Notes

960–1,164 MHz 
AERONAUTICAL MO-
BILE (R), AERONAUTICAL 
RADIONAVIGATION

AERONAUTI-
CAL MOBILE (R), 
AERONAUTICAL 
RADIONAVIGATION

Used worldwide for electronic aids to air 
navigation including Distance Measuring 
Equipment (DME), Tactical Air Naviga-
tion (TACAN), Secondary Surveillance 
Radar (SSR), and Automatic Dependence 
Surveillance (ADS). Some nations permit 
Link 16 (a military communication sys-
tem) usage on a noninterference basis.

Lower L-band signals of GPS, Galileo, 
BeiDou, NAVIC, QZSS, SBAS and future 
GLONASS CDMA signals are in the 
1164-1215 MHz band. 

1,164–1,215 MHz 
AERONAUTICAL RA-
DIONAVIGATION, 
RADIONAVIGATION-SATELLITE

AERONAUTICAL 
RADIONAVIGATION, 
RADIONAVIGATION-
SATELLITE

1,215–1,240 MHz 
EARTH EXPLORATION-SATEL-
LITE (active), RADIOLOCATION, 
RADIONAVIGATION-SATELLITE, 
SPACE RESEARCH (active)

EARTH EXPLORATION-
SATELLITE (active), 
RADIOLOCATION, 
RADIONAVIGATION-
SATELLITE, SPACE 
RESEARCH (active)

Used worldwide for primary radars for 
purposes including air traffic control, 
military surveillance, and drug interdic-
tion. Many countries have coprimary 
allocations for fixed and mobile services. 
Band also used for active spaceborne 
sensors for, for example, ocean surface 
measurements.

GPS L2 and QZSS are at 1,227.6 MHz, 
the upper part of the GPS L2 band 
extends to 1,227.6 + 15.345 = 1,242.945 
MHz. 

GLONASS L2, Galileo E6, BeiDou B3 
and QZSS L6 frequencies are within the 
1,240–1,300 MHz band.

1,240–1,300 MHz 
EARTH EXPLORATION-SATEL-
LITE (active) 
RADIOLOCATION 
RADIONAVIGATION-SATELLITE 
SPACE RESEARCH (active) 
Amateur

AERONAUTICAL 
RADIONAVIGATION, 
EARTH EXPLORATION-
SATELLITE (active), RA-
DIOLOCATION, SPACE 
RESEARCH (active), 
Amateur

1,300–1,350 MHz 
AERONAUTICAL RADIONAVI-
GATION, RADIOLOCATION, 
RADIONAVIGATION-SATELLITE

AERONAUTICAL 
RADIONAVIGATION, 
Radiolocation

1,350–1,400 MHz 
FIXED*, MOBILE*, 
RADIOLOCATION

FIXED*, LAND MOBILE*

MOBILE*, 
RADIOLOCATION*

Varied band usage worldwide among 
fixed services, land mobile, mobile, and 
radiolocation.

1,525–1,559 MHz 
MOBILE-SATELLITE (space-to-
Earth) 
SPACE OPERATION (space-to-
Earth) 
Earth exploration-satellite 
Fixed* 
Mobile*

MOBILE-SATELLITE 
(space-to-Earth)

Downlink frequencies for satellite com-
munications services (e.g., INMARSAT)

1,559–1,610 MHz 
AERONAUTICAL RADIONAVIGA-
TION 
RADIONAVIGATION-SATELLITE

AERONAUTICAL 
RADIONAVIGATION

RADIONAVIGATION-
SATELLITE

The upper L-band signals of GPS, 
GLONASS, Galileo, BeiDou, QZSS and 
SBAS signals are within this band.

1,610–1,626.5 MHz 
MOBILE-SATELLITE (Earth-to-
space) 
AERONAUTICAL RADIONAVIGA-
TION 
RADIO ASTRONOMY*

RADIODETERMINATION-SATEL-
LITE* 
Mobile-satellite (space-to-Earth)*

MOBILE-SATELLITE 
(Earth-to-space)

AERONAUTICAL 
RADIONAVIGATION

RADIO ASTRONOMY*

RADIODETERMINA-
TION-SATELLITE

Mobile-satellite 
(space-to-Earth)*

Uplink frequencies for commercial satel-
lite communications services. Portions of 
the band are protected for radio astrono-
my sensors.

*Only in some nations or portions of the band.
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Even if interfering signals are out of the nominal band processed by a GNSS 
receiver, strong RF signals can still deteriorate GNSS receiver performance (e.g., by 
saturating the low-noise amplifiers used in the receiver front end). Although regu-
lations are in place within the United States and internationally to protect GNSS 
spectrum, there are occasionally instances of equipment malfunctions or equip-
ment misuse that can lead to intolerable levels of interference. Nonlinear effects 
(e.g., amplifier saturation) may accidentally occur in high-powered transmitters 
causing lower power harmonics that become in-band RF interference to GNSS 
receivers. The offending transmitter source has to be located and corrected before 
normal GNSS operation in that vicinity can resume. In some regions of the world 
there are more frequent problems with interference to GNSS than in others. For 
example, in the Mediterranean, there were a number of reports of GPS L1 C/A 
code receivers failing to operate properly because of strong in-band harmonics 
from television (TV) transmitters in the region, but this now appears to have been 
largely corrected primarily because these harmonics also seriously deteriorate the 
video quality on the TV receivers.

9.2.2  Effects

The performance of signal acquisition, carrier tracking, and data demodulation all 
depend on the signal-to-noise-plus-interference ratio (SNIR) at the output of each 
correlator in a receiver. Consequently, evaluating the effect of RF interference on 
correlator output SNIR provides the basis for assessing the effect of this interfer-
ence on these three receiver functions. This section describes the underlying theory 
behind this effect and then presents approximation techniques for such analysis.

When the aggregate interference can be modeled as statistically stationary, and 
when the spectra of either the interference or the desired signal (or both) are well 
approximated by a straight line over a bandwidth that is the reciprocal of the 
integration time used in the correlation, the prompt correlator output SNIR is as 
follows [4]
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where T is the integration time of the correlator (in seconds), CS is the received 
power of the desired received signal (in watts) over infinite bandwidth, N0 is the 
power spectral density of the white noise (in W/Hz), HR(f ) is the transfer function 
of the receiver (ratio), SS(f) is the power spectral density (in W/Hz) of the transmit-
ted signal, normalized to unit area over a specified bandwidth, the transmit filter 
on the satellite is ideal, the effect of all filtering in the receive chain is modeled as 
bandlimited to –βr/2 ≤ f ≤ βr/2, Cι, is the power of the received interference signal 
(in watts) and Sι(f ) is the power spectral density (in W/Hz) of the aggregate received 
interference, normalized to unit area over infinite bandwidth. (The transmitted 
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signal bandwidth needs to be defined. Different conventions may use an infinite 
bandwidth, a defined transmit bandwidth, or the precorrelation bandwidth of the 
receiver. As long as the defined bandwidth is greater than the null-to-null band-
width of the signal, the numerical differences are usually less than 1 dB.)

The quality of a received GNSS signal is commonly described in terms of its 
carrier-power-to-noise-density ratio implying that the noise is white and thus can 
be described by a scalar noise density. Yet (9.1) shows that any nonwhite interfer-
ence must be accounted for as well, and must be described by its power spectral 
density, including its power. Thus, analyzing the correlator output SNIR in inter-
ference is extremely cumbersome. However, if a fictitious white noise density is 
formulated that produces the same output SNIR as the combination of the actual 
white noise and interference, then the resulting effective carrier-power-to-noise-
density ratio is both correct and straightforward to analyze using the fiction of 
effective white noise.

To derive an effective CS/N0, or (CS/N0)eff, observe that (9.1) with no interfer-
ence and infinite receive bandwidth, the signal-to-noise ratio (SNR) at the prompt 
correlator tap is

	 c 02 /sTC Nρ = 	 (9.2)

Equivalently, CS/N0 can be found from the SNIR at the prompt correlator tap 
as:

	
c

0 2sC N
T

ρ
= 	 (9.3)

When there is both interference and white noise, (CS/N0)eff is defined in a way 
analogous to (9.3), but using the output SNR from (9.1) as follows
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	 (9.4)

Observe that (9.4) can be expressed as [5]
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where CS/N0 is the unjammed carrier-to-noise-power ratio of the received signal 
before receiver filtering, Cι/CS is the jamming-to-received-signal power ratio before 
receiver filtering, Q is a dimensionless jamming resistance quality factor to be deter-
mined for various types of jammers and signal modulators, and Rc is the spreading 
code rate of the code generator in chips/s. Note that increasing the value of Q in 
(9.5) improves (CS/N0)eff. Therefore, higher jamming resistance quality factor, Q, 
results in increased jamming effectiveness. Comparing (9.4) and (9.5) yields
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Then (9.6) can be expressed succinctly as
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where kιs is called the spectral separation coefficient (SSC) [5], which is defined as
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Equation (9.8) has units of seconds or reciprocal hertz. Observe that the SSC 
depends on the spectrum of the desired signal as well as the spectrum of the inter-
ference. Different interferers may have the same SSC with a given desired signal, 
and when they do, the different interferers affect (CS/N0)eff the same way if the 
interfering signals are received with equal powers. It follows then that different 
interferers may have a different SSC with a given desired signal. For example, if 
interferer A has x dB smaller SSC with the desired signal than interferer B, then 
interferer A has the same effect on (CS/N0)eff as interferer B when the power in A is 
increased by x dB.
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9.2.2.1  Computing Jamming Resistance Quality Factor Q 

To consider interference effects further for some nominal situations, suppose that 
the receive filter is very wide, so that HR(f) can be treated as approximately unity in 
(9.7) at frequencies where the desired signal has appreciable power, and the limits 
on the integrals can be approximated by infinity, so that (9.7) is approximated by
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Examples of different types of interference can now be evaluated.

•• Case 1—Narrowband Interference. For narrowband interference centered 
at fι, the power spectrum can be modeled as Sι(f ) = δ(f – fι), where δ(·)is the 
Dirac delta function having infinite amplitude, vanishing width, and unit 
area. Substituting for this interference power spectral density in (9.9) yields 
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  In general, narrowband interference affects (CS/N0)eff more when the in-
terference frequency is at or near the maximum of the desired GNSS signal 
power spectrum. Moreover, when the normalized power spectrum of the 
desired signal has a smaller maximum, the desired signal is degraded less by 
narrowband interference at the worst-case frequency. 

  The baseband power spectral density functions for BPSK-R(n) and 
BOCs(m,n) signals are given in Section 2.4.4. If the narrowband interfer-
ence is placed at the spectral maximum of a BPSK-R(n) signal (f = 0 for 

the baseband power spectral density), SS(fι = 0) = 1/Rc, and (9.10) becomes 

c c

1
1

/
Q

R R
= = . If instead the interference is placed at a frequency other than 

the signal’s spectral peak, Q is greater than unity, meaning that the interfer-
ence has less effect. For a BOC(m,n) modulation, if the interferer is located 
at one or both of the spectral peaks, Q takes on values in the range 1.9 ≤ Q 
≤ 2.5, depending upon the subcarrier frequency, the spreading code rate, and 
whether cosine-phasing or sine-phasing is used. If the narrowband interferer 
is at any other frequency, Q again takes on larger values, indicating that in-
terference of fixed power has less effect on (CS/N0)eff.

  For signals having AltBOC spreading modulations like Galileo E5 and 
BeiDou B2, if there is a single narrowband interferer, the minimum value of 
Q is approximately 0.5 when the interference is located at the spectral peak, 
when considering the total power in the AltBOC waveform. If the signal is 
considered to be a BPSK-R signal on only one subcarrier, the minimum value 
of Q is approximately unity. For signals having an MBOC spectrum like 
L1C, E1 OS and B1-C, when the narrowband interference is on the spectral 
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peak, the value of Q is 2.1. As the interference moves from the spectral peak 
in any of these cases, the value of Q increases.

•• Case 2—Matched Spectrum Interference. Consider now when the interfer-
ence has the same power spectral density as the desired signal. This situation 
could arise from multiple access interference, or from a jamming waveform 
whose spectrum is matched to that of the desired signal.
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  When the signal is BPSK-R(n), substituting (2.25) into (9.11) yields 
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  For a BOC(m,n) modulation, Q takes on values in the range 3 ≤ Q ≤ 
4.5, depending upon the subcarrier frequency, the spreading code rate, and 
whether cosine phasing or sine phasing is used. For matched spectrum inter-
ference to full bandwidth signals having AltBOC spreading modulation, Q 
is approximately 4.4. For matched spectrum interference to signals having 
MBOC spreading modulation, Q is approximately 3.6. 

•• Case 3—Bandlimited White Noise Interference. When the interference has 
flat spectrum centered at fi and extending from fι – βι/2 ≤ f ≤ fι + βι/2, its 
spectrum is expressed as
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Substituting (9.13) into (9.9) yields
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If βι becomes small, (9.14) approaches (9.10), the result for narrowband 
interference.
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If βι is large enough so that almost all of the signal power is included within 
fι – βι/2 ≤ f ≤ fι + βι/2, then (9.14) becomes
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  Rearranging (9.15), QRc = βι which shows that modulation design, and 
in particular higher spreading code rates, provide no benefit to (CS/N0)eff 
when the noise spectrum is flat over the frequency range occupied by the 
signal. Moreover, for fixed interference power, the wider the interference 
bandwidth, the larger the value of Q, and hence the smaller influence of the 
interference on (CS/N0)eff.

  When the signal is BPSK-R(n) and the interference spectrum is centered on 
the signal spectrum so that fι = 0, substituting (2.25) into (9.14) yields 
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  When in addition βι = 2Rc so that the interference covers the null-to-null 
main lobe of the signal spectrum, (9.16) becomes
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  When the modulation is BOC(m.n) and the interference spectrum extends 
from –(m+n) × 1.023 MHz to (m+n) × 1.023 Q can be very large when the 
subcarrier frequency is much greater than the chip rate. In this case, the cen-
ter of the frequency band has little signal power, making the jamming ineffi-
ciently matched to the signal spectrum. The value of Q is 4.7 for BOC(m,m), 
and increasingly larger for BOC(m,n) with m > n.

Table 9.3 summarizes the above Q’s for C/A, L2C, P(Y), L5, M, E1B, E1C and 
E5 signals, along with their associated modulation types and spreading code rates 
for the three classes of jammer types analyzed above.

9.2.2.2  Computing J/S and Tolerable Jamming Power

Substituting the approximation that ( )
/2

/2

1
r

r

sS f df
β

β−

=∫  in (9.5) assumes that a neg-

ligible amount of the available signal power is lost in the finite bandwidth of the 
receiver [6] and the simplified equation becomes
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	 (9.18)

where

(CS/N0)dB = 10 log10 (CS/N0) (dB-Hz)

Table 9.3  Examples of Jamming Resistance Quality Factors (Q)

Modulation/Signal

Q for Different Interference Spectra

Narrowband 
at spectral 
peak(s)

Matched 
spectrum

Bandlimited white 
noise null-to-null 
spectrum

BPSK

GPS: C/A, L2C, P(Y), L5

SBAS: L1, L5

GLONASS: L1OF, L1SF, L2OF, L2SF, 
L3OC, L1OC and L2OC 

Galileo: E6 CS, E5a, E5b

BeiDou: B1I, B1Q, B2I, B2Q, B2a, B2b, B3

QZSS: C/A, L1S, L2C, L5, L5S

NAVIC: S SPS, L5 SPS

1 1.5 2.2

BOC(10,5) 

GPS: M

GLONASS: L1SC, L2SC

2.3 4.0 7.2

MBOC 

GPS:L1C

Galileo: E1 OS

BeiDou: B1-C

QZSS: L1C

2.1 3.6 5.1

GLONASS BOC(1,1)

GLONASS: L1OC and L2OC 

1.9 3.0 4.7

BOCc(15,2.5)

Galileo: E1 PRS

2.5 4.5 18.7

BOCc(10,5)

Galileo: E6 PRS

2.4 4.4 8.2

AltBOC(15,10)

Galileo: E5

BeiDou: B2

2.5 4.4 11.3

BOC(14,2)

BeiDou: B1-A 

2.5 4.5 20.0

BOC(15,2.5)

BeiDou: B3-A 

2.4 4.4 17.4

BOC(5,2)

NAVIC: S RS, L5 RS 

2.4 4.2 8.5
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(Cι/CS)dB= 10 log10 (Cι/CS) (dB)

Q = jamming resistance quality factor (dimensionless)

Rc = spreading code chipping rate (chips/s)

Equation (9.18) shows that the effect of jamming is to reduce the unjammed 
(CS/N0)dB to a lower value, (CS/N0)eff,dB. As discussed in Chapter 8, the signal 
acquisition, carrier tracking, and data demodulation functions deteriorate as  
(CS/N0)eff,dB is reduced. There is a region of deterioration for each function in 
which these functions are likely to fail, but a 1-sigma threshold is typically used 
to describe when that limit has been reached. Typically, data demodulation and 
signal acquisition are the first to be lost as (CS/N0)eff,dB is reduced (i.e., have higher 
thresholds than for carrier tracking). Chapter 8 shows that interference affects code 
tracking differently from carrier tracking, and that, in general, code tracking is 
more robust against the effect of interference than carrier tracking, so separate 
assessment must be performed to evaluate the effect on code tracking and loss of 
lock, but code-tracking threshold is meaningful only if there is precise external 
velocity aiding that can estimate the carrier Doppler in an open loop fashion after 
the carrier loop has lost lock. If there is no external velocity aiding available, then 
the code-tracking loop loses lock very shortly after the carrier-tracking loop loses 
frequency lock owing to severe signal roll-off due to rapid deterioration of the car-
rier wipe-off process. Note that the code-tracking loop cannot provide the carrier 
Doppler estimate reliably, but a known stationary antenna condition can provide 
an ideal Doppler estimate. When (CS/N0)eff,dB has been reduced by jamming to the 
code tracking loop threshold, the aided receiver loses lock.

Equation (9.18) can be rearranged to solve for (Cι/CS)dB (the interference to 
signal ratio at the antenna input in decibels) as follows

	 ( )
( ) ( )0 0,

10 10
1010log 10 10

s seff dB dB
C N C N

s cdB
C C QRι

− −  
 = −     

	 (9.19)

Computing the unjammed (CS/N0)dB in (9.18) and (9.19) in units of dB-Hz 
involves numerous parameters and is presented piecewise as follows
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	 (9.20)

where

(CS)dB = recovered signal power received from SVi (dBW);

(N0)dB = thermal noise power component in a 1-Hz bandwidth (dBW/Hz);

(CRi)dB = received signal power from SVi at antenna input (dBW);
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(GSVi)dB = antenna gain toward SVi (dBic);

LdB = receiver implementation loss including A/D converter loss (dB);

k = Boltzmann’s constant = 1.38 × 10−23 (J/K);

Tant = antenna noise temperature (K);

Treceiver = receiver system temperature (K);

(Nf)dB = receiver noise figure at 290K (dB).

As a computation example of (9.20) for the GPS L1 C/A code signal, assume 
(CRi)dB = –158.5 dBW (i.e., the IS-GPS-200 minimum specified received signal 
power level). Further assume a typical RHCP fixed reception pattern antenna 
(FRPA) is used with a gain rolloff to about –3 dBic at the elevation mask angle 
of 5° above the horizon. This is also the elevation angle where the minimum GPS 
received power specification is met. It is typical for a FRPA gain to increase to 1.5 
dBic or more at zenith, where the GPS minimum received power specification is 
also met. In between these two elevation angles, the received signal power tends to 
increase slightly due to the satellite antenna array gain pattern. In other words, the 
received signal power and antenna gain combination tends to be lower by about –3 
dB near the elevation mask angle of 5° and higher by about 1.5 dB at zenith with 
a fluctuation range of more than 4.5 dB in the approximately hemispherical gain 
coverage region of a typical FRPA. Antenna tilt can significantly increase this gain 
fluctuation range and it also can increase the noise temperature owing to the high 
temperature of the Earth. In this example, the antenna is assumed to have (GSVi)dB  
= 1.5 dB gain toward the SV to allow for the higher SV signal levels that exist most 
of the time counting the gains of both the receiver antenna and the SV antenna. The 
implementation loss (including A/D converter loss) is assumed to be 2 dB (LdB = 
2) for this high-quality receiver design example. Using these assumptions in (9.20), 
the total recovered signal power is (Cs)dB = −158.5 + 1.5 − 2 = −159.0 dBW. 

Next assume that the antenna noise temperature, Tant = 100K (see Section 8.2) 
and a front-end design that provides a low-noise figure, (Nf)dB = 2 dB at 290K, so 
Treceiver = 290 × (100.2 – 1) = 169.6K. Using these assumptions, the thermal noise 
can be computed as N0 = 10 log [k × (100 + 169.6)] = −204.3 dBW/Hz. Therefore, 
the unjammed (CS/N0)dB= −159.0 + 204.29 = 45.3 dB-Hz.

Note that the unjammed (CS/N0)dB in (9.20) accounts for the antenna gain in 
the direction of the satellite as well as the implementation loss of the receiver. Simi-
larly, if the antenna gain in the direction of the jammer, (GJ)dB, is accounted for in 
(9.19), then

	

( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

/

/ /

s sdB dB dB

dB J dBdB dB
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C J G L

C C G L S G L

C C J S G G J S G G

ι ι

ι

ι

= −

= + −

= + − = + −

= − + − = + −

	 (9.21)

where (J/S)dB is the jamming to signal power ratio at the antenna input in decibels. 
Substituting this into (9.19) 
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( ) ( )0 0,

10 10
1010log 10 10

s seff dB dB
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J S G G QR

− −  
 = − + −     

	 (9.22)

From (9.22), the receiver (J/S)dB performance can be computed for a given QRc 
using the unjammed (CS/N0)dB from (9.20) and obtaining the value of (CS/N0)eff, dB 
by simply equating it to the receiver tracking threshold as determined from the 
approximation methods presented in Chapter 8. Recall that the carrier-tracking 
threshold (CS/N0)eff, dB is the weak link for an unaided GPS receiver.

As a computational example of (9.22) using the unjammed C/A code signal 
example where (CS/N0)dB = 45.3 dB-Hz, assume that the antenna gain toward the 
jammer, (GJ)dB, is –3 dBi. Note that the jammer signal may or may not be right-
hand circularly polarized (RHCP). If RHCP, then the antenna gain toward the jam-
mer would be the same as its gain in that direction for an SV. But if the jammer is 
linearly polarized, then an additional 3-dB loss or so must be included in the gain 
toward the jammer depending on the polarization mismatch of the GPS antenna. 
If the jammer is ground-based, then recall from Section 8.2 that the typical GNSS 
antenna becomes almost linearly polarized as the elevation angle approaches the 
horizon. 

Since the desired signal is C/A code signal with a BPSK-R(1) modulation, Rc = 
1.023 × 106 chips/s, assume a band-limited white noise (BLWN) jamming wave-
form whose spectrum is rectangular, centered at the C/A center frequency, and ap-
proximately 2 MHz wide (null-to-null), so that Q = 2.2. Assume that the L1 C/A 
code PLL carrier-tracking threshold is (CS/N0)eff,dB = 27 dB-Hz. Substituting these 
and the unjammed (CS/N0)dB from the previous computational example into (9.22) 

	
( ) ( )6 2.7 4.529

101.5 3.0 10log 2.2 1.023 10 10 10

41.0 dB
dB

J S − − = + + × × − 
=

	

For L1 P(Y) code signal, there is BPSK-R(10) modulation with Rc = 10.23 
Mchips/s and (CRi)dB = −161.5 dBW. Assume the jamming waveform has a BLWN 
rectangular spectrum centered on L1 with width of 20.46 MHz (null-to-null) so 
that Q = 2.2 (and the remaining assumptions the same). The unjammed (CS/N0)dB 
= 42.3 dB-Hz, so assuming that the PLL tracking threshold is the same as for C/A 
code signal, then

	
( ) ( )6 2.7 4.229

101.5 3.0 10log 2.2 10.23 10 10 10

50.9 dB
dB

J S − − = + + × × − 
=

	

Note that if the unjammed (CS/N0)dB for P(Y) code signal had been exactly 
the same as for C/A code signal above, the (J/S)dB would be exactly 10 dB greater, 
reflecting the factor of 10 increase in spreading code chip rate.

For the modernized M code signal with BOCs(10,5) modulation and Rc = 
5.115 Mchips/s, the minimum specified received signal level for Block II satellites 
at normal power is (CRi)dB = –158.0 dBW. However, this must be reduced by 3 dB 
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to –161 dBW since the pilot component (at 50% of the total power) is always used 
to achieve substantial improvement in tracking threshold. For the third order PLL, 
assume that the M code PLL achieves a (C/N0)eff,dB = 17 dB-Hz (using the same 
antenna and receiver parameters in the previous two examples). The M code pilot 
component is extracted by using the data-less intervals of M code time division 
data modulation (TDDM) in the PLL carrier-tracking loop. Assume that the BLWN 
jamming spectrum consists of two (null-to-null) rectangles, centered ±10.23 MHz 
away from L1, each with a width of 10.23 MHz and that Q = 7.2. The unjammed 
CS/N0= 42.8 dB-Hz, so

	
( ) ( )6 1.7 4.28

101.5 3.0 10log 7.2 5.115 10 10 10

63.2 dB
dB

J S − − = + + × × − 
=

	

Table 9.4 shows the receiver (J/S)dB performance for GPS L1 C/A, L1 P(Y) and 
M (TDDM) signals used in the above BLWN wideband jammer examples plus 
GPS L2C and L5 signals, for three types of jamming (wideband, matched spectrum 
and narrowband). Table 9.5 shows the (J/S)dB performance for GPS L1C, Gali-
leo E1 OS, BeiDou B1I, and GLONASS L1OF (FDMA) signals. The table param-
eters shown in the signal rows include the signal names, their chipping rates, Rc, 
spreading code modulation types, their specified minimum received signal powers,  
(CRi)dB, the unjammed carrier to noise power ratios, (CS/N0)dB, and the unaided 
third-order PLL carrier-tracking thresholds, (CS/N0)eff,dB, associated with each sig-
nal. The applicable Q is shown in parenthesis adjacent to each J/S entry for refer-
ence since this dimensionless factor makes a significant difference in signal robust-
ness to jamming and is unique for each type of jammer. 

Note that Table 9.4 produces fifteen different values of (J/S)dB performance for 
identical antenna performance, receiver reference oscillator quality, random vibra-
tion profile and dynamic stress environment assumptions. In other words, the basis 

Table 9.4  J/S Performance Comparisons with Appropriate Q for GPS (except L1C)
Signal/Jammer Type (J/S)dB (dB), [Q (Dimensionless)] 

Signal L1 C/A L1 P(Y) L1 M (TDDM)1 L2 CL1 L5 Q51

Rc (chips/s) 1.023 × 106 10.23 × 106 5.115 × 106 1.023 × 106 10.23 × 106

Modulation type  BPSK-R(1) BPSK-R(10) BOCs(10,5) BPSK-R(1) BPSK-R(10)

(CRi )dB (dBW) −158.5 −161.5 −161.0 −163 (IIF)2

−161.5 (III)
−157.9 (IIF)3

−157.0 (III)

(Cs/N0)dB (dB-Hz) 45.29 42.29 42.79 40.79 45.89

(Cs/N0)eff,dB (dB-Hz) 27 27 17 17 17

Wideband 
null-to-null 

41.0 [2.2] 50.9 [2.2] 63.2 [7.2] 51.0 [2.2] 61.1 [2.2]

Wideband matched 
spectrum

39.3 [1.5] 49.2 [1.5] 60.6 [4.0] 49.3 [1.5] 59.4 [2.2]

Narrowband at 
spectral peak(s)

37.5 [1.0] 47.5 [1.0] 58.2 [2.3] 47.6 [1.0] 57.6 [1.0]

Note 1: Minimum received power in pilot component assumed.  

Note 2: −163 dBW from IIR and IIF SVs L2 civil long (CL) component assumed. 

Note 3: −157.9 dBW from IIF SVs L5 quadrature (Q5) component assumed.
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for comparison is identical. Table 9.5 has two matching entries for L1C and E1 OS 
because both have components with matching Q’s and spreading code rates and 
the small difference in received power does not show up in their   (J/S)dB until the 
third decimal place.  

Table 9.6 summarizes the receiver design parameter assumptions used for all 
case examples. It is further assumed that the receiver is unaided, so the tracking 
thresholds are determined by the third-order PLL tracking threshold assumptions 
made for the three case examples presented earlier. These are 27 dB-Hz for Cos-
tas carrier tracking of the BPSK modulated GPS L1 C/A and P(Y), BeiDou B1I, 
and GLONASS L1OF signals and 17 dB-Hz for pilot component tracking of GPS 
M(TDDM), L2 CL, L5 Q5, L1CP and Galileo E1 OS (CBOC-). The minimum speci-
fied received power for all pilot component signals shown in the tables are lower 
than the total received power, for example, 50% or 3 dB lower for GPS M(TDDM), 
L2 CL, L5 Q5 and Galileo E1 OS (CBOC-), but only 25% or 1.25 dB lower for 
GPS L1CP. Clearly the dataless (pilot) PLL tracking threshold improvement more 
than overcomes this signal power loss plus there is additional improvement at lower  
(C/N0)eff,dB because there is no squaring loss for coherent PLL tracking. 

The receiver tracking threshold improves with external velocity aiding of the 
PLL, especially when the external velocity aiding is sufficiently accurate to replace 
the closed carrier tracking loop by making open-loop carrier Doppler estimates 

Table 9.5   J/S Performance Comparisons with Appropriate Q for GPS L1C and Selected 
Galileo, BeiDou, and GLONASS Signals
Signal/Jammer Type (J/S)dB (dB), [Q (Dimensionless)]

Constellation GPS Galileo BeiDou GLONASS

Signal L1Cp1 E1 OS (CBOC-)1 B1I (MEO) L1OF (FDMA)

Rc (chips/s) 1.023 × 106 1.023 × 106 1.023 × 106 0.511× 106

Modulation type BOC(1,1) BOC(1,1) BPSK-R(2) BPSK-R(0.511)

(CRi)dB (dBW)1 −158.25 (III) −160.0 −166.0 −161.0

L1 carrier (MHz) 1,575.42 1,575.42 1,561.098 1,602.0

(Cs/N0)dB (dB-Hz) 45.54 43.79 37.79 42.79

(Cs/N0)eff,dB (dB-Hz) 17 17 27 27

Wideband null-to-null 54.7 [5.1] 54.7 [5.1] 40.6 [2.2] 37.9 ]2.2]

Wideband matched 
spectrum

53.2 [3.6] 53.2 [3.6] 39.0 [1.5] 36.2 ]1.5]

Narrowband at spectral 
peak(s)

50.8 [2.1] 50.8 [2.1] 37.2 [1.0] 34.5 [1.0]

Note 1: Minimum received power in component is used.

Table 9.6   Summary of Assumed Receiver Design Parameters
Symbol Parameter Value Units

(GSVi)dB Antenna gain toward SVi 1.5 dBic

(GJ)dB Antenna gain toward jammer −3.0 dBic

Tant Antenna noise temperature 100 K

(Nf)dB Receiver noise figure at 290K 2 dB

Treceiver Receiver system temperature based on (Nf)dB 169.6 K

LdB Receiver implementation loss 2 dB
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during severe jamming with sufficient accuracy to keep the code tracking delay lock 
loop (DLL) operable. This (temporary) tracking state makes the tracking threshold 
dependent on the much more robust code-tracking threshold, but data demodula-
tion is impossible when carrier tracking is open in an aided receiver. Even if carrier 
tracking is sustained, the bit error rate may be excessive for the lower (C/N0)eff,dB 
levels that can be sustained with tightly coupled external aiding. For modernized 
signals, the pilot component tracking will be at an even lower sustained tracking 
level than for the traditional Costas (data) components tracking owing to squaring 
loss and lower jitter tolerance of the Costas PLL. This tracking mode also gains 
added benefits from the use of a pilot component because the code DLL filter can 
also be coherent with no squaring loss so long as the carrier loop is closed in PLL. 
However, sustained receiver operation at levels where data demodulation cannot 
be achieved reliably will gradually deteriorate navigation accuracy unless current 
navigation data can be received by another means.

The most significant improvement against wideband jammers is obtained with 
the use of a controlled reception pattern antenna (CRPA). The CRPA can provide a 
small amount of additional gain toward the satellites plus a significant amount of 
attenuation (gain nulls) toward a finite number of jammers (N − 1 jammers if the 
CRPA contains N antenna elements).

The above strategies (external velocity aiding and a CRPA) significantly im-
prove (lower the value of) the receiver tracking threshold, (C/N0)eff,dB. Figure 9.1 il-
lustrates the corresponding improvement in (J/S)dB performance as a function of re-
ceiver tracking threshold, (C/N0)eff,dB for L1 C/A and the pilot components of both 
L2 C (L2 CL) and L5 Q5, assuming a BLWN null-to-null jammer customized to 
each signal. Figure 9.2 shows the same thing for L1 P(Y) and the pilot component 
of L1 M (TDDM). It is important in both figures to recognize that the performance 
difference should not be based on the assumption that all signals have the same  

Figure 9.1  (J/S)dB as a function of tracking threshold for L1 C/A, L2 CL and L5 (Q5) signals.
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(C/N0)eff,dB tracking threshold. Keep in mind that, because of the pilot components 
in the modernized signals, the actual carrier and code tracking thresholds are supe-
rior to the Costas tracking of the traditional signals if the minimum received signal 
power is comparable.

Tolerable jamming (tolerable JdB) is a better way than (J/S)dB to compare re-
ceiver jamming performance when there are multiple levels of minimum received 
signal power involved in the comparison. The equation for tolerable JdB is simply

	 ( ) ( )dBW = ( )dBtolerable J J S CdB Ri dB
+ 	 (9.23)

Table 9.7 compares the receiver tolerable JdB performance for L1 C/A, P(Y) and 
M code signals plus L2 CL and L5 Q5 signals for the same three types of jamming 

Figure 9.2  (J/S)dB as a function of tracking threshold for P(Y) and M (TDDM) signals.

Table 9.7  Tolerable Jamming Performance Comparisons with Appropriate Q
Signal/Jammer 

Type Tolerable JdB (dBW), [Q (Dimensionless)]

PRN code C/A P(Y) L1 M (TDDM) L2 CL L5 Q5

Rc (chips/s) 1.023 × 106 10.23 × 106 5.115 × 106 1.023 × 106 10.23 × 106

Modulation type BPSK-R(1) BPSK-R(10) BOCs(10,5) BPSK-R(1) BPSK-R(10)

(CRi )dB (dBW) −158.5 −161.5 −161.0 −163.0 (IIR,IIF) −157.9 (IIF)

Wideband 
null-to-null 

−117.5 [2.2] −110.6 [2.2] −97.9 [7.2] −112.0 [2.2] −96.8 [2.2]

Wideband matched 
spectrum

−119.2 [1.5] −112.3 [1.5] −100.4 [4.0] −113.7 [1.5] −98.6 [1.5]

Narrowband at 
spectral peak(s)

−121.0 [1.0] −114.0 [1.0] −102.8 [2.3] −115.4 [1.0] −103.3 [1.0]
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(wideband, matched spectrum, and narrowband), using the values for (J/S)dB and 
(CRi)dB from Table 9.4. 

This comparison example reveals a more realistic (larger) separation between 
the actual threshold jammer power levels that differ more than the J/S metric indi-
cates if there is more received signal power in one signal than another. For example, 
the M code receiver outperforms the P(Y) code receiver by 12.7, 11.9, and 11.2 dB 
for BLWN, matched spectrum and narrowband jammers, respectively. Likewise, 
L5 Q5 outperforms L1 C/A by 20.7, 20.6, and 17.7 dB as well as L2C(CL) by 
15.2, 15.1, and 12.1 dB for BLWN, matched spectrum and narrowband jammers, 
respectively. The irony here is that the L5 pilot component is only 0.6 dB stronger 
than L1 C/A, but the L5 pilot tracking loop significantly outperforms the Costas 
L1 C/A tracking loop because the L5 pilot tracking loop has twice the PLL noise 
jitter tolerance plus it has zero squaring loss in the threshold area. In the case of the 
L5(Q5) to L2 CL comparison, the higher received signal power of L5 Q5 is solely 
responsible for its superior tolerable JdB.

Figure 9.3 depicts the tolerable JdB performance as a function of (C/N0)eff,dB 
for L1 C/A and the pilot components of L2 CL and L5 Q5 for the third-order PLL 
tracking mode assuming BLWN null-to-null jammers customized to each signal. 
Figure 9.4 shows the same thing for L1 P(Y) and the pilot component of L1 M. 
In both figures, it would be incorrect to compare the tolerable JdB performance by 
simply inspecting the same vertical axis intersections (i.e., using the same tracking 
threshold for every signal). Instead, determine the actual tracking threshold associ-
ated with each signal and then make the comparison. 

Figure 9.3  Tolerable JdB as a function of tracking threshold for L1 C/A, L2 CL and L5 Q5 signals.
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9.2.2.3  Computing RF Interference Signal Levels

Even though the J/S performance of a GNSS receiver sounds impressive when the 
ratio is reported in decibels, it becomes less impressive when the actual jammer 
signal power at the antenna input that disrupts the receiver tracking is considered. 
This is because the GNSS signal power received at the antenna input is so small. To 
demonstrate how little jammer power is required at the input of a GNSS receiver 
to disable it when the receiver J/S performance in units of decibels has been deter-
mined, the following equation is required

	 ( ) ( ) ( ) ( ) ( )r r r Ri dBdB dB dB dB
J S J S J C= − = − 	 (9.24)

where (Jr)dB = antenna input (incident) jammer power (dBW) and (Sr)dB = (CRi)dB = 
antenna input (incident) signal power (dBW)

Rearranging (9.24)

	 ( ) ( ) ( )/  dBW( )r Ri dB dBdBdB
J J S tolerable JC= + = 	

and since (Jr)dB = 10 log10 Jr, then the total power in watts at the antenna input at 
the receiver threshold jamming level is

	 ( )

( )
/ ( )   

10 1010 10 W
Ri dBdB dBJ S C tolerable J

rJ
+

= = 	 (9.25)

Using the tolerable JdB = −117.5 dBW for the C/A code signal in the previous 
section where (CS/N0)eff,dB = 27 dB-Hz, (CRi)dB = −158.5 dBW and (J/S)dB = 41 dB 

Figure 9.4  Tolerable JdB as a function of tracking threshold for P(Y) and M (TDDM) signals.
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for a band-limited white noise (BLWN) null-to-null jammer, the incident jammer 
power is determined from (9.25) as follows:

	
117.5

121010 1.76 10 WrJ
−

−= = × 	

So this demonstrates that for the FRPA design assumed in the previous section, less 
than 2 pW of incident BLWN interference power is required to disable a C/A code 
signal receiver with a moderate (J/S)dB performance of 41 dB.

Table 9.8 depicts the extremely small disabling incident power using the toler-
able J performance examples from Table 9.7 (including the associated J/S perfor-
mance examples from Table 9.4 for easy comparison). Table 9.8 clearly illustrates 
how much more robust are the modernized signals than original signals in the 
presence of jamming. By inspection of the Table 9.8 entries, the small powers at 
the antenna input that disable the unaided GNSS receiver provides sobering insight 
into unaided GNSS receiver antijam performance. Recall that in all of these case 
examples it was assumed that the antenna gain pattern provided an additional 3-dB 
loss to the jammer power because it was assumed that it was arriving at a lower 
antenna elevation angle entry point than the GNSS signals. 

9.2.2.4  Computing Range to RF Interference

Usually, the receiver operating range from the source of the RF interference is de-
sired given the effective isotropic radiated power (EIRP) of the interference source. 
(Refer to Appendix C for greater insight into free-space propagation loss.)

The formula for the link budget for the transmitted jammer power up to the 
antenna input is given by

	 ( ) ( ) ( )dB r dB p dBEIRP J L= + 	 (9.26)

where

Table 9.8  Disabling Incident Power with Corresponding (J/S)dB Performance
Signal/Jammer Type Disabling incident power (pW), [(J/S)dB (dB)]

PRN code C/A P(Y) L1 M (TDDM) L2 CL L5 Q5

Rc (chips/s) 1.023 × 106 10.23 × 106 5.115 × 106 1.023 × 106 10.23 × 106

Modulation type BPSK-R(1) BPSK-R(10) BOCs(10,5) BPSK-R(1) BPSK-R(10)

(CRi )dB (dBW) −158.5 −161.5 −161.0 −163.0 (IIR,IIF) −157.9 (IIF)

Wideband 
null-to-null 

1.8 [41.0] 8.8 [50.9] 164.1 [63.2] 6.4 [51.0] 205.0 [61.1]

Wideband matched 
spectrum

1.2 [39.3] 5.9 [49.2] 91.2 [60.6] 4.3 [49.3] 139.8 [59.4]

Narrowband at 
spectral peak(s)

0.8 [37.5] 4.0 [47.5] 52.4 [58.2] 2.9 [47.6] 93.2 [57.6]
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(EIRP)dB = Effective isotropic radiated power of the jammer
= (Jt)dB + (Gt)dB 

(Jt)dB = jammer transmit power into its antenna (dBW)
= 10 log10 Jt (Jt expressed in W)

(Gt)dB = jammer transmitter antenna gain (dBic)

(Jt)dB = incident (received) jammer power (dBW)
= 10 log10 Jr (Jr expressed in W)
= tolerable JdB for computing tolerable range to jammer

(Lp)dB = jammer power propagation loss (dB)

This link budget does not include what happens after the jammer signal arrives 
at the receiver antenna input. That is taken care of by the equation that computes 
(J/S)dB for the receiver. 

If the jammer propagation path is air-to-air, air-to-ground or ground-to-air, 
then the free-space propagation loss equation can be used as a good approxima-
tion, so 

	 ( )
2

10

4
10 logp dB

j

d
L

π

λ

 
=  

  	 (9.27) (see Appendix C)

where d = range to jammer (m) and λj = wavelength of jammer frequency (m).  If the 
jammer propagation path is ground-to-ground, then modeling the jammer propaga-
tion loss is considerably more complex. Several ground-to-ground models for this 
case will be described later.

Assuming an essentially free-space jammer propagation path, a case example 
computation is provided for L1 C/A code signal and a BLWN null-to-null jammer. 
Assume that the jammer transmitter power Jt = 2W, so (Jt)dB= 10 log10 2 = 3.0 dBW, 
and the jammer antenna is RHCP with gain (Gt)dB = 3 dBic. Then (EIRPj)dB = 6 
dBW and the effective isotropic radiated power is EIRPt = 100.6 = 4.0W. Since the 
jammer frequency is in-band, the jammer carrier wavelength, λj, will be assumed 
to be centered at L1. It is further assumed that the jammer carrier frequency is 
modulated by a white noise signal, then band-limited to about 2 MHz to become 
a null-to-null BLWN jammer. Using (Jr)dB = tolerable J = –117.5 dBW from Table 
9.7 for the null-to-null BLWN case example of the L1 C/A signal, the line-of-sight 
range to the antenna at which the case example receiver reaches its loss of track 
threshold can now be determined from (9.28) rearranged to solve for the propaga-
tion loss as follows:

	
( ) ( ) ( ) ( ) ( )     (dB)

6 117.5 123.5 dB
p dB t dB t dB r dB dBL J G J EIRP Tolerable J= + − = −

= + =
	

Next, solve the free-space propagation equation for the range, d, as follows:
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This distance equation is the free-space range from the receiver antenna in-
put to the jammer transmitter antenna output. This is the distance required to at-
tenuate the jammer’s power level to the power level corresponding to the tracking 
threshold level of the receiver case example. In this case example, it computes the 
free-space range between the jammer antenna and the receiver antenna that attenu-
ates the jammer power, 6 dBW (4W), by 123.5 dB so that the arrival power level 
at the L1 C/A code signal receiver is its tolerable J level, −117.5 dBW (1.8 pW). 
Computing this range in kilometers by dividing the previous equation by 1,000 and 
then converting this range to nautical miles, obtains

	

)  123.5(
20 2010 0.1903 10

22.7 km (12.2 nmi)
4000 12566.377

dBEIRP Tolerable J

jd
λ

π

−

⋅
= = = 	

Table 9.9 illustrates the tolerable JdB distance to the jammer for all case ex-
amples of Table 9.7, including all three types of jammers, assuming each jammer 
signal is RHCP and has an (EIRP)dB of 6 dBW (4W) of power. Note that the nar-
rowband jammer is the most effective (lowest Q) for a given power, but it is also 
the easiest (least expensive antenna and receiver design) to mitigate.

Figure 9.5 depicts the free-space range to a wideband null-to-null jammer in 
kilometers as a function of EIRP in watts for the case examples of L1 C/A, L2 CL 
and L5 Q5 signals. Figure 9.6 shows the same for the case examples of P(Y) and 
M (TDDM) signals.

For ground-to-ground jammer paths the jammer signal experiences consider-
ably more path loss than for free-space owing to varying ground attenuation ef-
fects. The variables are so unpredictable that exact path loss prediction (without 
experimental data in the actual ground area of operation) is virtually impossible. 

Table 9.9  Tolerable J Distance to 4-W Jammer, Assuming Free-Space Propagation
Signal/Jammer 

Type Distance, km (nmi)

PRN code C/A P(Y) L1 M (TDDM) L2 CL L5 Q5

Rc (chips/s) 1.023 × 106 10.23 × 106 5.115 × 106 1.023 × 106 10.23 × 106

Modulation type BPSK-R(1) BPSK-R(10) BOCs(10,5) BPSK-R(1) BPSK-R(10)

(CRi )dB (dBW) −158.5 −161.5 −161.0 −163.0 (IIR,IIF) –157.9 (IIF)

Wideband 
null-to-null 

22.7 (12.2) 10.2 (5.5) 2.4 (1.3) 15.4 (8.3) 2.8 (1.5)

Wideband 
matched spectrum

27.6 (14.9) 12.4 (6.7) 3.2 (1.7) 18.7 (10.1) 3.4 (1.8)

Narrowband at 
spectral peak(s)

33.8 (18.2) 15.2 (8.2) 4.2 (2.3) 17.8 (9.6) 3.1 (1.7)
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However, an empirical model can provide a proxy for estimating typical ground-
to-ground path loss. Okumura and Hata [7] published their combined results for 
use in mobile communications. Okamura obtained extensive mobile communica-
tions data from controlled field experiments in urban, small to medium city, large 
city, suburban and open country environments. The parameters of his extensive 
data included: (1) frequencies in the 150 to 1,500 MHz; (2) distances of 1 to 20 
km; (3) base station antenna heights ranging from 30 to 200m; and (4) mobile an-
tenna heights ranging from 1 to 10m. Hata used this data to develop an empirical 

Figure 9.5  Free-space range to wideband null-to-null jammer as a function of EIRP for L1 C/A, L2 
CL, and L5 Q5 signals.

Figure 9.6  Free-space range to wideband null-to-null jammer as a function of EIRP for P(Y) and M 
(TDDM) signals.
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model of propagation loss for an urban environment of the form (L)dB = A + B 
log10(d[km]), then added corrections to the urban model for the remaining environ-
ments. Later, Mogensen et al. [8] modified the Hata urban model. The Modified 
Hata urban model increases the path loss based on experimental observations in 
the 1,500 to 2,000-MHz frequency band, but no changes were made to the correc-
tion models. Keeping in mind the parameter ranges used to obtain these empirical 
models, the Modified Hata model is more suitable for path loss predictions in the 
L1 and higher frequency L-bands, while the original Hata model remains more 
suitable for L2 and lower frequency L-bands. The original Hata path loss equation 
in decibels for an urban area (most suitable for L2 and lower frequencies) is

	
( ) ( )

( ) ( ) ( )
2 10 10

10 10

( ) 69.55 26.16 log [MHz] 13.82 log [ ]

[ ] 44.9 6.55 log [ ] log [ ]

p dB base

mobile base

L f h m

a h m h m d km

= + ⋅ − ⋅

 − + − ⋅ ⋅ 
	 (9.28)

The modified Hata path loss equation for an urban area most suitable for L1 
and higher frequencies, modifies only the first two terms of the Hata model as 
follows

	
( ) ( )

( ) ( ) ( )
1 10 10

10 10

( ) 46.3 33.9 log [MHz] 13.82 log [ ]

[ ] 44.9 6.55 log [ ] log [ ]

p dB base

mobile base

L f h m

a h m h m d km

= + ⋅ − ⋅

 − + − ⋅ ⋅ 
	 (9.29)

where

f [MHz] = transmission frequency (MHz);

hbase [m] = height of the base (transmitter) antenna (m);

d [km] = distance between base and mobile antennas (km);

a(hmobile[m])= correction for height of the mobile antenna (dB).

There are two mobile antenna height correction equations. The correction for 
mobile antenna height for a small to medium city is

	
( ) ( )

( ) ( )
10

10

[ ] 1.1 log [ ] 0.7 [ ]

                       0.8 1.56 log [ ]  dB

mobile mobilea h m f MHz h m

f MHz

=  ⋅ −  ⋅ + 
− ⋅

	 (9.30)

and the correction for mobile antenna height for a large city for f [MHz] ≥ 400 
MHz is

	 ( ) ( ) ( )2

10[ ] 3.2 log 11.75 [ ] 4.97 dBmobile mobilea h m h m= ⋅ ⋅ − 	 (9.31)

where hmobile[m] = mobile antenna height (m).
Hata also provided correction terms for all other operating environments. Mo-

gensen et al. did not change any of these correction terms. For a suburban area, 
LpN, is corrected as



9.2  Interference 	 575

	 ( )2
10( ) ( ) 2[log ( [ ] / 28)] 5.4 dBsN dB pN dBL L f MHz= − −  	 (9.32)

where N = 1 or 2 as appropriate for f[MHz], and for an open area, LpN is corrected 
as

	 ( )

2
10

10

( ) ( ) 4.78 (log [ ])

                 18.33 log [ ] 40.94 dB

oN dB pN dBL L f MHz

f MHz

= − ⋅ +

⋅ −  	 (9.33)

As a computational example for the L1 C/A code signal using (9.29), the Modi-
fied Hata equation will be used assuming tolerable J = −117.5 dBW (determined 
earlier), jammer power (EIRP)dB = 6 dB, that is, the same 4W BLWN jammer used 
for the free-space range to jammer computation example, mobile antenna height 
of 1.5m, and base antenna height of 30m. Further assumed is the urban area of a 
small to medium size city, so the correction equation for antenna height (9.30) is 
used. The problem is solved piecewise, beginning with (9.30), as follows
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( ) ( )
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Note for this case example the significant increase in the over ground jammer 
signal attenuation resulting in a much shorter range of 0.50 km (0.27 nmi) as com-
pared to the free-space jammer range of 22.7 km (12.2 nmi).

Table 9.10 summarizes the range to jammer distances for all five case examples 
for this over ground example assuming three different types of jamming.

Figure 9.7 depicts the over ground range in kilometers to a wideband null-to-
null jammer as a function of EIRP in watts for the case examples of L1 C/A, L2 CL 
and L5 Q5 signals. Figure 9.8 shows the same for the case examples of P(Y) and M 
(TDDM) signals. Note the significant improvement in range to jammer for the over 
ground case due to attenuation of the jammer power by the ground. 

Sklar [9] used the following equation if the path loss characteristic changes en 
route  

	 ( )0 10
0

10log dBG

d
L L n X

d

 
= + ⋅ +  

	 (9.34)

where



576	���������������� GNSS Disruptions

L0 = path loss up to d0 (dB);

n = path loss factor (typically 2 or higher) beyond d0 (dimensionless);

0

d
d

 = ratio of d (distance beyond d0) to d0 where both are in meters (dimensionless);

XG = constant to account for other known (e.g., system) losses (dB).

Sklar also used a popular air-to-air path loss model that is basically the same 
equation as the free space model but modifies the square loss exponent using a 
larger value than 2.

9.2.2.5  Vulnerability of C/A Code Signal to CW Interference

The range-to-jammer case examples in the previous section assumed that the qual-
ity factor Q holds up uniformly for CW as well as for other (wider) narrowband 

Table 9.10  Tolerable J Distance to 4-W Jammer, Assuming over Ground Propagation in an Urban 
Area of a Small to Medium City
Signal/Jammer Type Distance, km (nmi)

PRN code C/A P(Y) L1 M (TDDM) L2 CL L5 Q5

Rc (chips/s) 1.023 × 106 10.23 × 106 5.115 × 106 1.023 × 106 10.23 × 106

Modulation type BPSK-R(1) BPSK-R(10) BOCs(10,5) BPSK-R(1) BPSK-R(10)

(CRi )dB (dBW) −158.5 −161.5 −161.0 −163.0 (IIR,IIF) −157.9 (IIF)

Wideband 
null-to-null 

0.496 (0.268) 0.315 (0.170) 0.137 (0.074) 0.458 (0.247) 0.176 (0.095)

Wideband matched 
spectrum

0.554 (0.299) 0.352 (0.190) 0.162 (0.087) 0.511 (0.276) 0.197 (0.106)

Narrowband at 
spectral peak(s)

0.622 (0.336) 0.395 (0.213) 0.190 (0.102) 0.574 (0.310) 0.221(0.119)

Figure 9.7  Over ground range to wideband null-to-null jammer as a function of EIRP in small to 
medium city urban area for L1 C/A, L2 CL, and L5 Q5 signals. 



9.2  Interference 	 577

interference. In particular, the GPS L1 C/A code signal is more vulnerable to the line 
spectrum of CW interference than to wider narrowband interference. This is due to 
the fact that GPS C/A spreading code is a Gold code with a short 1-ms period (i.e., 
the PRN sequence repeats every 1 ms). Therefore, the C/A code signal (neglecting 
the navigation data) has a line spectrum with lines that are 1 kHz apart [10]. The 
adoption of a secondary short synchronization code, called the Neuman-Hofman 
code, is one among many GNSS signal synthesis innovations that plays an impor-
tant role on spectral separation, bit synchronization, and narrowband interference 
protection at the receiver end [11].

Although it is typical for each line in the C/A code signal power spectrum to 
be −24 dB or more negative with respect to the total power, there are some lines 
in every C/A code signal that provide less attenuation (i.e., stronger than −24 dB). 
The C/A code signal line spectrum characteristic is inferior to a maximum length 
PRN sequence with the same number of shift register bits [12]. As a result, a CW 
jammer can mix with a strong C/A code signal line and leak through the correlator. 
Table 9.11 summarizes the worst line frequency and the worst-line (strongest) am-
plitude for all 37 original PRNs of the GPS C/A code signal [13]. The modernized 
GPS satellites, QZSS satellites, and satellite-based augmentation system GEO satel-
lites have many more C/A code PRN numbers. This table is shown to demonstrate 
typical levels of worst lines and the fact that they occur at various line numbers. It 
should be recognized that even the weaker C/A code signal spectral lines are not 
very robust against any CW jamming that aligns with any line. This leak-through 
problem (CW momentarily matching a C/A code signal spectral line) causes a tran-
sient increase in CW effectiveness in comparison with the norm. These transient 
CW phenomena usually cause more of a problem during C/A code signal search 
and acquisition modes than during tracking modes. 

If the receiver has a CW jammer detector, this can provide a warning that spe-
cial (time-consuming) search measures must be taken such as increasing the search 

Figure 9.8  Over ground range to wideband null-to-null jammer as a function of EIRP in small to 
medium city urban area for P(Y) and M (TDDM) signals.
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dwell time and adjusting the search detector parameters for best C/A code signal 
search operation in the presence of CW. The modernized signals with lower chip-
ping rates such as L2C have design features that minimize this vulnerability. The 
line spectra of higher chipping rate signals such as L5, P(Y), and M signals have 
lines each having much lower power, and spaced more closely, so that they essen-
tially take on attributes of continuous spectrum, so these signals do not exhibit this 
vulnerability.

Even if an adaptive antenna array or temporal filtering are used to reduce CW 
interference to the thermal noise level, there remains a vulnerability of C/A code 
signal to CW interference. The thermal noise floor can be determined from the fol-
lowing equation

	 ( ) ( )0 1010log ( ) dBWt fedB dB
N N B= + 	 (9.35)

where Bfe = receiver front end bandwidth (Hz).
Assume that the C/A code signal receiver is a narrow correlator design with a 

15-MHz bandwidth. Substituting the thermal noise density, (N0)dB, value from the 
example in Section 9.2.2.2 into (9.36) yields

	 ( ) 204.3 71.76 132.5 dBWt dB
N = − + = − 	

Table 9.11  Worst Line for Each of the 37 Original GPS C/A Codes
C/A Code 
PRN 
Number

Worst-Line 
Frequency 
(kHz)

Worst-Line 
Amplitude 
(dB)

C/A Code 
PRN 
Number

Worst-Line 
Frequency 
(kHz)

Worst-Line 
Amplitude 
(dB)

1 42 −22.71 20 30 −22.78

2 263 −23.12 21 55 −23.51

3 108 −22.04 22 12 −22.12

4 122 −22.98 23 127 −23.08

5 23 -21.53 24 123 −21.26

6 227 −21.29 25 151 −23.78

7 78 -23.27 26 102 −23.06

8 66 -21.5 27 132 −21.68

9 173 −22.09 28 203 −21.73

10 16 −22.45 29 176 −22.22

11 123 −22.64 30 63 −22.14

12 199 −22.08 31 72 −23.13

13 214 −23.52 32 74 −23.58

14 120 −22.01 33 82 −21.82

15 69 −21.9 34 55 −24.13

16 154 −22.58 35 43 −21.71

17 138 −22.5 36 23 −22.23

18 183 −21.4 37 55 −24.13

19 211 −21.77 — — —
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If an adaptive antenna array or temporal filter takes the CW interference down 
to this thermal noise floor, then (Jr)dB = (Nt)dB. Substituting this into (9.26) and us-
ing the minimum received L1 C/A code signal received power (Sr)dB = –158.5 dBW 
gives

	( ) ( ) ( ) ( ) ( ) ( )132.5 158.5 26.0 dBr r t RidB dB dB dB dB
J S J S N C= − = − = − − − = 	

This would not be a problem for most unaided C/A code signal receiver designs 
if the source were wideband noise RF interference or even narrowband RF interfer-
ence if the bandwidth were, say, 10 kHz or wider. However, CW interference at this 
level could cause problems with the C/A code signal receiver because of the leak-
through phenomena described earlier. For example, compare (J/S)dB = 26 dB with 
the worst-case leak-through levels shown in Table 9.11. If the C/A code signal re-
ceiver were a standard correlator design, then Bfe = 1.7 MHz and (J/S)dB decreases 
to 16.5 dB. Obviously, increasing the receiver front-end bandwidth increases the 
intrinsic vulnerability of C/A code signals to CW interference.

A C/A code (Gold code) signal jammer can also be a problem for this same 
situation because temporal side lobes are produced. In both cases, the problem is 
more serious during C/A code signal search and acquisition modes than for track-
ing modes.

9.2.2.6  Effects of RF Interference on Code Tracking

The effect of RF interference on code tracking is different from its effect on signal 
acquisition, carrier tracking, and data demodulation. While the latter three func-
tions depend on the output signal-to-noise-plus-interference ratio (SNIR) at the 
output of a prompt correlator, as described in Section 9.2.2, code tracking relies 
on the difference between an early correlator and a late correlator, as described in 
Section 8.7.

The interference considered here is modeled as Gaussian and zero-mean, but 
not necessarily having a white (flat) spectrum. The analysis assumes that the re-
ceiver front end does not saturate or respond nonlinearly in some other way to 
the interference, as discussed in Section 8.3, and that there is no multipath, so that 
code tracking errors are caused by noise and interference. While the effects of white 
noise on code tracking error are considered in Section 8.7, this section evaluates 
the effect of nonwhite interference that produces additional random, zero-mean, 
code tracking error. The effect of interference is quantified in terms of the standard 
deviation of the code tracking error.

As described in Section 8.7, there are many different designs for discriminators 
and tracking loops, and interference may have different effects on each. However, a 
lower bound on the code tracking error has been developed that is independent of 
code tracking circuit design, yet is a tight bound in the sense that it provides reason-
ably accurate predictions of code tracking performance for well-designed tracking 
circuits. This lower bound (in units of seconds) is given by [14]
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where the code-tracking loop has a (one-sided) equivalent rectangular bandwidth 
of Bn Hz that is much smaller than the reciprocal of the correlation integration 
time, the power spectral density of white noise and any spectrally flat interference 
is N0 W/Hz, and the nonwhite component of the interference has power spectral 
density CιSι(f ) W/Hz, with normalized power spectral density ( ) 1,S f dfι

∞

−∞
=∫  and 

interference power over infinite bandwidth of Cι W (the aggregate interference car-
rier power and power spectral density may result from the aggregation of multiple 
interfering signals). The signal component being tracked has power spectral density 
SS(f ) normalized to unit power over infinite bandwidth, ( ) 1sS f df

∞

−∞
=∫ , and Cs is 

the recovered desired signal power, also defined over an infinite bandwidth, so that 
the signal has a carrier power to noise density ratio of  Cs/N0 Hz, in white noise. 
The ratio of interference power to signal power is Cι/Cs It is assumed that the power 
spectral densities are symmetric about f = 0. Precorrelation filtering in the receiver is 
approximated by an ideal filter with linear phase and rectangular passband having 
total bandwidth βr Hz.

Now consider a code-tracking loop whose discriminator uses coherent early-
late processing, where the carrier phase of the reference signal tracks that of the 
received signal, so that the in-phase or real outputs of early and late correlations 
drive the discriminator, with early-to-late spacing of D spreading code periods. Us-
ing the same notation and assumptions as in (9.36), the standard deviation (in units 
of seconds) for the coherent early-late processing (CELP) in interference is [14] 
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The second line in (9.37) shows that the code tracking error is the root-sum-
squared of a term that only involves the signal in white noise, and a term that 
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involves the spectra of the interference and the desired signal, scaled by the ratio of 
interference power to signal power.

In the limit as D becomes vanishingly small (in practice, how small D needs to 
be depends upon the specific spectra of signal and interference; examination of the 

Taylor series expansions shows that the criterion 
r

2 3
1.1cDT β

π
<< ≅  is sufficient 

but not always necessary), the trigonometric expressions in (9.37) can be replaced 
by Taylor Series expansions around D = 0, and (9.37) becomes
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is the RMS bandwidth of the signal computed over the precorrelation bandwidth 
and χιs is the code tracking spectral separation coefficient (SSC) defined by
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which includes a frequency-squared weighting in the integral that is not found in 
the SSC used for correlator output SNR defined in (9.8).

The expression (9.38) shows that neither the output SNIR nor merely the RMS 
bandwidth of the modulation is sufficient to describe code-tracking accuracy for 

CELP; instead the quantity 2
s

s s

C

C
ι ιχ

β
 is needed. When this quantity is small, CELP 

with small early-late spacing approaches the lower bound on code-tracking error. 
The interference spectrum affects code-tracking accuracy in a fundamentally 

different way from the way it affects effective C/N0. The frequency-squared weight-
ing inside the integral in (9.40) indicates that interference power away from the 
center frequency can have much greater effect on code-tracking accuracy than on 
effective C/N0, which has no such frequency-squared weighting. 

In many applications, early-late processing uses the power difference between 
early and late taps, rather than relying on phase locked loop (PLL) tracking in the 
carrier tracking loop to support coherent delay locked loop (DLL) processing in the 
code tracking loop. The code tracking error for the resulting noncoherent early-late 
processing (NELP) is [14]
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that reveals the same behavior of NELP that is well-known for infinite front-end 
bandwidth and white noise—the standard deviation of NELP code tracking error is 
the product of the standard deviation of CELP code tracking error and a squaring 
loss that is greater than unity, but approaches unity as the signal power increases 
relative to both the white noise level and the interference power.

In the limit as D becomes vanishingly small, the trigonometric expressions in 
(9.41) can be replaced by Taylor series expansions around zero, and (9.41) becomes
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where η is the fraction of signal power passed by the precorrelation bandwidth,
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and κιs is the SSC describing the effect of interference on correlator output SNR, 
defined in (9.8).

Clearly, quantifying the effect of interference on code tracking accuracy is dif-
ferent and more complicated than evaluating its effect on signal acquisition, carrier 
tracking, and data demodulation. Not only does the effect depend on the spectra 
of signal and interference and on the precorrelation filter, but also on details of the 
discriminator design and the bandwidth of the code tracking loop. 

As an example, consider narrowband interference centered at ±fι, whose spec-
trum is modeled as Sι (f) = 0.5[δ(f + fι) + δ (f – fι)], where δ(·) is the Dirac func-
tion having infinite amplitude, vanishing width, and unit area. Substituting for this 
interference power spectral density in the code tracking SSC (9.40), assuming the 
interference is within the precorrelation bandwidth, yields 

	 ( )2
s sf S fι ι ιχ = 	 (9.44)
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The lower bound on code tracking accuracy with narrowband interference is 
obtained by substituting the interference spectrum into (9.36), yielding
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This result shows that optimal code tracking in narrowband interference pro-
duces the same code tracking error as with no narrowband interference. It is readily 
shown that this processing is closely approximated by narrowband excision fol-
lowed by CELP with very small early-late correlator spacing.

When narrowband excision is not employed and NELP is used, the effect of 
narrowband interference is obtained using (9.42) and (9.38), assuming small early-
late spacing, 

	
( ) ( )1 2

NELP, 0 2
20

0

1
1 .

2
s sn s

D
s ss s s

f S f S fB C C
C CN C T T
N C

ι ι ιι

ι

σ
πβ β η η

−

→

 
      ≅ + + +         
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Figure 9.9 plots (9.45) and (9.46) for four different modulations, calculated 
with Bn of 0.1 Hz, (Cs/N0)dB of 30 dB-Hz, (Cι/Cs)dB of 40 dB, precorrelation band-
width of 24 MHz, correlation integration time of 20 ms, and very small early-late 
spacing. The results for NELP approach the lower bound for certain interference 
frequencies. Interference ve‑ry near band center degrades NELP code tracking ac-
curacy less than interference further away from band center. The oscillatory behav-
ior of the NELP error for BPSK-R(1) and BOC(1,1) demonstrates that narrowband 
interference away from band center can have the same effect on code tracking error 
as interference nearer to band center, reflecting the frequency-squared weighting 
in (9.40). The result for NELP BPSK-R(10) shows that the maximum error occurs 
when the narrowband interference is placed half way between the spectral peak at 
band center, and the first spectral null at 10.23 MHz.

9.2.3  Interference Mitigation

In addition to optimizing the designs of the unaided (stand-alone) GNSS receiver for 
robust performance in the presences of RFI, the following specific interference types 
and mitigation techniques should be recognized and the use of mitigation counter-
measures should be considered: (1) adjacent-band interference from ground-based 
transmitters [3] that can only be mitigated by extreme front-end stopband filtering 
techniques; (2) colocated transmitter harmonic interference requiring signal blank-
ing during transmissions; (3) narrowband interference that can be mitigated by 
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various signal processing techniques prior to the carrier wipe-off stage as described 
in Section 9.2.3.1; (4) wideband pulse interference (typically from radars and DME 
transmitters) that can be mitigated by autonomous front-end fast blanking [15] 
and recovery techniques (see Section 9.2.3.1); and (5) wideband matched spectrum 
or Gaussian noise interference that can be mitigated using a CRPA (in place of the 
FRPA) to steer nulls toward jammers and gain toward SVs (see Section 9.2.3.2).

In addition to these controlled design features, operate-through augmentations 
are sometimes required. For examples, an IMU that is intrinsically impervious to 
RFI can continue to navigate, with quadratic position accuracy deterioration (drift) 
as a function of time, and a chip-scale-atomic clock (CSAC) that can continue 
to maintain time with some time accuracy deterioration as a function of time. 
Such operate-through features are essential if total loss of PVT in the presence 
of excessive RFI can have catastrophic consequences. The use of eLoran (a two-
dimensional ground-based PVT system) as an operate-through system has found 
considerable GNSS synergism for some applications because the low frequency of 
eLoran makes it impossible to build a compact RFI antenna plus the much stronger 
received power of eLoran makes it intrinsically more robust to RFI than GNSS. 
Unfortunately, eLoran is not a global navigation system, but is regaining popularity 
in many parts of the world because of its low cost, robustness to RFI and remark-
able accuracy [16].

Figure 9.9  Noncoherent early-late processing (NELP) and lower bound (LB) code tracking error of 
different modulations in narrowband interference, for different frequency interference, with 0 MHz 
corresponding to band center, and 12 MHz corresponding to the edge of the band.
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There are natural barriers to GNSS RFI that limit its effectiveness. RFI can only 
have full effect on a GNSS receiver if it is in the line of sight of the receiver antenna 
and unobstructed. Of course, there is the possibility of RFI being reflected into the 
receiver antenna, thereby taking a nondirect route. The most universal example 
of natural RFI blockage is the Earth’s curvature that blocks most low-elevation 
sources of RFI more than 50 km (27 nmi) away. That is why intentional RFI (jam-
ming) utilizes high elevation for longer-range effectiveness. One example of inten-
tional use of a natural barrier is the military strategy to operate with the handheld 
receiver antenna below ground level in a foxhole that permits visibility of the SVs 
overhead but effectively masks line-of-sight ground-based jammers. An example 
of a coincidental natural barrier is an aviation receiver with the antenna located 
on top of the aircraft. The aircraft body provides some masking of ground-based 
RFI and the gain pattern of the antenna rolls off significantly below the aircraft 
horizon. But this is not a significant barrier against strong ground-based jammers.

9.2.3.1  Mitigating Narrowband and Pulse RF Interference

Since the Q factors (in Table 9.3) for narrowband interference for all GNSS sig-
nals are always much smaller than for wider band interference, this is the most 
lethal form of interference (i.e., more disabling capability for the same amount of 
EIRP from the transmitter). Fortunately, narrowband interference is also the easi-
est to mitigate because it is observable by the receiver when it is above the thermal 
noise level and not harmful to modernized GNSS signals when it is at or below the 
thermal noise level. Reference [17] described and evaluated modern types of nar-
rowband suppression techniques for GPS receivers: overlapped FFT (OFFT), filter 
bank (FB), an extension of OFFT to further reduce the weighting loss of the OFFT, 
and adaptive transversal filter (ATF). The OFFT has the fastest response time, so 
the most likely modernized narrowband suppression will be some form of FFT 
technique.

Various hardware-based techniques have been used in the past and these are 
worthy of further discussion. One of the least complex hardware-based techniques 
uses a nonlinear analog-to-digital converter (ADC) along with digital automatic 
gain control (AGC) to observe (but not suppress) narrowband RFI. This nonlin-
ear ADC technique was originally developed for communications applications by 
Amoroso as reported in [18, 19]. The technique was first adapted for GPS signal 
use by Scott [20]. Scott’s nonlinear ADC adaptation along with his innovation of 
digital AGC to provide interference situational awareness was included in [21, 22]. 
Scott’s nonlinear ADC technique for the GPS L1 C/A signal (equally applicable to 
other GNSS signals) utilizes the fact that the nature of CW interference allows a 
substantial portion of the desired signal to be correlated at and near the peaks of 
the CW signal and it is relatively simple to detect the presence of CW in that signal.

Another hardware-based technique uses a sophisticated application specific in-
tegrated circuit (ASIC) implementation of an ATF that required a 12-bit ADC at 
the low IF output of the receiver. That ASIC was provided as government furnished 
equipment (GFE) to military GPS manufacturers during the development and man-
ufacturing era of the SAASM (Selective Availability/Anti-Spoofing Module). The 
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GFE ASIC design provided more than 70 dB of narrowband interference suppres-
sion. The transversal filter detects the presence of any narrowband energy that ex-
ists above the thermal noise level and suppresses that energy down to the thermal 
noise level. That process also suppresses the signal in those frequency regions, but 
this loss of energy has only a small order effect on the receiver’s tracking perfor-
mance because only a small percentage of the total signal spectrum is suppressed. 
As described in [17], the ATF technique has the least insertion loss but the longest 
response time, so the OFFT (or some suitable form of FFT) technique should be 
considered for modernized applications. 

Modernized approaches to narrowband RFI mitigation use digital signal pro-
cessing in the receiver channels prior to the carrier wipe-off stage are described in 
more detail in Section 8.3. As explained in Section 9.2.2.5, L1 C/A signal receivers 
can still experience acquisition problems with CW interference even if suppressed 
to the thermal noise level due to the strong spectral lines of the C/A signals.

Pulsed interference can be easily mitigated by instant recovery analog design 
techniques by preventing front-end gain compression and saturation with fast 
attack, fast recovery AGC design (consistent with AGC stability criteria). Pulse 
blanking, or the zeroing of the received signal when pulsed interference is detected, 
is a particularly effective mitigation technique [15]. The receiver cannot correlate 
with the signals during these bursts, but the duty cycle of most burst jammers is 
usually so low that correlations take place most of the time, unless gain compres-
sion or saturation is permitted to take place in the front end that results in slow 
recovery back to linear operation. Thus, a well-designed receiver front end renders 
the overall receiver immune to most burst jammers (e.g., a pulse jammer with 50% 
duty cycle blanks out half the received signal power that degrades the (Cs/N0)dB 
by 3 dB, but the duty cycle is usually much smaller). It is relatively inexpensive 
in terms of cost or size, weight and power to build-in pulse jamming mitigation 
features in a receiver, but most commercial receivers do not have such protection.

9.2.3.2  Mitigating Gaussian and Spectrum Matching Wideband Interference

Encrypted GNSS signals such as GPS P(Y) and M, Galileo E1 PRS, or BeiDou B1Q 
signals provide no intrinsic advantage against enemy jamming owing to encryp-
tion. The encryption is there to prevent spoofing, thereby ensuring signal integrity 
and data authentication, by denying access to unauthorized users. The two most 
difficult military jamming threats to mitigate are generally referred to as bandlim-
ited white noise (BLWN) and matched spectrum jammers. Specifically, the BLWN 
jammer threat generates Gaussian noise whose bandwidth is designed to span the 
null-to-null signal spectrum of the target signal. The matched-spectrum jammer 
threat generates the same spectrum characteristics of the target signal spectrum. 
Encryption does not offer any protection against the jammer’s ability to perfectly 
match the encrypted signal power spectrum. For these two types of wideband jam-
mers, there are only three mitigation techniques, given in the order of increasing 
mitigation capability and cost: (1) receiver tracking threshold enhancements; (2) 
external velocity aiding, historically from an inertial measurement unit (IMU); and 
(3) antenna directional gain control, historically from a controlled reception pattern 
antenna (CRPA) [23] that steers deep nulls toward the jammers while providing 
some gain toward the SVs. All three techniques should be used synergistically to 
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achieve maximum jamming robustness. These have been described in more detail 
in Chapter 8, but some additional insight is presented here on the latter two in this 
wideband interference mitigation context. 

Because of improved performance under dynamic stress, there has also been 
increased commercial use of IMU aiding on dynamic platforms. Because the like-
lihood of RFI threats has increased, there are also commercial CRPAs available 
for applications where there is concern that such threats might be encountered. 
In general, the commercial capabilities are less sophisticated than their military 
counterparts.

Historically, IMU aiding for military applications has been of two basic types: 
(1) loosely coupled aiding that permits the weak link of (unaided) carrier tracking 
to be opened while the IMU aiding provides an estimate of the line-of-sight Dop-
pler to each SV with sufficient accuracy that the code tracking loop can continue to 
operate, thereby providing the added tracking robustness of the code loop operat-
ing with minimal dynamic stress; and (2) tightly coupled aiding into the closed car-
rier tracking loop that sustains the carrier tracking loop because dynamic stress has 
been largely removed by the external aiding. The latter provides the highest naviga-
tion accuracy, including the opportunity for the common satellite/IMU navigation 
system to provide on-going calibration of the IMU, as well as retaining the poten-
tial for data demodulation (because the carrier tracking loop is closed). Increased 
jamming causes this mode to give way to the loosely coupled mode (open carrier 
tracking loop) that can still prevent the IMU from drifting, but not good enough for 
calibration. This transition happens when the jamming level exceeds the improved 
carrier-tracking threshold under minimal dynamic stress. When the jamming level 
exceeds the improved code tracking threshold under minimal dynamic stress, navi-
gation reverts to free-inertial mode (IMU drifting), but this is vastly superior to 
losing navigation altogether as in the unaided case. The transitions are determined 
not by the observed loss of the current operating mode (that corrupts the measure-
ments), but by the observation and precise measurement of the jamming level and 
a priori knowledge of when the transition must be made to a more robust mode. 
Tightly coupled IMU aiding is significantly more difficult to properly implement, 
but has demonstrated significant accuracy payoff for smart weapons applications 
where the weapon is approaching jammer threats but sustains the IMU accuracy 
longer. This is because the less accurate loosely coupled operation time becomes 
shorter before the receiver is forced into free-inertial mode. A more robust GNSS 
receiver/IMU coupling technique is ultratight (sometimes referred to as deeply in-
tegrated) and is discussed in detail in Section 13.2.8.3. Sophisticated IMU aiding 
along with superior receiver tracking enhancements have achieved up to 70 dB 
of J/S performance, but lessons have been learned that this falls short of the jam-
ming robustness mark for many military operations. The military solution to the 
required wideband jamming robustness improvement to date has been the use of 
a CRPA that replaces the usual FRPA to provide antenna directional null-steering 
of –30 to –45 dB toward the jammers and gain-steering of 1.5 to 5.0 dB toward 
the SVs. This can improve the total J/S performance by up to 120 dB. The most 
advanced integrated technology that synergistically combines both IMU and CRPA 
techniques is called space-time adaptive processing (STAP) and space-frequency 
adaptive processing (SFAP), the former involving time domain signal processing 
and the latter involving frequency domain signal processing. It is possible to steer 
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nulls toward the jammers without assistance from the receiver, but to steer gain 
toward the SVs requires direction-cosines (or the equivalent). This, in turn, requires 
an attitude and heading reference system for the CRPA, historically from an IMU 
if the platform is not stationary.

The typical military CRPA uses 7 elements and can therefore steer up to 6 nulls 
toward enemy jammers. With so few antenna elements, STAP or SFAP cannot pro-
vide much beam steering (gain) toward each SV. The IMU information can be used 
to minimize the adverse effects of the jammer null-steering process. Obviously, if 
the jammer direction is colocated with the SV direction, that SV will be lost, but 
it is much better to lose that SV than all of the SVs as would be the case with a 
FRPA. Also, the most advanced CRPA signal processing design will first remove all 
narrowband jamming energy by frequency excision techniques from each antenna 
element so as not to lose wideband nulls to narrowband jammers. 

There are also low-cost antenna null-steering techniques that depend on the 
jammers to be ground located (or some a priori known location). One example is 
the analog cancellation technique that senses the jamming energy from a bow-tie 
antenna element with a sector antenna gain coverage at and slightly above the hori-
zon and then subtracts this energy from the FRPA portion of the GPS antenna (with 
overlapping gain coverage) using analog RF techniques. Another technique as-
sumes and senses nonpolarized jammer energy and removes it from the right-hand 
circularly polarized GPS signals. All of these low-cost CRPA techniques expect that 
the enemy will cooperate with the a priori restrictions of the antenna design. Air-
borne jammers are often more vulnerable and difficult to sustain over long periods 
of time, but it should be apparent that these are by far the most effective jammers.

9.3  Ionospheric Scintillation

Irregularities in the ionospheric layer of the Earth’s atmosphere can at times lead 
to rapid fading in received signal power levels [24–26]. This phenomenon, referred 
to as ionospheric scintillation, can lead to a receiver being unable to track one or 
more visible satellites for short periods of time. This section describes the causes of 
ionospheric scintillation, characterizes the fading associated with scintillation, de-
tails the effects of scintillation upon the performance of a GNSS receiver, and lastly 
describes mitigations.

9.3.1  Underlying Physics

The ionosphere is a region of the Earth’s atmosphere from roughly 50 km up to 
several Earth radii where incident solar radiation separates a small fraction of the 
normally neutral constituents into positively charged ions and free electrons. The 
maximum density of free electrons occurs at an altitude of around 350 km above 
the surface of the Earth in the daytime. Most of the time, the principal effect of the 
presence of free electrons in the ionosphere is to impart a delay on the signals (see 
Section 10.2.4.1). However, irregularities in the electron density occasionally arise 
that cause constructive and destructive interference among each signal. Such irregu-
larities are most common and severe after sunset in the equatorial region (within 
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±20° from the geomagnetic equator). High-latitude regions also experience scintil-
lation, which is generally less severe than in the equatorial region, but may persist 
for long periods of time. Scintillation is also more common and severe during the 
peak of the 11-year solar cycle.

9.3.2  Amplitude Fading and Phase Perturbations

In the absence of scintillation, a simplified model for one particular signal as seen 
by a receiver is:

	 ( ) 2 ( )cos( ) ( )r t Ps t t n tω f= + + 	 (9.47)

where P is the received signal power, ω is the carrier frequency (in radians/s), s(t) is 
the normalized transmitted signal, and n(t) is noise.

Scintillation causes a perturbation to both the received signal amplitude and 
phase, and the received signal in the presence of scintillation may be modeled as 
[27]:

	 ( ) 2 ( )cos( ) ( )r t P P s t t n td ω f df= + + +  	 (9.48)

where Pd  is a positive, unitless parameter that characterizes amplitude fading due 
to scintillation, and dφ is a parameter with units of radians that represents phase 
variations due to scintillation. The power fluctuation, δP, is generally modeled as 
following a Nakagami-m probability density function given by:
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with mean value of one and variance of 1/m. The strength of amplitude fading due 
to scintillation is characterized using a parameter referred to as the S4 index, which 
is equal to the standard deviation of the power variation δP:
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m
= 	 (9.50)

Due to the properties of the Nakagami-m distribution, the S4 index cannot 
exceed 2. 

Power fluctuations are highly correlated over short time intervals. Measured 
power spectral densities of scintillation-induced power fluctuations fall off with 
increasing frequency with a level proportional to f–p with p in the range of 2.5 to 
5.5 [24]. The spectral density of the power fluctuations also tends to fall off at 
extremely low frequencies (below around 0.1 Hz). Figure 9.10 shows simulated 
receiver power fluctuations due to strong scintillation (S4 = 0.9).

Phase variations due to scintillation are most commonly modeled as following 
a zero-mean Gaussian distribution:
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with standard deviation sf. Phase variations are highly correlated over short peri-
ods of time, with observed power spectral densities approximately following the 
form Tf –p with p in the range of 2.0 to 3.0 [24] and where T is a strength parameter 
(in units of rad2/Hz).

9.3.3  Receiver Impacts

Scintillation can lead to intermittent GNSS receiver signal tracking outages in two 
different ways. First, if an amplitude fade is of sufficient depth and time duration, 
from a receiver perspective, the desired signal is absent and loss of lock of the code 
and carrier phase tracking loops is inevitable. If the desired signal is being received 
at a very high level, such as 50 dB-Hz, a 20-dB fade is generally tolerable, but a 
much deeper fade will typically cause an outage if the fade persists longer than the 
time constant of the tracking loops. At low signal-to-noise ratios, even a 5–10-dB 
fade can cause a disruption in tracking. Second, strong phase scintillation can cause 
loss of phase lock within the receiver if the phase variations introduce a level of 
dynamics that is greater than the phase lock loop can accommodate (see discussion 
in Section 8.9.

Fortunately, scintillation rarely occurs on all visible satellites simultaneously. 
The irregularities that cause scintillation are not generally present within the iono-
sphere in the vicinity of each of the points where the signals from the visible satel-
lites intersect the ionosphere. Thus, scintillation tends to only impact one or at 
most a few satellites simultaneously.

Both S4 index and phase standard deviation are a function of carrier frequency:

Figure 9.10  Simulated effects of strong scintillation (S4 = 0.9) on received signal level.
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so that, for instance, when fading due to ionospheric scintillation occurs the ob-
served S4 index for a signal on GPS L2 is approximately 1.45 times greater than 
the S4 index for a GPS L1 signal and observed σφ for GPS L2 is approximately 1.28 
times greater than for GPS L1. The implication of this carrier frequency dependency 
is that scintillation would be much more likely to cause outages for GNSS signals in 
lower L-band (1,164–1,300 MHz), than for GNSS signals in upper L-band (1,559–
1,610 MHz), provided that the signals were at similar power levels and with similar 
design features (e.g., with or without pilot components). 

9.3.4  Mitigation

Many of the techniques discussed in Section 9.2.3.2 to mitigate wideband interfer-
ence can be also used to successfully mitigate the impacts of ionospheric scintilla-
tion amplitude fading. These include: (1) receiver tracking threshold enhancements, 
(2) external velocity aiding, for example, from an IMU [28], and (3) beam-forming 
antennas. Reduction of carrier phase tracking loop bandwidths can improve perfor-
mance when scintillation results in deep amplitude fading. However, at times when 
fades are not deep but phase variations are significant due to ionospheric scintilla-
tion, the opposite approach of increasing carrier loop bandwidths can be helpful. 
An adaptive carrier loop design to mitigate ionospheric scintillation impacts is pre-
sented in [29]. Cross-aiding of carrier tracking loops amongst multiple frequency 
signals broadcast from each satellite [30] can also be beneficial since it is somewhat 
rare for deep fades to happen simultaneously on multiple frequencies [31, 32].

Receivers capable of tracking most or all of the GNSS satellites as opposed to 
just a subset of them are more robust against ionospheric scintillation [33] since, 
as noted in Section 9.3.3, scintillation is rarely seen in all directions above the local 
horizon simultaneously.

9.4  Signal Blockage

Signal blockage, also known as shadowing, occurs when propagating electromag-
netic waves encounter physical objects in the direct path between transmit antenna 
and receive antenna. In some cases, such as if only a few leaves are in the path, the 
effect may be negligible. In other cases, such as when a large building is between the 
receiver and the satellite, the electromagnetic waves can be absorbed or reflected, 
introducing such large attenuation that this direct path signal is unusable by even 
the most sensitive GNSS receiver.
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GNSS is being used in an increasingly wide variety of situations, as signals are 
becoming more robust, and receivers are becoming more sensitive. Consequently, it 
is increasingly common for situations to occur where blockage of some type occurs, 
and yet a usable, even if degraded, signal is received. 

Since actual results in specific situations can vary significantly from those pre-
dicted by available models, it is important to employ significant amounts of margin 
in assessing performance. If one is hoping for shadowing of interference, it may be 
important to consider situations where vegetation is sparse or dry, terrain is flat, 
and structures are dry lumber or have ample windows; in these cases, blockage of 
interference may be modest. Conversely, if one is seeking signal reception under 
blockage conditions, it may be prudent to plan for situations of dense and wet 
vegetation, significant hills or mountains, and structures having walls and ceil-
ings of thick concrete and steel; in these cases, blockage of desired signals may be 
significant.

This section provides guidelines for assessing the effects of signal blockage on 
GNSS signals or sources of interference to a GNSS receiver. Section 9.4.1 considers 
the effects of vegetation, while Section 9.4.2 addresses terrain effects. Finally, Sec-
tion 9.4.3 discusses man-made structures. It is important to recognize that actual 
effects are highly dependent on specific conditions, so the models and results pro-
vided here are only nominal, and not exact. 

9.4.1  Vegetation

Vegetation, which typically consists of a combination of woody branches and 
trunks along with foliage, or leaves, can cause a combination of refraction and dif-
fraction. The result can be three types of effects on received signals:

•• Delay spread, as small-scale multipaths (see Section 9.5);

•• Multiple angles of arrival, as the waves refract around various dense struc-
tures in the vegetation;

•• Attenuation, where the signal undergoes excess attenuation due to absorp-
tion and reflection of energy by the vegetation.

All of these effects vary with type of vegetation, humidity, whether foliage is 
present or not, and whether there is moisture on the vegetation from rain or dew. 

In addition, these effects are time varying when the transmitter or receiver (or 
both) are moving, or when wind-induced motion of vegetation occurs. In particu-
lar, there can be deep amplitude fades and significant carrier phase fluctuations 
over time scales of a fraction of a second, when either the transmitter or the re-
ceiver is moving, and there is vegetation in the path.

An excellent compilation of data and models concerning vegetation effects on 
propagation is provided in [34]. It reports delay spreads of 10 ns or less. For atten-
uation considerations [34] suggests separately addressing horizontal path propaga-
tion (when transmitter and receiver are both below the height of vegetation) and 
slant path propagation (with transmitter or receiver above the height of vegeta-
tion). References [34] and Chapters 2 and 3 of [35] provide more detail on the fol-
lowing discussion, albeit there appears to be an absence of data on angles of arrival 
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effects. This type of effect may depend upon the type of vegetation as well as the 
proximity of the receive antenna to the vegetation.

Empirical models have been developed, where a parametric form is assumed 
and extensive data is taken and then analyzed to determine model parameter values 
that best fit the data. A commonly used empirical model for horizontal path loss in 
decibels is of the form: 

	 (dB)B CL Af d= 	 (9.54)

where A, B, and C are parameters typically determined by fitting data to this para-
metric form. Here, f is the frequency and d is the distance, each with units that vary 
with different models.

The various models summarized in [34] show very different values for these 
parameters. Some show distinctly different values for A depending upon whether 
trees are in-leaf or out-of-leaf, whereas even the sign of B is different in different 
models, with some models suggesting increasing loss with higher frequency, while 
others claiming the opposite. Results in [35] suggest that, at L-band, attenuation 
in decibels due to vegetation with foliage is between 24% and 35% larger than at-
tenuation due to the same vegetation with no foliage. 

The frequency dependence coefficient tends to be small over the range of fre-
quencies used for GNSS signals, with the largest value of B reported as 0.5. Thus, 
given the uncertainties in the conditions and models, modeling excess losses due to 
vegetation as constant over L-band frequencies used for GNSS signals appears to 
be within the margin of modeling error.

Numerical results in [35] are provided for (9.54) with C = 1 and AfB treated as 
a single numerical value (the loss per meter). The results indicate that the losses per 
meter are much greater for one or several trees, than for tens or hundreds of meters 
of vegetation. For long horizontal paths with distances of 100 km or greater and 
intermittent (not continuously dense) vegetation over the path, an attenuation coef-
ficient of 0.3 dB/m is recommended. Over horizontal paths with distances greater 
than 100 m, this simple model predicts greater vegetation loss than does the ITU-R 
model in [34], which is of the form (9.54) with A = 0.2, B = 0.3, and C = 0.6 for f 
in megahertz and d in meters, with d < 400 m.

Slant path propagation involves shorter paths through vegetation—typically 
fewer than five trees. Reference [35] provided results for propagation through a 
small number of trees, indicating that attenuation coefficients vary with different 
types of trees, with values at L-band ranging from 0.7 dB/m to 2.0 dB/m, and an 
average over tree types of 1.3 dB/m. The total L-band attenuation through single 
trees of different types varies from 3.5 dB for poplar to 20.1 dB for white spruce, 
and an average over different tree types of 11.0 dB. Other data indicate that L-band 
attenuation for single trees tends to range between 10 dB and 20 dB, with attenua-
tion coefficients typically between 1.0 dB/m and 2.0 dB/m. 

The attenuation tends to decrease with higher elevation angles to the transmit-
ter. A variety of results in [35] indicate that the attenuation for elevation angles 
between 15° and 45° is between 16 dB and 12 dB, with the larger value for full 
foliage and the smaller value for bare trees.

The vegetation losses described in this section are typically added (in decibels) 
to those for no vegetation losses.
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9.4.2  Terrain

Terrain is typically considered impervious to propagation of electromagnetic waves 
at L-band. When terrain blocks the path between transmitter and receiver, any 
signal energy at the receiver arrives because the waves bend, or diffract, over the 
terrain. 

Propagation losses due to terrain vary considerably with specific path geometry 
and terrain profile. Physics-based propagation models account for terrain effects 
by calculating propagation losses over a specific path with known terrain profile. 
These models employ first-principles physics representations of interactions be-
tween the electromagnetic waves and the terrain, typically not accounting for other 
impediments to propagation such as vegetation and buildings. One such widely 
used model is the Terrain-Integrated Rough-Earth Model (TIREM) [36]. TIREM 
employs analytical models of knife-edge refraction to predict the effects of propa-
gation over terrain. Computing terrain propagation losses using TIREM requires 
access to a terrain model and the TIREM software, yielding results for propagation 
over a specific path and terrain profile.

An alternative for more generally assessing propagation over terrain is to em-
ploy empirical propagation models, primarily developed for commercial wireless 
communications. These models are developed using extensive data sets of mea-
sured propagation loss. Parametric models are then fit to this data. These models 
are less accurate than TIREM for propagation over a specific terrain profile, but 
provide generally representative results over a variety of propagation paths and 
conditions. They implicitly include effects of building and vegetation, to the extent 
these were present when the data was taken, as well as terrain effects. Several such 
empirical models were discussed in [37, 38]; two specific models are addressed in 
more detail here. 

The Erceg model described in [39] provides an estimate of propagation loss of 
the form

	 ( )10 010 log / (dB)L A d d sγ= + + 	 (9.55)

where

•• A is the free space propagation loss from the source to a reference point d0 
= 100 m, A = 20log10(4πfd0/c), where f is in hertz and c is the speed of light 
in a vacuum;

•• γ is the propagation loss coefficient, modeled as a Gaussian random variable 
having mean µγ = a – bht + c/ht with ht the height of the transmit antenna, 
and standard deviation sg that varies for different transmitter and receiver 
locations;

•• s is the shadow fading component that varies for different transmitter and 
receiver locations, having mean µs and standard deviation σs

Numerical values for these parameters are based on data obtained at 1,900 
MHz in suburban environments, so generally apply for L-band within several deci-
bels, which is typically within the margin of error for empirical models. The re-
ceive antenna height is always 2m, perhaps an optimistic value for handheld GNSS 
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receivers. Transmit antenna heights range from 10m to 80m, with separations from 
the receive antenna from 0.1 to 8 km. Application of the Erceg model to GNSS sig-
nal blockage is thus limited to situations where the user is a couple of meters above 
the ground in a suburban environment and the satellite is visible below around 40° 
elevation angle with a maximum signal path length through the suburban blockage 
environment of around 8 km.

The formulation in (9.55) has a number of attractive aspects. It is a generaliza-
tion of free-space propagation, for which γ = 2 and s is identically zero, as well as 
generalizing the two-ray flat reflective earth model [40] for which A = 0, γ = 4, and 
s is identically zero. Using the mean values for γ and s in (9.55) provides typical 
values for propagation loss, using the mean values plus or minus two- or three-
sigma values for these parameters yields extreme values for propagation losses that 
account for fading.

Table 9.12 lists the parameter values given in [39]. With a low transmit anten-
na height of 10m, the mean propagation exponent exceeds 5.5 for all of the terrain 
categories examined, and the mean shadowing loss exceeds 8 dB.

As an alternative, one of the most widely used empirical propagation models is 
known as the COST-231 Hata model, a refinement by the Coopération Europée-
nne dans le domaine de la recherché Scientifique et technique (COST)-231 group of 
a model originally developed by Hata and then updated [38]. The COST-231 Hata 
model for propagation loss in decibels is

	
( ) ( )

( ) ( )
10 10

10 10

46.3 33.9log 13.82log

44.9 6.55log log  (dB)

t

r

L f h R

h d E

= + − −

 + − + 
	 (9.56)

where 

•• f is the frequency in megahertz, with 500 < f < 2000;

•• ht is the transmitter height above the Earth in meters, with 30 < ht < 200;

•• hr is the receiver height above the Earth in meters, 1 < hr < 10;

•• d is the range between transmitter and receiver in kilometers, 1 < d < 10,

Table 9.12  Parameter Values for the Erceg 
Propagation Loss Model

Model 
Parameter

Terrain Category

Hilly with 
Moderate-
to-Heavy 
Tree 
Density

Hilly with Light 
Tree Density or 
Flat with Mod-
erate-to-Heavy 
Tree Density

Flat with 
Light 
Tree 
Density

a 4.6 4.0 3.6

b (m−1) 0.0075 0.0065 0.0050

c (m) 12.6 17.1 20.0
σγ 0.57 0.75 0.59

µs 10.6 9.6 8.2

σs 2.3 3.0 1.6
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•• R is the receiver term, R = [1.1log10(f ) – 0.7] hr – [1.56log10(f ) – 0.8],

•• E is a constant that depends on the type of environment: for urban areas E = 
3 while for flat rural or suburban areas E = 0.

Compared to the model of [39], the COST 231-Hata model has the advan-
tage of explicitly accounting for frequency and for height of the receive antenna. 
However, it only applies for higher transmit antennas, and provides the median 
propagation loss, rather than the statistics available when the standard deviations 
are used in the Erceg model [39].

Figure 9.11 shows propagation losses computed using these two models, with 
results for the Erceg model [39] including two-sigma values of propagation loss 
exponent and shadowing loss, which are shown in dash-dot lines. If many mea-
surements were made for different transmitter and receiver locations, the measured 
values would typically fall between the envelope formed by these dash-dot lines. 
There is a tremendous variation in propagation loss at distances greater than a few 
hundred meters from the transmitter. Some of this variation involves the terrain 
and vegetation conditions. But even for a given terrain and vegetation condition, 
propagation losses can vary by more than 50 dB at a distance of 2 km, accounting 
for different propagation paths and fading. For assured delivery of signal power, 
the upper values of the propagation loss envelope should be used. However, if the 

Figure 9.11  Propagation losses computed using Erceg model and the COST 231-Hata model; 
transmit antenna height 30m, receive antenna height 2m; 1,575.42 MHz frequency for COST 231-
Hata model; solid lines are median loss, while dash-dot lines are median plus or minus two-sigma 
propagation loss exponent and shadowing loss.
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transmitter is an interference source, the lower value of the propagation loss enve-
lope should be used for assured maximum received interference power. The lower 
values of the envelopes have slopes similar to free space, indicating propagation 
loss coefficients near two can occur. However, the upper values of the envelopes 
have propagation loss coefficients approaching six. Hilly conditions with trees typ-
ically produce the greatest propagation loss, while median propagation loss is 10 
dB to 20 dB less at distances of kilometers when there is flat terrain and few trees. 
Results using the COST 231-Hata model are very similar to those for the Erceg 
model [39] with hilly terrain and few trees or flat terrain with trees. 

The same types of results are shown in Figure 9.12, where the only change is 
that the transmit antenna height is reduced to 10m. This one change in parameter 
value causes significant effects. The propagation loss coefficients are much greater 
than two, even for the lower values of the envelopes. Values for the three different 
terrain categories of the Erceg model are grouped, and median values for this mod-
el are reasonably close to those for the COST-231-Hata model, although the latter 
model predicts lower mean loss. In both of these figures, the free space propagation 
model significant under predicts propagation loss for this case.

Empirical models apply only to limited conditions corresponding to those 
where sufficient data was gathered and analyzed. The model [39] applies at 1,900 
MHz, outside the range of L-band GNSS. Since the COST 231-Hata model pre-
dicts that median propagation loss changes by less than 3 dB between 1,900 MHz 

Figure 9.12  Propagation losses computed using Erceg model and the COST 231-Hata model; 
transmit antenna height 10m, receive antenna height 2m; 1,575.42-MHz frequency for COST 231-
Hata model; solid lines are median loss, while dash-dot lines are median plus or minus two-sigma 
propagation loss exponent and shadowing loss.
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and 1,575.42 MHz, however, it appears that the Erceg model is still appropriate 
at this lower frequency. However, a more significant limitation is the transmitter 
antenna height. Since the empirical model data was gathered to support cellular 
communications laydowns, data gathering for the COST 231-Hata model only 
used transmit antennas heights as small as 30m, while the Erceg model applies to 
transmit antenna heights as low as 10m. Extrapolating the results to lower antenna 
heights carries some risk to accuracy of the predictions.

9.4.3  Man-Made Structures 

If either the transmitter or the receiver, or both, are inside man-made structures, 
then additional propagation losses typically occur. These losses should be added (in 
decibels) to the propagation losses computed using the models described previously.

Building penetration losses vary considerably with building construction, ma-
terials, structure, and the location of the receiver or transmitter within the build-
ing. The presence or absence of windows, and even the difference between metal 
window frames and wooden window frames, can make a significant difference in 
the propagation loss into a room. Besides propagation loss, signals received within 
a building often experience significant multipath. Building penetration losses are 
discussed extensively [41]. The following discussion is based on [40].

The excess loss in decibels due to building penetration is typically modeled, for 
signals arriving from above the building, as 

	  roof floor floorL L n L= + 	 (9.57)

where

•• Lroof is the roof penetration loss, which can range from 1 dB to 30 dB at 
L-band;

•• nfloor is the number of floors penetrated;

•• Lfloor is the loss per floor, which can range from 1 dB to 10 dB at L-band.

For building penetration through walls, the excess loss in decibels is similarly 
typically modeled as 

	  ext int intL L n L= + 	 (9.58)

where

•• Lext is the exterior wall penetration loss, which can range from 1 dB to 30 
dB at L-band;

•• nint is the number of interior walls penetrated;

•• Lint is the loss per interior wall, which can range from 1 dB to 10 dB at 
L-band.

Table 9.13 lists representative losses for different building materials, drawing 
from an extensive set of measurements reported in [42].
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9.5  Multipath

Improvements due to GNSS augmentations and GNSS modernization are reducing 
many sources of error, leaving multipath and shadowing as significant and often 
dominant contributors to error. This section discusses these sources of error, their 
effects, and ways to mitigate their effects.

Multipath is the reception of multiple reflected or diffracted replicas of the 
desired signal, along with the direct path signal. Since the path traveled by a multi-
path is always longer than the direct path, multipath arrivals are delayed relative 
to the direct path. When the multipath delay is large (e.g., greater than twice the 
spreading code symbol period for a BPSK-R modulation), receivers typically can 
readily resolve and reject the multipath. As long as the receiver tracks the direct 
path (which always arrives earlier than any multipath), such resolvable multipaths 
have little effect on performance. However, multipath reflections from nearby ob-
jects, or even grazing multipaths reflected from distant objects, can arrive at short 
delays (e.g., tens or hundreds of nanoseconds) after the arrival of the direct path. 
Such multipaths distort the correlation function between the received composite 
(direct path plus multipaths) signal and the locally generated reference in the re-
ceiver, and also distort the phase of the composite received signal, introducing er-
rors in pseudorange and carrier phase measurements that are different among the 
signals from different satellites, and thus produce errors in position, velocity, and 
time.

The effects of multipath are commonly assessed when the direct path signal is 
received unattenuated, so that multipath power is lower than direct path power. 
When blockage or shadowing of the direct path occurs along with multipath, the 
received power of the multipath may be even greater than the received power of the 
shadowed direct path. Such a phenomenon can occur in outdoor situations as por-
trayed in Figure 9.13, and also in indoor situations, such as when the direct path 
is significantly attenuated while passing through walls or ceiling and roof, while 
the multipath is reflected from another building and arrives with little attenuation 
through a window or other opening. Consequently, shadowing of the direct path 
and multipath has combined effects on the relative amplitudes of direct path and 

Table 9.13  Measured Losses in Decibels for 
Different Building Materials

Material

Frequency (MHz)

1,176.45 1,575.42

Brick 3 to 7 5 to 9

Composite brick/concrete 14 to 25 17 to 33

Brick/masonry block 11 10

Poured concrete 12 to 45 14 to 44

Reinforced concrete 27 to 30 30 to 35

Masonry block 11 to 27 11 to 30

Drywall 0.2 to 0.5 0.4 to 0.7

Glass 0.8 to 3 1.2 to 4

Dry lumber 3 to 6 3.5 to 8

Wet lumber 3.5 to 7.5 6 to 10
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multipaths. In some cases, shadowing of the direct path may be so severe that the 
receiver only tracks the multipath(s).

When the receiver can track the direct path, the error introduced by multipaths 
depends upon their delays, power and carrier phase relative to those of the direct 
path. Multipaths with received power much less than that of the direct path pro-
duce little distortion of the received signal, and consequently produce little error.

Typically, consideration of multipath in a GNSS context emphasizes its effect 
on signal code and carrier tracking accuracies, since these receiver functions are 
more sensitive to multipath degradation than signal acquisition or data demodula-
tion. Under most situations, multipath conditions that would cause observable deg-
radation to acquisition or data demodulation also introduce large degradations to 
pseudorange accuracy. Effects on acquisition and data demodulation are assessed 
using techniques developed in digital communications [43], and so the remainder 
of this discussion focuses on tracking performance in the presence of multipath.

Section 9.5.1 describes different models and characteristics of multipath. Sec-
tion 9.5.2 relates the effect of multipath on signal tracking accuracy for situations 
involving different signal modulations, different precorrelation bandwidths, and 
different early-late spacings in the code tracking discriminator. Section 9.5.3 dis-
cusses some specialized techniques for multipath mitigation.

9.5.1  Multipath Characteristics and Models

The simplest model of multipath is a set of discrete reflected signals having larger 
delays and different amplitudes and carrier phases from the direct path. If the signal 
with no multipath is described in analytic signal form as

	 ( ) ( ) ( )00 2
0 0 ,cj f tjs t x t e e π τfα τ −−= − 	 (9.59)

where x(t) is the complex envelope of the transmitted signal, τ0 is the time in sec-
onds for the signal to propagate from satellite to receiver via the direct path, and fc 

Figure 9.13  Outdoor multipath and shadowing situation.
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is the carrier frequency in hertz, then a simple model for the complex envelope of 
a received signal with multipath (neglecting noise and interference) after frequency 
downconversion (neglecting any intentional IF) is

	 ( ) ( ) ( )0 02 2
0 0

1

,c n n

N
j j f j j f t

n n
n

r t e x t e e x t ef π τ f πα τ α τ− − −

=

= − + −∑ 	 (9.60)

where there are N multipaths, α0 is the received amplitude of the direct path and αn 
are the received amplitudes of the multipath returns, τ0 is the propagation delay of 
the direct path and τn are the propagation delays of the multipath returns, φ0 is the 
received carrier phase of the direct path and φn are the received carrier phases of 
the multipath returns, and fn are the received frequencies of the multipath returns 
relative to the carrier frequency.

In general, each of the parameters in (9.60) is time-varying due to motion of the 
satellites and the receiver, as well as motion of objects that produce the multipath. 
This time variation is not shown explicitly in (9.60) because it complicates the 
notation. However, it is accounted for in some of the multipath models discussed 
below.

The expression (9.60) can be rewritten using parameters that relate the mul-
tipaths to the direct path:

	 ( ) ( ) ( )0
0 0 0

1

n

N
j j

n n
n

r t e x t e x tf fα τ α τ τ− −

=

 
= − + − − 

 
∑ 

 	 (9.61)

where 0/n nα α α=  is the multipath-to-direct ratio (MDR) of amplitudes, 0n nτ τ τ= −  
is the excess delay of the multipath returns, and nf  are the relative received carrier 
phases of the different signal components. The multipath profile producing (9.61) 

can be portrayed graphically as a power-delay profile (PDP) by plotting the points 
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As noted earlier, the parameters in the expression (9.61) can be time varying. 
Linearly variations in the nf  with time can be used to model situations where the 
received carrier frequencies of the multipaths are not the same as the received car-
rier frequency of the direct path. In the illustrative examples to follow, the nf  terms 
will be assumed to be constant. This representation may not be adequate when 
relative motion between satellites, scatterers, and receiver is different from relative 
motion between satellites and receiver, causing multipath arrivals at different Dop-
pler shifts from the direct path. As these Doppler differences increase and become 
greater than the reciprocal of the coherent integration time in the correlator, they 
cause the received multipath signals to be less correlated with the direct path.

A special case of (9.61) occurs when the propagation geometry is such that 
the direct path is nearly tangent to the Earth’s surface (such as when the satellite 
is near the horizon). Then there can be a single dominant multipath arrival that 
reflects from a large object near the horizon, with excess delay orders of magnitude 
less than the reciprocal of the signal bandwidth and only a small fraction of the 
carrier period—often smaller than a picosecond. When the reflection coefficient is 
sufficiently high and there are no other multipaths, then ( ) ( )0 0nx t x tτ τ τ− − ≅ − . 
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Consequently, (9.61) can be approximated (when the reflection introduces a 180° 
rotation of the carrier phase) as 

	 ( ) ( )0 12
0 1 01 cj j fr t e e x tf π τα α τ− − ≅ − − 



 	 (9.62)

where 1cf τ  is very small, so that when the reflection is strong enough that 1α  is near 
unity, the magnitude of the quantity in square brackets is very much less than unity. 
The delay of this multipath is so small that it causes negligible pseudorange error, 
but by nearly canceling the direct path, it causes significant reduction in received 
signal power, relative to what would be observed with free-space propagation. This 
phenomenon is well-known in land mobile radio [44], and not addressed further 
in this section.

More general models of multipath channels [43] do not represent the fine 
structure as in models discussed previously, but instead represent the effect of the 
multipath channel [in our case, relative to the direct path, as in (9.61)] as a slowly 
time-varying linear system. The impulse response falls off with excess delay, and 
the range of excess delays where the impulse response is essentially nonzero is 
called the channel’s multipath spread. In turn, the multipath spread can be repre-
sented by the root-mean squared (RMS) delay spread of the channel. This linear 
system has a time-varying transfer function that describes how it passes different 
frequency components of the signal.

Since the transfer function at a given frequency randomly varies over time, the 
correlation between transfer functions at different times and the same frequency 
[43] describes the time variation of the channel. If the time variation is fast relative 
to time constants in the receiver tracking loops, the multipath errors are smoothed 
by the receiver processing. Otherwise, they produce a time-invariant error or bias. 
The power spectral density resulting from the Fourier transform of this correlation 
is called the Doppler power spectrum of the channel, and the range of frequencies 
over which it is essentially nonzero is called the Doppler spread of the channel. The 
reciprocal of the Doppler spread is the coherence time of the channel—the time 
over which the multipath structure does not change much relative to the direct 
path. Two fundamental quantities introduced by this channel model—the multipa-
th spread and the Doppler spread—provide succinct yet useful high-level represen-
tations of the multipath characteristics.

Despite its limited realism, the expression (9.61) with N = 1 and time-invariant 
parameters is widely used in theoretical assessments of multipath performance due 
to its ease of use. This time-invariant distortion produces a bias error in pseudo-
range. If the multipath is specular, the MDR remains independent of range from 
receiver to reflector, and hence independent of the multipath’s excess delay. For a 
reflection to be truly specular, the reflector must be many wavelengths large, the 
reflecting surface must be smooth (surface roughness less than a few centimeters 
for L-band signals), and have consistent electrical properties. Observe that the one-
path specular multipath model provides the limiting case of zero Doppler spread 
(time-invariant impulse response) and infinite delay spread.

On airplanes at altitude, multipath typically involves reflections from surfac-
es such as the wings and tail, sometimes accompanied by creeping waves over 
the aircraft skin. Aircraft multipath may be characterized as a discrete number of 
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reflections all occurring with relative delays less than 20 ns and relative amplitudes 
less than 0.3 for vehicles as large as a Boeing 747 [45]. The model (9.61) can be 
employed for this situation; since the reflecting surfaces are close to the receive an-
tenna and share the same motion, the multipath parameters, including the phases 

nf , may remain constant over time periods exceeding the reciprocal of tracking 
loop bandwidths, motivating use of time-invariant parameters over durations lon-
ger than the reciprocal of the signal tracking loops. For this case, the delay spread 
is very short (20 ns) and the Doppler spread is also small (perhaps thousandths of 
a hertz).

In terrestrial applications, there have been extensive efforts to measure, model, 
and predict the diverse multipath environments that may be encountered. For some 
applications, multipath can be characterized as a large number of reflections from 
objects in the proximity of the user. A general model for this diffuse multipath is 
presented in [46]. In this model, 500 small reflectors are randomly located within 
100m of the user. Since the reflectors are small, each emanates a spherical wave and 
thus the received power from each reflector varies with the square of the distance 
between the reflector and the user. Moreover, the large number of signal reflections, 
spaced so closely in delay, make the multipath arrivals appear to result from pass-
ing through a linear filter with continuous impulse response amplitude decreasing 
with excess delay, rather than the discrete delays in (9.60) and (9.61). This diffuse 
scatterer model has been found to closely represent measured multipath for an 
aviation differential GNSS reference station application with the receiver located in 
an open environment. Here, the delay spread is hundreds of nanoseconds, and the 
Doppler spread is tenths or hundredths of a hertz.

Among many attempts to measure and model real-world multipath environ-
ments, [47] stands out as offering a particularly comprehensive and useful repre-
sentation of complex terrestrial multipath. As shown in Figure 9.14, the parametric 
model is based on (9.60), with the arrivals grouped into three components: the 
direct path, a discrete set of near echoes, and a discrete set of far echoes. Shadowing 
of the direct path is represented by a Rice distribution of amplitude when line-of-
sight (LOS) visibility exists between the receiver and the transmitter, and a Rayleigh 
distribution when LOS visibility does not exist. The mean received power of the 
near echoes falls off exponentially with delay. The number of far echoes is typically 
much smaller than the number of near echoes, and the mean value of the far echoes 
does not vary over the range of delays. The numbers of near echoes and number 
of far echoes are each Poisson distributed, described by different Poisson parame-
ters. Multipath phases are modeled as independent and identically distributed over 

Figure 9.14  Canonical power-delay-profile for land-mobile satellite channel.
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360°. Extensive tables of statistical parameters for these components are provided 
in [47] for many different environments (e.g., open, rural, urban, highway) and sat-
ellite elevations. Time variation of the multipath characteristics is described in [47] 
using second-order statistics based on Doppler spectra, with bandwidth established 
by the movement of satellites and the receiver.

As noted in [47], the line of sight does not always exist between the receiver 
and transmitter, particularly for low-elevation angles. For instance, trees or build-
ings along a road may block signals from below a certain elevation angle. In urban 
environments, 97% of signals were blocked when the transmitter was at an eleva-
tion angle of 15°, and blockage of lower-elevation satellites was also not uncom-
mon even in rural environments, due to shadowing by trees. In these circumstances, 
it is entirely possible for a receiver to track a reflection rather than the direct signal, 
causing large pseudorange errors.

Over the range of environments and elevation angles considered in [47], the 
average power of the near echoes never exceeds –16.5 dB relative to the average 
power of the direct path. The mean power levels of the near echoes fall off at a wide 
variety of rates, ranging from 1 to 37 dB/ms depending on the elevation angle and 
environment. The range of delays associated with the near echoes is from 0 to 0.6 
µs. No significant far echoes occur beyond 5 to 15 µs and the mean power levels 
of the far echoes are within the range of –20 to –30 dB (relative to an unshadowed 
direct path). Doppler spreads are dominated either by the satellite motion or the 
receiver motion. Delay spreads are often multiple microseconds, while Doppler 
spreads for a stationary receiver can be tenths of hertz, but for a receiver in a ve-
hicle can be many hertz, particularly for multipaths with small excess delay.

Indoor multipath has very different characteristics depending on the placement 
of the building relative to other buildings, satellite elevation, whether the receiver 
is in an interior area deep within the building or near a window, what floor the 
receiver is on, and the building materials. Except in cases where the direct path is 
shadowed, multipath with significant values of MDR typically arises from reflec-
tions near the receive antenna, thus having small excess delay. Indoor data dis-
cussed in [48] have RMS delay spread less than 50 ns, with delay spread less than 
250 ns. The Doppler spread is often dominated by the motion of the receiver and 
can be fractions of a hertz for stationary receivers or multipaths with large excess 
delay and hertz for multipaths with small excess delay and receivers being carried 
by a person.

While it is difficult to make any generalizations about phenomena as highly 
variable as multipath and shadowing, several observations can be made. Shadow-
ing exacerbates any multipath effects, and severe shadowing can cause the receiver 
to track a multipath rather than a direct path, causing potentially large ranging 
errors. Near-in multipaths are often the most stable over time for a receiver that 
does not move relative to its local environment, but the fastest varying in time for a 
receiver that moves relative to its local environment. Near-in multipaths often have 
the greatest MDR, but typically introduce smaller ranging errors than multipaths 
with larger excess delays. 
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9.5.2  Effects of Multipath on Receiver Performance

Since received signals from different satellites typically encounter different mul-
tipath channels, the resulting pseudorange errors are not common to signals re-
ceived from different satellites, and thus produce errors in position, velocity, and 
time. Further, the size of the multipath errors in tracking different satellites may 
also be very different, since signals received from higher-elevation satellites tend 
to experience less multipath in many applications. Ironically, the contributions of 
lower-elevation satellites to improved dilution of precision can provide an impor-
tant incentive to use these signals, in spite of their larger multipath errors.

As discussed in Section 9.5.1, actual multipath environments are both compli-
cated and diverse, making it difficult to quantify the effects of multipath in ways 
that are both generally applicable yet accurate. Computer simulations that synthe-
size waveforms, and then employ high-fidelity channel models and specific receiver 
processing approaches can provide accurate and realistic assessments, yet provide 
little insight into underlying issues and characteristics. In contrast, the multipath 
model (9.61) has limited realism, but provides useful insights. In fact, extensive as-
sessments have been made using the one-path specular multipath version of (9.61). 
While the numerical results obtained are often not representative of real-world mul-
tipath conditions, they provide useful diagnostic insights. Further, it is sufficient, 
although it may not be necessary, to perform well under these simple conditions.

For the one-path specular multipath model, (9.61) can be rewritten for N = 1 
(continuing to neglect noise and interference), as

	 ( ) ( ) ( )0 1
0 0 1 0 1
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When the locally generated replica x(t)e–jθ is correlated against this received 
signal, the statistical mean of the result is 
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The term ( ) ( ) ( )1
0 0 1 0 1

ˆ j
x x xR R e Rfτ τ τ τ α τ τ τ−− = − + − −

  is a composite correla-
tion function that is the sum of the ideal correlation function and a second version 
of the ideal correlation function that is scaled in amplitude, rotated in phase, and 
delayed. When the receiver attempts to estimate delay and carrier phase from this 
composite correlation function, its estimates are in error, even in the absence of 
noise and interference.

Figure 9.15 illustrates the effect of one-path multipath on noncoherent early-
late processing, for a signal with BPSK-R(1) modulation strictly bandlimited to 4 
MHz. The top row shows results with no multipath, while subsequent rows show 
results for multipath phase (relative to phase of the direct path) of 0°, 90°, and 
180°. The left columns show magnitude-squared correlation functions, while the 
right columns show the pseudorange error introduced by the multipath, for differ-
ent values of early-late spacing. The phase of the multipath dictates whether the 
error is positive or negative. With the narrow precorrelation bandwidth in this 
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case, narrower early-late spacings examined here have little effect on the error in 
most cases. 

Figure 9.16 shows the same results as in Figure 9.15, for a signal with BPSK-
R(1) modulation bandlimited to 24 MHz. With the wider precorrelation band-
width, narrower early-late spacing significantly reduces the error in most cases. 

Figure 9.17 shows the same results as in Figure 9.16, for a signal with BPSK-
R(10) modulation bandlimited to 24 MHz. Since the sharper correlation function 
peak resolves this multipath better, the ranging errors tend to be smaller. When these 
results are repeated for multipath excess delay of 0.4 µs, the errors for BPSK-R(1) 

Figure 9.15  Effects of one-path multipath on pseudorange estimation, BPSK-R(1) modulation strictly band-
limited to 4 MHz. The top row shows no multipath, while in subsequent rows MDR is –10 dB and excess delay 
is 0.1 ms, and phase is 0°, 90°, and 180°. The left column shows distorted correlation functions, while the right 
column shows dependence of range error on early-late spacing.
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modulation are similar to those in Figures 9.15 and 9.16, while BPSK-R(10) modu-
lation displays no errors, since its sharper correlation function peak completely 
resolves the multipath with larger excess delay.

For a more comprehensive depiction of ranging error caused by one-path mul-
tipath, recognize that, for a given modulation and receiver design (including pre-
correlation bandwidth and code tracking discriminator), multipath error is deter-
mined by the MDR, phase, and delay of the multipath. When the MDR is constant 
(independent of delay and phase) as in specular multipath, the error for a given 
multipath delay varies with multipath phase, as seen in Figures 9.15, 9.16, and 
9.17. For a given MDR, the maximum and minimum errors at each delay are taken 

Figure 9.16  Effects of one-path multipath on pseudorange estimation, BPSK-R(1) modulation strictly band-
limited to 24 MHz. Top row shows no multipath, while in subsequent rows MDR is –10 dB and excess delay is 
0.1 µs, and phase is 0°, 90°, and 180°. The left column shows distorted correlation functions, while the right 
column shows dependence of range error on early-late spacing.
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over all multipath phase values, producing a range of possible delay estimates for 
each value of excess delay. If ( )1 1 1ˆ , ,τ α τ f  is the estimated delay for a specific MDR, 
excess delay, and multipath phase, then denote the error in delay estimation by 

( ) ( )1 1 1 0 1 1 1ˆ, , , ,ε α τ f τ τ α τ f= − 

   . The maximum and minimum errors for a specific 
MDR and excess delay are, respectively, 
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where the latter takes on negative values; the envelope of delay errors at a given 
excess delay is defined by

Figure 9.17  Effects of one-path multipath on pseudorange estimation, BPSK-R(10) modulation strictly band-
limited to 24 MHz. The top row shows no multipath, while in subsequent rows MDR is –10 dB and excess 
delay is 0.1 ms, and phase is 0°, 90°, and 180°. The left column shows distorted correlation functions, while 
the right column shows dependence of range error on early-late spacing.
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The resulting envelope of ranging errors is obtained by multiplying the enve-
lope of delay errors by the speed of light.

Figure 9.18 shows multipath ranging error envelopes for BPSK-R(1) modula-
tion with two different precorrelation bandwidths, and BPSK-R(10), all with early-
late spacing of 50 ns. For the BPSK-R(1) modulation, the wider precorrelation 
bandwidth, combined with the narrow early-late spacing, provides smaller error, 
as recognized in [49]. The BPSK-R(10) modulation provides even smaller errors.

To assess multipath performance over a range of possible delay values; define 

the average range error envelope as 
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average envelope can provide useful insights, particularly for modulations whose 
range error envelopes oscillate with delay, such as some BOC modulations. 

To assess the effect of one-path multipath on carrier phase estimation, con-
sider further the composite correlation function obtained in (9.64) resulting from 
one-path multipath, 1

0 0 1 0 1
ˆ ( ) ( ) ( )j

x x xR R e Rfτ τ τ τ α τ τ τ−− = − + − −

 . It has the real part   

0 1 1 0 1( ) cos( ) ( )x xR Rτ τ α f τ τ τ− + − −

  and the imaginary part 1 1 0 1sin( ) ( )xRα f τ τ τ− −

 . 
The carrier phase angle of the composite correlation function relative to that of the 
direct path is given by 
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Figure 9.18  Multipath ranging error envelops showing the maximum and minimum code tracking 
error for one-path multipath with MDR –10 dB, at different multipath delays.
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Thus, ψ is the carrier phase error introduced by the multipath. The carrier 
phase error is then a function of the multipath characteristics and the delay error. 

Observe that when 1τ  is very small, 0 0 1
ˆ ( ) ( )x xR Rτ τ τ τ τ− ≅ − −  , and 
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. When the multipath power is equal to the power in the 

direct path, the carrier phase error is greatest when the multipath carrier phase is 
180° relative to the direct path, producing a carrier phase error of 90°. As long as 
the MDR is less than or equal to unity, and the delay-locked loop maintains track 
on the correlation function of the direct path, the magnitude of the carrier phase 
error is less than or equal to 90°.

For a given MDR and excess delay, the carrier-phase error varies with the mul-
tipath phase and the error in delay estimate. The resulting minimum and maximum 
carrier-phase errors are given, respectively, by
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so the resulting envelope of carrier phase error is given by max 1 1 min 1 1( ( , ), ( , ))ψ α τ ψ α τ     
Figure 9.19 shows multipath carrier phase error envelops for the same conditions as 
Figure 9.18: BPSK-R(1) modulation with two different precorrelation bandwidths, 
and BPSK-R(10), all with early-late spacing of 50 ns. While the smaller ranging 
error envelope for BPSK-R(1) with wider precorrelation bandwidth translates into 
a somewhat smaller carrier phase error envelope, the distinctly sharper correla-
tion function of BPSK-R(10) produces much better performance for this multipath 
model.

Since this one-path specular multipath model has limited realism (only one 
multipath with delay-invariant MDR and no time variation) and the processing 

Figure 9.19  Multipath carrier phase error envelopes showing the maximum and minimum code 
tracking error for one-path multipath with MDR –10 dB, at different multipath delays.
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model does not include smoothing of time varying errors by loop filters in the re-
ceiver, the quantitative results in Figures 9.15 through 9.19 tend not to represent 
actual errors in actual multipath environments. However, the qualitative reduction 
of multipath errors through use of small early-late spacings, wider precorrelation 
bandwidths, and modulations with sharper correlation function peaks is borne 
out in practice. Further, it is sufficient but not necessary in all situations to miti-
gate the errors caused by fixed multipath, since signal tracking loops integrate out 
some of the multipath error when the rate of multipath variation exceeds the loop 
bandwidth. This relatively rapid multipath variation occurs particularly when the 
receiver moves relative to the scatterers reflecting the multipath, so that at least the 
received multipath phase varies differently than the received phase of the direct 
path. However, when the receiver is stationary, multipaths from stationary scat-
terers can produce errors that vary little over typical loop filter time constants in a 
receiver; particularly for nearby scatterers. 

As discussed in Section 9.5.1, multipath models other than the one-path static 
model are often more realistic, and thus provide more realistic quantitative results. 
Figure 9.20 shows range errors computed using the diffuse multipath model [50]. 
These simulated results are similar to measured results, and confirm the previous 
qualitative conclusions that wider precorrelation bandwidths are the most impor-
tant way to obtain lower errors in multipath, and wider bandwidth modulations 
also provide benefits. 

The corresponding RMS carrier phase error is shown in Figure 9.21. The dif-
ferences are not as significant as for code tracking error.

The results in this section demonstrate that smaller errors from multipath can 
be obtained through use of wider signal bandwidths, wider precorrelation band-
widths, and narrower early-late spacing (when used in conjunction with wider pre-
correlation bandwidths). An extensive set of results comparing different spreading 
modulations, bandwidths, and early-late spacings is provided in Chapter 22 of 
[40]. The quantitative amount of improvement depends critically on the specific 
multipath environment, including the time variation of the multipath and smooth-
ing of errors within the receiver processing. In some applications, shadowing of the 
direct path is common, and the errors that result from tracking of a multipath can 
be more important than the errors from multipath when the direct path is present. 

Figure 9.20  Root-mean squared ranging error for diffuse multipath model, for signals received from satel-
lites at different elevation angles (numerical results from [50]).
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When wider precorrelation bandwidths and narrower-early-late spacing are em-
ployed, the complexity of receiver processing increases due to the higher sampling 
rates. 

9.5.3  Multipath Mitigation

The dominance of multipath-induced errors in some applications has motivated 
considerable investigation into development of multipath mitigation techniques 
that go beyond the straightforward strategies described in Section 9.5.2. Some 
multipath mitigation techniques have been incorporated into production receivers, 
while others remain research topics. Chapter 17 in [51] provides a useful overview 
of advanced multipath mitigation techniques, complementing the discussion in this 
section.

A number of considerations arise in assessing multipath mitigation techniques. 
Good performance in realistic multipath conditions must be provided. Robustness 
is also important, ensuring that performance is satisfactory over the range of envi-
ronmental conditions (including noise and interference) in which the receiver must 
operate. Implementation complexity is also a factor, as are any restrictions on how 
the receiver would be employed (such as requirements for multipath characteristics 
to be time-invariant over long periods of time, or restrictions to use by fixed receiv-
ers). While multipath mitigation techniques remain important research topics, this 
section outlines some of the strategies that have been pursued and remain areas of 
active work.

One important group of multipath mitigation techniques attempts to reduce 
the reception of multipath signals, reducing the need to discriminate against these 
multipaths by the receiver processing. Antenna siting, and even removal or modi-
fication (e.g., coating with RF-absorptive materials) of reflective structures in the 
vicinity of the antenna can produce significant benefits. In benign environments 
such as an open field, placing an antenna closer to the ground can decrease ob-
served multipath errors. The reason is that, with the antenna closer to the ground, 
the multipath reflections from the ground experience shorter excess path delays 
that tend to produce smaller multipath errors, as shown in Figure 9.18. Conversely, 
in environments with obstacles near the horizon, the opposite course of action is 

Figure 9.21  Root-mean squared carrier phase tracking error for diffuse multipath model, for signals received 
from satellites at different elevation angles (numerical results from [50]).
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often beneficial—raising the antenna decreases antenna gain at elevation angles 
corresponding to dominant reflectors that produce multipath.

Antennas can also be designed to attenuate multipath reflections, particularly 
multipaths that arrive at elevation angles near or below the horizon, where desired 
signals are not expected to arrive. Choke ring antennas have been particularly suc-
cessful for mitigating multipath arrivals from the ground or low-elevation scatter-
ers. Since reflections reverse the polarization of electromagnetic waves, these choke 
ring antennas can also be designed to reject left-hand circularly polarized waves. 
In short-baseline differential systems, multipath errors at a fixed reference station 
can also be reduced through calibrations that measure multipath error based on 
satellite position [52].

Techniques for multipath mitigation receiver processing can be divided into 
nonparametric and parametric processing. Nonparametric processing employs dis-
criminator designs that are less sensitive to multipath-induced errors, while para-
metric processing attempts to estimate parameters associated with the multipath 
and then correct for their effect on the estimate of the direct path’s time of arrival.

Some nonparametric techniques, such as those in [53, 54], rely on precise prior 
knowledge of the signal’s correlation function, and employ novel receiver process-
ing approaches that attempt to match the ideal correlation function to the observed 
correlation function in multipath. Nonparametric techniques in most common use, 
however, are based on variations of early-late processing described in Chapter 8. 
However, they go beyond the narrow correlator approach considered in Section 
9.5.2 by either time-gating the reference signal or by computing two pairs of early 
and late correlations with different early-late spacings. A number of similar tech-
niques have been developed and implemented in different brands of receivers.

An excellent overview of these modified-reference techniques, their capabili-
ties, and their limitations, is provided in [55]. One interpretation is that this pro-
cessing is equivalent to generating a modified locally-generated reference signal 
that does not replicate the desired signal, but rather approximates the derivative 
of the desired signal. The resulting correlation between the received signal and the 
modified reference has a much sharper correlation peak (along with, for some ap-
proaches, small artifacts at larger delays) than the original signal, providing better 
resolution of multipaths just as the P(Y)-code signal provides better resolution as 
shown in Section 9.5.2. These approaches provide little or no benefit for multipa-
ths with very small [a few tens of nanoseconds for BPSK-R(1) modulations] excess 
delay, but do provide enhanced performance for multipaths with larger delays, 
compensating in part for the limitations of narrower-bandwidth modulations (as 
long as the precorrelation bandwidth is wide). However, as discussed later in this 
section, their benefits are offset to some degree by poorer performance in noise 
and interference, compared to use of conventional early-late processing with more 
capable modulations and the same precorrelation bandwidth. 

Most parametric approaches rely on the discrete model of multipath defined in 
(9.60) or (9.61). A parametric algorithm either estimates or assumes the number 
of multipaths, and then estimates nuisance parameters such as MDR, excess delay, 
and relative carrier phase of each multipath. Typically, these parametric approach-
es employ carrier-coherent processing and use very long coherent integration times 
(greater than 1 second), requiring the received multipath characteristics (including 
phase relative to the direct path) to be stable over the integration time. One such 



614	���������������� GNSS Disruptions

approach is the Multipath Estimating Delay Lock Loop (MEDLL) [56], which ap-
plies the maximum likelihood estimation theory to minimize the mean-squared er-
ror between the received signal [modeled as in (9.60)] and the locally generated ref-
erence signal. Other approaches have been proposed [57] and shown to minimize 
mean-squared error and root-mean squared error for specific multipath models.

Only limited evaluations have been published to describe the effect of noise and 
interference on performance of multipath mitigation techniques. The analysis in 
[57] shows that modified-reference processing degrades the postcorrelation signal-
to-noise ratio by large amounts. However, this degradation is readily overcome by 
use of a conventional prompt correlator with a locally-generated reference signal 
matched to the transmitted signal. The results in [55] also demonstrate that the 
code tracking accuracy of modified reference techniques in white noise is degraded 
relative to conventional early-late processing by an amount equivalent to reducing 
the signal power by 3 dB at higher input signal-to-noise conditions, and perhaps 
greater amounts at C/N0 less than 35 dB-Hz. While the effects of nonwhite inter-
ference have not been evaluated, it can be expected that performance would be 
degraded more by interference with power concentrated away from band center, 
compared to conventional early-late processing. This increased sensitivity to noise 
and interference can be offset by use of narrower loop bandwidths, although the ef-
fect of dynamics on these techniques has not been documented, and narrower loop 
bandwidths would further degrade performance in dynamics.

Multipath mitigation remains an area of active research interest. Designs of 
new GNSS signals provide opportunities for new modulation designs, and bet-
ter performance in multipath can be one consideration. However, there are many 
other constraints and factors that must be considered in GNSS modulation design, 
including issues that arise in sharing frequency bands with multiple signals. The 
increasing opportunity to process signals at multiple frequency bands opens up 
new potential for multipath mitigation processing that takes advantage of multiple 
carrier frequencies and multipath’s frequency-selective characteristics. There are 
also opportunities to explore processing of multiple polarizations, although many 
antenna designs exhibit predominantly linear polarization response at low eleva-
tion angles of many multipath arrivals. Improved receiver processing techniques 
may still be developed, as may better theoretical understanding of capabilities and 
limitations of multipath mitigation. Most multipath mitigation techniques incur 
practical consequences, such as increased receiver complexity and poorer perfor-
mance in noise and interference, which must be evaluated on a case-by-case basis.
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10.1  Introduction

This chapter describes the most significant sources of error that corrupt the range 
measurements (pseudorange and carrier phase) made by GNSS receivers. As will be 
detailed in Chapter 11, for stand-alone positioning with GNSS there are two major 
factors in determining overall position accuracy: (1) the quality of the range mea-
surements, and (2) the quality of the satellite geometry (e.g., how many satellites are 
visible and how well spread out in azimuth and elevation in the sky). Statistically, 
for a pseudorange-only position solution:

( ) ( ) ( )error in GNSS solution geometry factor pseudorange error factor= × 	 (10.1)

Chapter 11 will formally derive this relationship and characterize the geometry 
factor for the GNSS constellations as well as the statistics of the position solution 
errors. This chapter focuses on the measurement error factor.

Importantly, before using the raw measurements to determine PVT, a stand-alone 
GNSS receiver corrects the pseudorange and carrier-phase measurements using a va-
riety of techniques including utilizing elements of the broadcast navigation data from 
each satellite and mathematical models (e.g., for atmospheric errors). Thus, within 
(10.1) for standalone GNSS positioning, it is the statistics of the residual errors after 
corrections are applied within the receiver that influences overall performance. 

For increased performance, many users augment GNSS with data from either 
differential or precise point positioning (PPP) ground networks. Such augmenta-
tions utilize one or more reference stations, which are essentially GNSS receivers at 
known locations, to measure GNSS errors and provide this data to the end user. As 
will be emphasized in Chapter 12 , with differential or PPP techniques, the absolute 
magnitude of the measurement errors made by the end user is far less important 
than how different these errors are than the measurement errors experienced by 
the differential or PPP reference stations. Errors that are seen completely in com-
mon between the reference receiver(s) and end user completely cancel when the 



620	������������� GNSS Errors  

differential or PPP data is applied. The largest residual errors typically result for 
error sources such as multipath that are well characterized as statistically indepen-
dent between receivers, even when they are separated only by short distances. With 
differential or PPP, rapidly changing errors can also deteriorate performance since 
these systems always have some latency in their provision of corrections to the end 
user. To pave the way for the discussion of such considerations in Chapter 12, this 
chapter includes descriptions of the spatial and temporal correlation characteristics 
of each GNSS error source.

Following this brief introduction, the remainder of the chapter is organized as 
follows. Section 10.2 describes the major sources of GNSS measurement errors, 
typical correction methods, and the characteristics of the residual errors after cor-
rection. Section 10.2 also describes the spatial and temporal correlation charac-
teristics of each error source, which, as discussed above, are the most important 
characteristics for differential and PPP applications. Section 10.3 develops repre-
sentative error budgets for stand-alone single-frequency and dual-frequency users. 

10.2  Measurement Errors

The satellite and receiver clock offsets discussed in Chapter 2 directly translate into 
pseudorange and carrier-phase errors. The ranging code component of the satellite 
signal experiences delays as it propagates through the atmosphere making the pseu-
dorange larger than it would be if the signal propagated in a vacuum. The carrier 
component of the signal is delayed by the troposphere but is actually advanced in 
phase by the ionosphere in a phenomenon referred to as ionospheric divergence that 
will be discussed in more detail in Section 10.2.4.1. Further, reflections (i.e., mul-
tipath) and hardware effects between the user’s antenna phase center and receiver 
code correlation point may delay (or advance) the signal components [1]. The total 
time offset due to all of these effects on the ranging component of each received 
signal is:

	 &intD atm noise mp hwt t t t td d d d d= + + + 	 (10.2)

where δtatm  = delays due to the atmosphere, δtnoise&int = errors due to receiver noise 
and interference, δtmp = multipath offset, and δthw = receiver hardware offsets. A 
delay expression with the same form as (10.2), but with generally different numeri-
cal values, is incurred on the RF carrier component of each signal.

The pseudorange time equivalent is the difference between the receiver clock 
reading when the signal (i.e., a particular code phase) was received and the satellite 
clock reading when the signal was sent. These timing relationships are shown in 
Figure 10.1, where

∆t = geometric range time equivalent;

Ts = system time at which the signal left the satellite;

Tu = system time at which the signal would have reached the user receiver in the 
absence of errors (i.e., with δtD equal to zero)

uT ′ = system time at which the signal reached the user receiver with δtD;
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δt = offset of the satellite clock from system time [advance is positive; retarda-
tion (delay) is negative];

tu = offset of the receiver clock from system time;

Ts + δt = satellite clock reading at time which the signal left the satellite;

uT ′ + tu = user receiver clock reading at time when the signal reached the user 
receiver;

c = speed of light.

It is observed that the pseudorange ρ is:
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where r is the geometric range

	 ( )u sr c T T c t= − = ∆ 	

A similar expression can be derived for the carrier-phase measurement when 
the raw measurement (see Section 8.10), usually computed in units of cycles, is 
converted to units of meters by multiplying by the carrier wavelength in meters. As 
noted above, the error terms are in general different for the carrier-phase measure-
ment. Further, as discussed in Section 8.10, the carrier-phase measurement includes 
an ambiguity that is an integer multiple of a wavelength. Elaboration on the pseu-
dorange and carrier-phase error sources, including relativistic effects, is provided in 
the following sections. 

10.2.1  Satellite Clock Error

As discussed in Chapter 2, the GNSS satellites contain atomic clocks that control all 
onboard timing operations including broadcast signal generation. Although these 

Figure 10.1  Range measurement timing relationships.
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clocks are highly stable, they are not typically perfectly synchronized with their 
respective system times (e.g., GPS system time for the GPS satellites and GLONASS 
system time for the GLONASS satellites). Rather, the time read on the satellite 
clocks, referred to as SV time, is allowed to float within a certain tolerable range 
and clock correction fields in the navigation data are supplied to adjust for the de-
viation between SV time and GNSS time. Each GNSS CS determines and transmits 
clock correction parameters to the satellites for rebroadcast in the GNSS navigation 
message. Five of the six SATNAV systems described in this book (GPS, Galileo, 
BeiDou, QZSS, and NAVIC) utilize clock corrections based upon a second-order 
polynomial of the form [2–6]:

	 2
0 1 2( ) ( )SV f f oc f oc rt a a t t a t t t∆ = + − + − + ∆ 	 (10.3)

where

af0 = clock bias (seconds);

af1= clock drift (s/s);

af2 = frequency drift (i.e., aging) (s/s2);

toc = clock data reference time (seconds);

t = current time epoch (seconds);

∆tr = correction due to relativistic effects (seconds).

The specifications for GPS, QZSS, and IRNSS use the exact notation of (10.3). 
The Galileo interface control document (ICD) [3] uses the same form and notation 
as (10.3) except that it denotes the reference time as t0c rather than toc. The BeiDou 
ICD [4] also uses the exact form of (10.3) but with slightly different notation: it 
refers to the af0, af1, and af2 terms as, respectively, a0, a1, and a2. The correction 
∆tr compensates for one of the three relativistic effects discussed in Section 10.2.3.

GLONASS uses a polynomial clock correction similar to that in (10.3), but 
only of the first order. The GLONASS clock bias correction is referred to as τn and 
the clock drift correction as γn [7]. Also, within GLONASS these broadcast bias 
and drift correction terms already include relativistic adjustments, so no further 
correction for relativistic effects are needed by the receiver.

If the broadcast clock corrections are not applied by a GNSS receiver, extreme-
ly large pseudorange and carrier phase measurements can result. The error can be 
positive or negative, and the maximum magnitude of this error is approximately 
the range of the clock bias term in the broadcast clock correction parameters. For 
instance, for the GPS legacy signals, the af0 term is an 11-bit signed two’s comple-
ment number with a least significant bit (LSB) value of 2−20 seconds. Thus, the 
clock correction can be as large as nearly 1 ms in magnitude, yielding pseudorange 
and carrier phase errors of up to 300 km if the clock correction is not applied. 

When the GNSS clock corrections are applied by the receiver, the pseudor-
ange and carrier phase errors that result from the residual satellite clock error are 
typically small (i.e., not greater than several meters). The residual error has several 
contributors: (1) the clock correction data is generated by the respective CS using 
noisy measurements made by the CS monitor stations, and thus the CS estimates 
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of satellite clock errors are never perfect; (2) in the operational SATNAV systems, 
uploads are performed infrequently (e.g., once/day for GPS), so the broadcast clock 
correction data is necessarily based upon a prediction made up to a day in the past 
by the CS; and (3) the broadcast clock correction data is usually generated by a 
curve fit and truncated to conform to finite-length fields within the broadcast navi-
gation message. 

Due to the above factors, the residual clock error, δt, results in ranging errors 
that depend on the design of the CS, type of satellite, age of the broadcast data as 
well as data field representation adequacy. Range errors due to residual clock er-
rors are generally the smallest following a CS upload to a satellite, and then slowly 
degrade over time until the next upload. As an example, see Figure 10.2, which 
depicts GPS SV residual clock error statistics as a function of time since last naviga-
tion upload for various GPS SV blocks. Nominal upload frequencies vary among 
the SATNAV systems. For instance, for each satellite the typical interval between 
uploads is 15 minutes for QZSS, 100 minutes for Galileo, 12 hours for GLONASS, 
and 24 hours for GPS. User equipment that is tracking all visible GNSS satellites 
will generally observe satellites with age-of-data (AOD)’s varying from 0 to 24 
hours. It is thus appropriate, in the development of a statistical model for clock er-
rors suitable for position or time error budgets to average over AOD.

Figure 10.3 shows the distribution of satellite clock errors for GPS based upon 
an analysis of navigation data broadcast by the legacy GPS signals from 2008 to 
2014 [8]. The observed 1-sigma clock error averaged across the GPS constellation 
and for all AODs for this 7-year period was 0.5m. The mean clock error over the 
period was very small, −0.1 cm. One contributor to GPS clock errors at present is 
the fairly coarse LSB (approximately 0.5 ns) of the legacy GPS signal navigation 
data clock bias term, which equates to 14 cm in range. The modernized GPS signals 

Figure 10.2  GPS satellite clock error (68% bounding) versus time since upload by satellite block, 
2013–2016. (Courtesy of Kazuma Gunning/Stanford University.)
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use a much finer LSB (0.03 ns) for af0, which will reduce this error contributor in 
the future.

Data collected and analyzed in [9] for the period from 2009–2011 shows that 
clock errors dominate GLONASS signal-in-space (SIS) URE, which ranged from 
1.5–4m over this period. SIS URE is a one-sigma error statistic that includes both 
clock errors and ephemeris errors (discussed in Section 10.2.2). GLONASS residual 
clock errors are improving as better performing clocks are introduced into the con-
stellation and also as the CS is expanded. A more recent assessment of GLONASS 
SIS URE indicated that the typical 1-sigma SIS URE was 1.5–1.9m in 2015 [10]. 
AOD is typically under 12 hours for GLONASS based upon twice daily uploads. 
Quantization errors for the GLONASS FDMA signals are a significant contributor 
to GLONASS clock errors due to a coarse LSB of approximately 0.9 ns (0.3m) in 
the broadcast clock bias correction. 

Data from [10] and other sources indicates that Galileo, BeiDou, QZSS, and 
NAVIC clock errors are already under 1m, 1-sigma, and are expected to diminish 
as these systems mature. 

10.2.1.1  Spatial Correlation

Satellite clock errors contribute to overall pseudorange and carrier-phase measure-
ment errors to exactly the same extent for all GNSS receivers, independent of their 

Figure 10.3  GPS satellite clock and ephemeris error statistics for the 7-year period from 2008 to 
2014 [8].



10.2  Measurement Errors	 625

location on or near Earth, making this GNSS error one of the simplest to correct 
using differential techniques. For instance, if a satellite clock (after application of 
the broadcast navigation data corrections) is in error by 10 ns, it will result in a 
3-m pseudorange and carrier-phase measurement error for a user at any location.

10.2.1.2  Temporal Correlation

Today, GNSS satellite clock errors vary extremely slowly with time (i.e., the tem-
poral correlation is very high), making latency in the delivery of corrections from a 
typical differential system an insignificant error source. As an example, Figure 5.8 
in Chapter 5 provides Allan deviation measurements for the operational master 
clocks on-board the operational Galileo satellites for the period of October 2015 
to January 2016. It can be observed that for a time interval of 200 seconds, the Al-
lan deviations are below 2 × 10−13 s/s for both the passive hydrogen maser clocks 
(PHM) and rubidium atomic frequency standard (RAFS). This Allan deviation level 
corresponds to less than 0.06 mm/s rate of change over this interval. The stability 
of the clocks onboard other GNSS satellites are similar, yielding rates of change of 
the same order of magnitude.

10.2.2  Ephemeris Error

Estimates of ephemerides for all GNSS satellites are computed by their respective 
CS and uplinked to the satellites with other navigation data message parameters for 
rebroadcast to the user. As in the case of the satellite clock corrections, these cor-
rections are generated using a curve fit of the CS’s best prediction of each satellite’s 
orbit at the time of upload. (See, for example, Section 3.3.1.4 for a description of 
the GPS curve fit process and sample results.) The residual satellite position error is 
a vector that is depicted in Figure 10.4.

The effective pseudorange and carrier-phase errors due to ephemeris prediction 
errors can be computed by projecting the satellite position error vector onto the 
satellite-to-user line-of-sight vector. Ephemeris errors are generally smallest in the 
radial (from the satellite towards the center of the Earth) direction. The compo-
nents of ephemeris errors in the along-track (the instantaneous direction of travel 
of the satellite) and cross-track (perpendicular to the along-track and radial) direc-
tions are much larger. Along-track and cross-track components are more difficult 
for the CS to observe through its monitors on the surface of the Earth, since these 
components do not project significantly onto line of sights towards the Earth. For-
tunately, the user does not experience large measurement errors due to the largest 
ephemeris error components for the same reason. 

The distribution of GPS ephemeris errors over 2008–2014 is shown in Figure 
10.3. Over this period, the radial, along-track, and cross-track components of the 
error had one-sigma levels of approximately 18 cm, 98 cm, and 60 cm, respectively. 
The overall GPS SIS URE was at the 52 cm level (shown on the figure as IURE, 
which is an acronym for instantaneous URE). As with clock errors, ephemeris er-
rors generally grow with increasing AOD. This characteristic is illustrated in Figure 
10.5, which plots GPS ephemeris errors as a function of time since upload. It can be 
observed that the broadcast ephemeris one-sigma levels are approximately linearly 
proportional to AOD. Figure 10.6 shows the overall SIS URE versus AOD.
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Galileo ephemeris errors were assessed in [10]. For the month of March 2015, 
the radial, along-track, and cross-track errors had one-sigma levels of 44 cm, 1.83 

Figure 10.4  Ephemeris error.

Figure 10.5  GPS ephemeris error (68% bounding) versus time since upload by satellite block, 
2013–2016. (Courtesy of Kazuma Gunning/Stanford University.) 
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cm, and 88 cm, respectively. The overall Galileo SIS URE was assessed to be at the 
0.7-m level. 

It should be noted that the geographical extent of CS monitoring networks 
plays a role in ephemeris determination. Geographic separation of monitoring 
stations enables more accurate orbit estimation. For instance, in GLONASS the 
monitoring station network was originally entirely within the Russian territory 
(see Section 4.3). Prior to 2012, there was on average only a 53% chance for a 
GLONASS satellite to be in view of at least one monitoring station if a 0° mask 
angle is assumed [9]. The GLONASS satellite ephemeris errors were observed to be 
dependent on whether the satellite is monitored. Figure 10.7 depicts the URE for 
monitored versus unmonitored SVs. As discussed in Chapter 4, Russia is expand-
ing the GLONASS monitoring station network to outside of the Russian territory. 
The data in [9] suggests one-sigma GLONASS ephemeris errors for the period from 
2009 to 2011 at approximately the half-meter level for radial, and meter-level for 
along-track and cross-track. The overall GLONASS SIS URE was at the 1–4-m 
level.  

Data from [10] and other sources indicate that radial BeiDou, QZSS, and 
NAVIC ephemeris errors are submeter.

10.2.2.1  Spatial Correlation

Errors in the broadcast satellite positions lead to pseudorange and carrier-phase er-
rors. Since the magnitude of ephemeris-induced pseudorange or carrier-phase errors 
are dependent on the line of sight between the user and the satellite, these errors 
change with user location. However, the difference in pseudorange or carrier-phase 
errors as seen by receivers in close proximity is very small, since their respective 

Figure 10.6  URE (68% bounding) versus time since upload by satellite block, 2013–2016. (Courtesy 
of Kazuma Gunning/Stanford University.)
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lines of sight to each satellite are very similar. To quantify the amount of change, 
let the separation between a user U and reference station M be denoted as p (Figure 
10.8). We will refer to the actual orbital satellite position as the true position. The 
error in the estimated satellite position (i.e., the broadcast ephemeris) is represented 
as εs. Let dm and ′md  be the true and estimated distances, respectively, of the reference 
station to the satellite, and let du and ud ′ be the corresponding distances of the user to 
the satellite. Let φm be the angle formed by the directions of the reference station to 

Figure 10.7  Geographic dependency of GLONASS SIS UREs. (From: [9].)

Figure 10.8  Variation of broadcast ephemeris errors with viewing angle.
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the user and to the actual satellite position. Let α be the angle formed by the direc-
tions of the reference station to the actual and estimated positions of the satellite, 
S and S′, respectively. The law of cosines gives us the following two relationships:

	
( )2 2 2

2 2 2

2 cos

2 cos

u m m m

u m m m

d d p pd

d d p pd

f α

f

= + − −′ ′ ′

= + −
	

where a′ is the difference m mf f− ′  in elevation angles between the actual and es-
timated satellite positions from the monitor station. (The absolute value of a′ is 
less than or equal to the absolute value of α and the two are equal when the two 
triangles lie in the same plane.)

Solving the first equation for m ud d−′ ′ and the second for du – dm, and neglecting 
the higher-order terms in the binomial expansion of the square root in each of these 
equations, we obtain
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Adding these two equations, we find that the difference between the errors, 

u u ud dε = −′  and m m md dε = −′ , is
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where the equality holds if the estimated satellite position lies in the plane defined 
by the user position, reference station position, and true satellite position.

The difference εm – εu is the error introduced by the pseudorange correction at 
the user. To simplify the expression, assume that the angle φm is greater than 5°, 
that the separation between the user and reference station is less than 1,000 km, 
and that the direction SS′ is parallel to the direction MU . Then
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sin sin sins m s
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d d

ε f ε
ε ε α f f f

   ⋅
− ≤ ⋅ ⋅ ≈ ⋅ ⋅ = ⋅ ⋅       	 (10.4)

where εs is the error in the satellite’s estimated position.
Equation (10.4) implies that the error increases directly with the separation be-

tween the reference station measuring the error and the user receiver employing the 
correction. Suppose, for example, that the error in the satellite’s estimated position 
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is 5m and suppose the user is 100 km from the reference station. Then the error in 
the correction due to that separation is less than

	 4

5m
100km 2.5cm

2 10 km

 
× = × 

	

for elevation angles >5°.

10.2.2.2  Temporal Correlation

GNSS satellite ephemeris typically varies very slowly with time. For example, GPS 
ephemeris errors for 1 day in November 2001 were examined in [11] and it was 
observed that radial, along-track, cross-track, and overall three-dimensional (3-D) 
ephemeris errors for all satellites changed by no more than 1 cm over 10 seconds. 
The accuracy of the GPS broadcast ephemeris data has since increased significantly, 
and even lower rates of change are currently experienced. Similar low rates of 
change (corresponding to high levels of temporal correlation) have been observed 
for the ephemeris data broadcast by other GNSS satellites.  

10.2.3  Relativistic Effects

Both Einstein’s general and special theories of relativity are factors in the pseudor-
ange and carrier-phase measurement process [12, 13]. The need for special relativity 
(SR) relativistic corrections arises any time the signal source (in this case, a GNSS 
satellite) or the signal receiver (GNSS receiver) is moving with respect to the chosen 
isotropic light speed frame, which in a GNSS system is the ECI frame. The need for 
general relativity (GR) relativistic corrections arises any time the signal source and 
signal receiver are located at different gravitational potentials.

The satellite clock is affected by both special and general relativity. In order 
to compensate for both of these effects, the satellite clock frequency needs to be 
adjusted prior to launch. Examples are:

•• In the case of a highly inclined elliptical orbit (denoted as HEO) QZSS SV 
with reference frequency f0 = 10.23MHz, the satellite clock is offset by the 
nominal ∆f/f0 = –5.399E–10 to compensate for the frequency difference be-
tween the ground surface and satellite orbit. For this reason, the center fre-
quency in the satellite orbit is not exactly precise. For example, the L5 band 
signal is offset by −0.6352 Hz (nominal) [5]. The frequency observed by the 
user at sea level will be 1,176.45 MHz; hence, the user does not have to cor-
rect for this effect.

•• In the case of GLONASS which uses FDMA, each satellite’s carrier frequen-
cies of L1 and L2 subbands are coherently derived from a common onboard 
time/frequency standard which to the user at sea level is 5.0 MHz. To com-
pensate for relativistic effects, the nominal value of this reference frequency, 
as observed at the satellite, is biased from 5.0 MHz by the relative value ∆f/f0 
= –4.36E–10 or f = –2.18E–3 Hz that is equal to 4.99999999782 MHz [7].
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The user or SATNAV CS does have to make a correction for another relativ-
istic periodic effect that arises because of eccentricities of the satellite orbits. This 
periodic effect is caused by the periodic change in the speed of the satellite rela-
tive to the ECI frame and also by the satellite’s periodic change in its gravitational 
potential.

When the satellite is at perigee, the satellite velocity is higher and the gravi-
tational potential is lower; both cause the satellite clock to run slower. When the 
satellite is at apogee, the satellite velocity is lower and the gravitational potential 
is higher; both cause the satellite clock to run faster [12, 13]. This effect can be 
compensated for by [2]

	 sinr kt Fe A E∆ = 	 (10.5)

where

F = -4.442807633 × 10–10 s/m1/2;

e = satellite orbital eccentricity;

A = semimajor axis of the satellite orbit;

Ek = eccentric anomaly of the satellite orbit.

The signal specifications for GPS, Galileo, BeiDou, QZSS, and NAVIC all pre-
scribe application of the correction in (10.5) within the user receiver. In the case of 
GPS, [14] stated that this relativistic effect can reach a maximum of 70 ns (21m in 
range). Correcting the satellite clock for this relativistic effect will result in a more 
accurate estimation of the time of transmission by the user. For the GLONASS 
satellites, the broadcast satellite clock correction parameters already include the 
relativistic correction in (10.3) so the user equipment need not (and should not) 
apply this correction.

Due to rotation of the Earth during the time of signal transmission, a relativistic 
error is introduced, known as the Sagnac effect, when computations for the satel-
lite positions are made in an Earth-centered Earth-fixed (ECEF) coordinate system 
(see Section 2.2.2). During the propagation time of the SV signal transmission, a 
clock on the surface of the Earth will experience a finite rotation with respect to 
an Earth-centered inertial (ECI) coordinate system (see Section 2.2.1). Figure 10.9 
illustrates this phenomenon known as the Sagnac effect. Clearly, if the user experi-
ences a net rotation away from the SV, the propagation time will increase and vice 
versa. If left uncorrected, the Sagnac effect can lead to maximum position errors 
on the order of 40m [15] for GLONASS and GPS and 46m for Galileo [15]. Cor-
rections for the Sagnac effect are often referred to as Earth rotation corrections.

There are a number of approaches for correcting for the Sagnac effect. One 
common approach is to avoid the Sagnac effect entirely by working within an ECI 
coordinate system for satellite and user position computations. An ECI frame can 
be conveniently obtained by freezing an ECEF frame at the instant of time when 
pseudorange measurements are made to the set of visible satellites. The Sagnac ef-
fect does not arise in an ECI frame. Importantly, the satellite positions that are used 
in the standard GNSS user position solution (Section 2.5) must correspond to the 
times of transmission, which are generally not the same. The time of transmission 
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for each satellite, Ts, is a natural measurement of a GNSS receiver as discussed in 
Section 8.10. Users of commercial equipment can access time of transmission for 
each satellite by simply subtracting the pseudorange measurement (after applying 
the clock corrections discussed in Section 10.2.1) divided by the speed of light from 
the receiver’s time tag for the measurement. Next, each satellite position can be 
computed in terms of its ECEF coordinates (xs, ys, zs) at its time of transmission 
using the broadcast ephemeris data. (Tables 3.1 and 3.2 provide a GPS example). 
Then each satellite position can be transformed into the common ECI frame using 
the rotation:
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x T T T T x
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z z
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        

 

  	

In this formulation, the time of reception, Tu, is initially unknown prior to 
the position/time estimate. As an example, it may be initially approximated as the 

Figure 10.9  The Sagnac effect.
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average time of transmission among visible satellites plus a mid-range satellite-to-
receiver transit time (e.g., 75 ms for a GPS Earth-based user). Once the position 
solution is generated using the least-squares technique as described in Section 2.5, 
the user clock correction can be applied to obtain a much better estimate of Tu and 
the process can be iterated. The user’s position coordinates are the same in both 
the ECEF and ECI frames at the signal reception time, since by definition these two 
frames were fixed at that instant. A number of alternative Earth rotation correction 
formulations, along with numerical examples, are provided in [16]. 

Finally, a GNSS signal experiences space-time curvature due to the gravita-
tional field of the Earth. As an example, the magnitude of this relativistic effect for 
GPS can range from 0.001 ppm in relative positioning to about 18.7 mm for point 
positioning [17].

10.2.4  Atmospheric Effects

The propagation speed of a wave in a medium can be expressed in terms of the 
index of refraction for the medium. The index of refraction is defined as the ratio 
of the wave’s propagation speed in free space to that in the medium by the formula

	 c
n

v
= 	 (10.6)

where c is the speed of light equal to 299,792,458 m/s as defined within the ITRF. 
The medium is dispersive if the propagation speed (or equivalently, the index of 
refraction) is a function of the wave’s frequency. In a dispersive medium, the propa-
gation velocity vp of the signal’s carrier phase differs from the velocity vg associated 
with the waves carrying the signal information. The information-carrying aspect 
can be thought of as a group of waves traveling at slightly different frequencies.

To clarify the concepts of group and phase velocities, consider two compo-
nents, S1 and S2, of an electromagnetic wave with frequencies f1 and f2 (or ω1 and 
ω2) and phase velocities v1 and v2, traveling in the x-direction. The sum S of these 
signals is
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Using the trigonometric identity,
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we find that
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The cosine part is a wave group (the modulation imposed on the sinusoid, that 
part of the wave that carries the information) that moves with velocity
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where λ1 and λ2 are the corresponding signal wavelengths.
For signals with narrow bandwidths relative to the carrier frequency, such as 

the GNSS signals, we can replace v2 – v1 by the differential dv, λ2 – λ1 by the dif-
ferential dλ, and l1 by λ, and add the subscript p to v to denote phase velocity 
explicitly to get

	 p
g p

dv
v v

d
λ

λ
= − 	 (10.8)

which implies that the difference between the group velocity and phase velocity 
depends on both the wavelength and the rate of change of phase velocity with 
wavelength.

The corresponding indices of refraction are related by [17]

	
p

g p

dn
n n f

df
= + 	 (10.9)

where the indices of refraction are defined by 
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	 p g
p g

c c
n n

v v
= = 	 (10.10)

and f denotes the signal frequency. In a nondispersive medium, wave propagation 
is independent of frequency and the signal phase and signal information propagate 
at the same speed with vg = vp and ng = np.

10.2.4.1  Ionospheric Effects

The ionosphere is a dispersive medium located primarily in the region of the atmo-
sphere between about 70 km and 1,000 km above the Earth’s surface. Within this 
region, ultraviolet rays from the Sun ionize a portion of gas molecules and release 
free electrons. These free electrons influence electromagnetic wave propagation, 
including GNSS satellite signal broadcasts

The following is based on a similar development in [17]. The index of refrac-
tion for the phase propagation in the ionosphere can be approximated as

	 32 4
2 3 41p

cc c
n

f f f
= + + + 	 (10.11)

where the coefficients c2, c3, and c4 are frequency-independent but are a function 
of the number of electrons (i.e., electron density) along the satellite-to-user signal 
propagation path. The electron density is denoted as ne. A similar expression for ng 
can be obtained by differentiating (10.11) with respect to frequency and substitut-
ing the result along with (10.11) into (10.9). This results in the following:

	 32 4
2 3 4
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1g
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n

f f f
= − − − 	

Neglecting higher-order terms, the following approximations are obtained:

	 2 2
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The coefficient c2 is estimated as c2 = –40.3 ne Hz2. Rewriting the above yields

	 2 2

40.3 40.3
1 1e e

p g

n n
n n

f f
= − = + 	 (10.13)

using (10.9), the phase and group velocity are estimated as
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It can be observed that the phase velocity will exceed that of the group veloc-
ity. The amount of retardation of the group velocity is equal to the advance of the 
carrier phase with respect to free-space propagation. In the case of GNSS, this 
translates to the signal information (e.g., ranging code and navigation data) being 
delayed and the carrier phase experiencing an advance, a phenomenon referred to 
as ionospheric divergence. Importantly, the magnitude of the error on the pseudor-
ange measurement and the error on the carrier-phase measurement (both in meters) 
are equal; only the sign is different. The reduction in the carrier-phase measure-
ment value due to the presence of free electrons in the ionosphere can be intuitively 
explained as being due to the fact that the distance between crest to crest in the 
electric field of the signal is lengthened for the portion of the signal path contained 
within the ionosphere. 

The measured range is

	  
User

SV
S n ds= ∫ 	 (10.15)

whereas the line-of-sight (i.e., geometric) range is
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SV
l dl= ∫ 	 (10.16)

The path-length difference due to ionospheric refraction is
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and the delay attributed to the phase refractive index is
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Similarly, the delay induced by the group refractive index is
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Since the delay will be small compared to the satellite-to-user distance, we simplify 
(10.18) and (10.19) by integrating the first term along the line-of-sight path. Thus, 
ds changes to dl and we now have
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The electron density along the path length is referred to as the total electron 
content (TEC) and is defined as

	 TEC
User

eSV
n dl= ∫ 	

The TEC is expressed in units of electrons/m2 or occasionally TEC units 
(TECU) where 1 TECU is defined as 1016 electrons/m2. The TEC is a function of 
time of day, user location, satellite elevation angle, season, ionizing flux, magnetic 
activity, sunspot cycle, and scintillation. It nominally ranges between 1016 and 1019 
with the two extremes occurring around midnight and mid-afternoon, respectively. 
We can now rewrite (10.20) in terms of the TEC:

	 , ,2 2
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f f
−
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Since the TEC is generally referenced to the vertical direction through the iono-
sphere, the above expressions reflect the path delay along the vertical direction with 
the satellite at an elevation angle of 90° (i.e., zenith). For other elevation angles, we 
multiply (10.20) by an obliquity factor. The obliquity factor, also referred to as a 
mapping function, accounts for the increased path length that the signal will travel 
within the ionosphere. Various models exist for the obliquity factor. One example, 
from [18], is (terms are defined in Figure 10.10)
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	 (10.22)

The height of the maximum electron density, hI, in this model is 350 km. With 
the addition of the obliquity factor, the path delay expressions from (10.21) become

	 , ,2 2
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iono p pp iono g ppS F S F

f f
∆ = − ∆ = 	

Since the ionospheric delay is frequency dependent, it can virtually be eliminat-
ed by making ranging measurements with a dual-frequency receiver. Differencing 
pseudorange measurements made on two frequencies [e.g., B1-C/E1/L1 (1,575.42 
MHz) and B2a/E5a/L5 (1,176.45 MHz)] enables the estimation of the delays on 
both frequencies (neglecting multipath and receiver noise errors). These are first-
order estimates since they are based on (10.12). An ionospheric-free pseudorange 
may be formed using pseudorange measurements on two frequencies as prescribed 
in [2] for GPS L1 and L2:
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where γ = (fL1/fL2)2. Although ionospheric delay errors are removed, this approach 
has the drawback that measurement errors are significantly magnified through the 
combination. A preferred approach is to use the L1 and L2 pseudorange measure-
ments to estimate the ionospheric error on L1 using the following expression:
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The path length difference on L2 can be estimated by multiplying 
1, Liono corrS∆  by

	 ( ) ( )2 2

1 2/ 77 / 60f f = 	

These estimated corrections may be smoothed over time, since ionospheric de-
lay errors typically do not change very rapidly and are subtracted from pseudor-
ange measurements made by each frequency.

It should be noted that the higher-order terms in (10.11) usually account for 
differences at the millimeter level (rising to centimeter level during extreme iono-
spheric disturbances) and may be safely neglected for most applications [19]. 

Figure 10.10  Ionospheric modeling geometry.
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In the case of a single-frequency receiver, it is obvious that (10.24) cannot be 
used. Consequently, models of the ionosphere are employed to correct for the iono-
spheric delay. 

Klobuchar Model
One important example is the Klobuchar model used in GPS and other SATNAV 
systems, which removes (on average) about 50% of the ionospheric delay at mid-
latitudes through a set of coefficients included in a GNSS navigation message. This 
model assumes that the vertical ionospheric delay can be approximated by half a 
cosine function of the local time during daytime and by a constant level during 
nighttime [20].

Almost three times as much delay is incurred when viewing satellites at low 
elevation than at the zenith. For a signal arriving at vertical incidence, the delay 
ranges from about 10 ns (3m) at night to as much as 50 ns (15m) during the day. 
At low satellite viewing angles (0° through 10°), the delay can range from 30 ns 
(9m) at night up to 150 ns (45m) during the day [21]. Reference [22] stated that 
the value for residual ionospheric delays, averaged over the globe ranges from 9.8m 
to 19.6m.

NeQuick G
The NeQuick G model has been developed for use in Galileo UE and is based on 
a 3-D representation of the electron density using an adaptation of the NeQuick 
ionospheric electron density model for quasi-real-time corrections and driven by 
three broadcast coefficients in the navigation message. NeQuick G is designed to 
reach a correction capability of at least 70% of the ionospheric code delay (rms), 
with a lower slant TEC (STEC) residual error bound of 20 TECU for any location, 
time of day, season, and solar activity, excluding periods where the ionosphere 
is largely disturbed due to, for instance, geomagnetic storms. Such performance 
has been assessed successfully using GPS data only and GPS+GIOVE data during 
GIOVE Experimentation [23]. 

Figure 10.11 shows the global daily RMS ionospheric residual error in meters 
at L1 after correction with the Galileo NeQuick G model and GPS Ionospheric 
Correction Algorithm from April 2013 to March 2016. It can be observed that 
the NeQuick G model residual error is less than those obtained by the Klobuchar 
model (based on [19]).

Spatial Correlation
The following relationship between the delay, εIono, expressed in units of length, 
due to the ionosphere, the frequency, f, of the signal, the elevation angle, f′, at the 
ionospheric pierce point, and the total electron content, TEC, along the path of the 
signal is:

	 2

1 40.3
sin

Iono TEC
f

ε
f

= ⋅ ⋅
′
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The sin f′ term accounts for the additional path length in the ionosphere when the 
direction of the satellite is off the vertical. The ionospheric pierce point is that point 
on the displacement vector from the user position to the satellite position midway 
through the ionosphere typically taken to be 300 km to 400 km in altitude [17] (see 
Figure 10.12).

The difference in delay due to the difference in elevation angles for a horizontal 
separation of user and reference station is
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	 (10.25)

where p = distance between the user and the reference station, φm = elevation angle 
of the satellite from the reference station, and mf′  = elevation angle at the reference 
station’s ionospheric pierce point.

The TEC usually lies in the range 1016 to 1018 electrons/m2, with 50 × 1016 
electrons/m2 typical in the temperate zones, so that the difference in delays experi-
enced by the reference station and the user 100 km away due to the difference in 
elevation angle is typically

Figure 10.11  Global daily RMS ionospheric residual error in meters at L1 after correction with Gali-
leo NeQuick G and GPS ICA from April 2013 to March 2016. (Courtesy of ESA/Raul Orus.)
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The variation of the ionospheric delay difference due to differences in elevation 
angle as a function of separation is shown in Figure 10.13 for three values of satel-
lite elevation angle and a TEC of 50 × 1016 electrons/m2. 

Spatial variations in TEC within the ionosphere typically lead to much greater 
differences in ionospheric delay than those attributable to elevation angle. The 
difference in vertical ionospheric delays (i.e., delays observed for a satellite that is 
directly overhead) due to TEC gradients is typically in the range of 0.2 to 0.5m over 
100 km when the ionosphere is undisturbed, but can be greater than 4m over 100 
km when the ionosphere is disturbed [24, 25]. Slant range delays during daylight 
hours were evaluated in [26] for a network of GPS receivers over a 1-year time-
frame. The conclusions from [26] were that the difference in ionospheric delays 
seen by two receivers separated by 400 km in a mid-latitude region is expected to 
be less than 2m in magnitude 95% of the time even during the peak of the 11-year 

Figure 10.12  Ionospheric delay difference.
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solar cycle. There are various physical phenomena, including traveling ionospheric 
disturbances (TIDS), which are small-scale irregularities in the ionosphere, that can 
cause steep spatial gradients in TEC over distances as short as 10 km. 

Temporal Correlation
Ionospheric delays typically change very slowly with time, normally following a 
daily cycle of very low values at local nighttime, followed by a ramping up to a 
maximal delay in the early local afternoon, and then a decline back to the steady 
night value again. In mid-latitude regions, the time rate of change of vertical iono-
spheric delays rarely exceeds 8 cm/min [27]. In other regions of the world, rates of 
up to 65 cm/min have been observed [27]. Some recent studies have indicated that 
rates of over 3 m/min may occur on rare occasions. These observed rates include 
both the effect of changing elevation angles and TEC.

10.2.4.2  Tropospheric Delay

The troposphere is the lower part of the atmosphere that is nondispersive for fre-
quencies up to 15 GHz [17]. Within this medium, the phase and group velocities 
associated with the GNSS carrier and signal information (ranging code and navi-
gation data) on the GNSS L-band frequencies are equally delayed with respect to 
free-space propagation. (Note that S-band carrier and signal information are also 
equally delayed but this discussion focuses on L-band signals.) This delay is a func-
tion of the tropospheric refractive index, which is dependent on the local tempera-
ture, pressure, and relative humidity. Left uncompensated, the range equivalent of 
this delay can vary from about 2.4m for a satellite at the zenith and the user at sea 
level to about 25m for a satellite at an elevation angle of approximately 5°[17].

From (10.17), we have that the path length difference attributed to the tropo-
spheric delay as

Figure 10.13  Variation of ionospheric delay difference due to elevation angle differences. 
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	 ( 1)
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where the integration is along the signal path. The path-length difference can also 
be expressed in terms of refractivity,

	
610

user

tropo sv
S Nds−∆ = ∫ 	 (10.26)

where the refractivity,, is defined by

	 610 ( 1)N n≡ − 	

The refractivity is often modeled as including both a dry (hydrostatic) and wet 
(nonhydrostatic) component [28]. The dry component, which arises from the dry 
air, gives rise to about 90% of the tropospheric delay and can be predicted very ac-
curately. The wet component, which arises from the water vapor, is more difficult 
to predict due to uncertainties in the atmospheric distribution. Both components 
extend to different heights in the troposphere; the dry layer extends to a height of 
about 40 km while the wet component extends to a height of about 10 km.

We define Nd,0 and Nw,0 as the dry and wet component refractivities, respec-
tively, at standard sea level. To express both Nd,0 and Nw,0 in pressure and tempera-
ture, the formulas of [29] can be used:
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with p0 = partial pressure of the dry component at standard sea level (mbar), T0 =  
absolute temperature at standard sea-level (K), and a1 = empirical constant (77.624 
K/mbar).
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where a2 and a3 are empirical constants (–12.92 K/mbar and 371,900 K2/mbar, 
respectively).

Path delay also varies with the user’s height, h. Thus, both the dry and wet 
component refractivities are dependent on the atmospheric conditions at the user’s 
height above the reference ellipsoid. One model that takes the height into account 
and is successfully demonstrated in [30], combines parts of the works cited in [28, 
29, 31, 32]. The dry component as a function of the height is determined by
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	 (10.27)
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and hd, the upper extent of the dry component of the troposphere referenced to sea 
level, is determined from

	
0

6
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0.011385
10d

d

p
h

N −=
× 	

where µ stems from the underlying use of the ideal gas law. Hopfield [28] found 
that setting µ = 4 gives the best results for the model.

Similarly, the refractivity, Nw(h), of the wet component of the troposphere is 
determined from
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	 (10.28)

where hw is the extent of the wet component of troposphere determined by
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The path-length difference when the satellite is at zenith and the user is at sea 
level is from (10.26):
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Evaluation of (10.29) using the expressions for Nd(h) and Nw(h) in (10.27) and 
(10.28) yields
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To compute the tropospheric correction in (10.30), pressure and temperature 
inputs are required, which can be obtained using meteorological sensors. When 
the satellite is not at zenith, a mapping function model is needed to determine how 
much greater of a delay can be anticipated due to the larger path length of the 
signal through the troposphere. It is common to refer to the delay for a satellite at 
zenith as a vertical delay or zenith delay and the delay for satellites at any other 
arbitrary elevation angle as a slant delay. Mapping functions that relate slant and 
vertical delays will be discussed later in this section. 

One accurate method for modeling the troposphere’s dry and wet compo-
nents at zenith without meteorological sensors was developed at the University of 
New Brunswick (UNB). In this model [33], referred to as UNB3, the dry and wet 
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components are considered functions of height, h, in meters above mean sea level 
and of five meteorological parameters: pressure, p, in millibars, temperature, T, 
in Kelvin, water vapor pressure, e, in millibars, temperature lapse rate, β, in K/m, 
and water vapor lapse rate, λ (unitless). Each of the meteorological parameters is 
calculated by interpolating values from Tables 10.1 and 10.2. Using pressure as an 
example, the average pressure, p0(φ), at latitude φ (15° < φ < 75°) is calculated by 
using the two values in the p0 column of Table 10.1 corresponding to those two 
values of latitude, φi and φi+1, that are closest to φ, as follows:
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Similarly, the seasonal variation, ∆p(φ), is found in the same way from Table 10.2, 
as follows:
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For latitudes less than 15° simply use the values of parameters in the first row 
without interpolation; for latitudes greater than 75°, use the values of parameters 
in the last row. Finally, the pressure, p, is determined, taking into account the day 
of the year, D, with the first day being January 1, as follows:
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Table 10.1  Average Meteorological Parameters for Tropospheric Delay
Parameter Averages

Latitude (°) p0 (mbar) T0 (K) e0 (mbar) β0 (K/m) λ0

15° or less 1,013.25 299.65 26.31 6.30 × 10−3 2.77

30 1,017.25 294.15 21.79 6.05 × 10−3 3.15

45 1,015.75 283.15 11.66 5.58 × 10−3 2.57

60 1,011.75 272.15 6.78 5.39 × 10−3 1.81

75° or greater 1,013.00 263.65 4.11 4.53 × 10−3 1.55

Table 10.2  Seasonal Meteorological Parameters for Tropospheric Delay
Seasonal Variation of Parameters

Latitude (°) ∆p (mbar) ∆T (K) ∆e (mbar) ∆β (K/m) ∆λ

15° or less 0.00 0.00 0.00 0.00 × 10−3 0.00

30 –3.75 7.00 8.85 0.25 × 10−3 0.33

45 –2.25 11.00 7.24 0.32 × 10−3 0.46

60 –1.75 15.00 5.36 0.81 × 10−3 0.74

75 or greater –0.50 14.50 3.39 0.62 × 10−3 0.30
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where 

	 min

28   in northern latitudes

211 in southern latitudes
D


= 


	

The difference in the values of the parameter Dmin in the Northern and Southern 
hemispheres accounts for the difference (183 days) in seasons in these hemispheres. 
Once all five meteorological parameters have been calculated in exactly the same 
way that the pressure is calculated, the wet and dry components of the delay can be 
determined from the following equations for ddry and dwet in (10.27):
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where k1 = 77.604 K/mbar, k2 = 382000 K2/mbar, Rd = 287.054 J/kg/K, gm = 9.784 
m/s2, and g = 9.80665 m/s2.

For elevation angles other than 90°, the model in (10.30) does, in general, not 
apply. To account for, for example, the elevation angle of the satellite, so-called 
mapping functions may be introduced in:
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	 (10.31)

where md = dry-component mapping function, mw = wet-component mapping func-
tion, and m = general mapping function.

Existing mapping functions can be divided into two groups: the geodetic-survey 
oriented applications and the navigation oriented applications [34]. An example of 
the geodetic-survey oriented group are the Niell mapping functions as described 
in [35], with separate mapping functions for dry and wet components of the tro-
pospheric delay. Navigation-oriented mapping functions include both analytical 
models and more complex forms such as the fractional form introduced by [36]. 
The advantage of the analytical forms is that it is not computationally intensive to 
determine the mapping function values. An example of analytical models is Black 
and Eisner’s mapping function which is a function of the satellite’s elevation angle, 
E:
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A more accurate, but more complex model that may be used for the mapping func-
tion has the following continued fractional form [36]:
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where E is the elevation angle, ai, bi, and ci are the mapping function parameters, 
and i represents either the dry or wet component. Note that the term in the nu-
merator normalizes the mapping function with respect to zenith. The parameters 
ai, bi, and ci can be estimated from ray-tracing delay values at various elevation 
angles. Examples of mapping functions that describe the troposphere delay accu-
rately down to a satellite elevation angle of 2° are described in [34]. The models in 
[34] are a function of satellite elevation angle and height. Note that these models 
require more computation time than the analytical models. One example of a three 
parameter continued fractional form is the UNBabc model. The a, b, and c param-
eters for the dry component mapping function are given by:
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The a, b, and c parameters for the wet component mapping function are given 
by:
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Spatial Correlation
As discussed above, the speed of electromagnetic radiation varies, depending on 
temperature, pressure, and relative humidity, as it passes through the troposphere. 
In this section, we obtain an estimate of the kind of delay difference we can expect 
from the signal traveling through the troposphere and choose a model described in 
[37], which expresses the tropospheric delay of a signal from a GNSS satellite to a 
user at the Earth’s surface, as follows:
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where Tropo
uε  = tropospheric delay experienced by the user in meters, φ = elevation 

angle from the user to the satellite in degrees, and Ns = surface refractivity.
If we denote the elevation angle of the satellite from the reference station by φm, 

then from Figure 10.14, we can determine the difference csc φ – csc φm  in terms of 
the horizontal distance p between the user and reference station and the height ds 
of the satellite, as follows:
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where dm is the distance from the monitoring station to the satellite and du is the 
distance from the user receiver to the satellite. (The inequality sign may be dropped 
if the triangle lies in a vertical plane.) This yields the following equation for the 
delay difference where, for the moment, we hold Ns constant:
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	 (10.33)

The second term of the right member in (10.33) was added to fit data at low 
elevation angles—about 10° or less—and is negligible for higher GNSS elevation 
angles (i.e., greater than 10°). For higher elevation angles, the difference in tropo-
spheric delay error is proportional to the separation between the user and reference 
station.

Figure 10.14  Horizontal tropospheric delay difference.
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Suppose, for example, that the elevation angle is 45° and p = 100 km. Then, if 
we use a midrange value for Ns of 360, we find from the model that the deviation 
of the tropospheric correction at the user position differs from that at the reference 
station position by an amount
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Thus, the error is in the order of 2 cm. The variation of the deviation as a func-
tion of separation due to elevation angle differences is shown in Figure 10.15. Note 
that over the entire 100-km separation, the variation of delay difference due to 
variation in the surface refractivity is less than 1.5 mm for this tropospheric model, 
an order of magnitude smaller than that due to a variation in elevation angle from 
10° to 90°. Thus, allowing Ns to vary in the derivation of (10.33) would have 
produced a small, negligible additional term in (10.33). However, the total delay 
difference is also small. Even for extreme values of refractivity (400) and low angles 
(10°), the differences in delays are not much more than 2 cm.

Real-world data suggests that tropospheric delays vary more rapidly with dis-
tance than can be attributed solely to differences in viewing angle. Much larger 
differences in tropospheric delay from location to location arise in reality because 
the troposphere often differs significantly from the model, especially at an interface 
between land and water or where the user and reference station are separated by 
a weather front. In a study described in [38], differences in tropospheric delays as 

Figure 10.15  Variation in tropospheric delay difference due to elevation angle. 



650	������������� GNSS Errors  

large as 40 cm were observed over a 25-km baseline for satellites above 5°. This 
suggests a vertical tropospheric delay difference on the order of 4 cm over this base-
line; a much larger value than could be attributed to differences in viewing angle 
alone. The smallest difference in tropospheric error observed in [38] over a 25-km 
baseline was 10 cm.

A difference in heights between the user receiver and the reference station has 
a greater effect than a horizontal displacement. Reference [37] develops the fol-
lowing relationship between the tropospheric delay, Tropo

mε  meters, experienced by 
the reference station and delay, Tropo

hε  meters, experienced by a user at a height h 
kilometers above the station (Figure 10.16):
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At an altitude of 1 km above the reference station, the user experiences a delay 
of
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and the difference in delays is

	 3.6m 1.6m 2mTropo Tropo
h mε ε− = − = 	

Figure 10.16  Vertical tropospheric delay difference.
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That is, assuming Ns = 360 and that the elevation angle is 45°, the delay at a height 
of 1 km is only 45% of the 3.6-m delay, calculated from (10.32), at the reference 
station, or 1.6m. The difference is 2m.

The variation in the difference in tropospheric delays between a signal reach-
ing the ground having a refractivity of Ns and the signal at an altitude h above the 
ground is shown in Figure 10.17 for two different elevation angles of the satellite.

Temporal Correlation
Although vertical tropospheric delays do not change very rapidly with time for a 
stationary receiver, slant tropospheric delays can due to the rate of change of eleva-
tion angle. For stationary users, the elevation angle to a GNSS satellite can vary at 
a rate up to 0.5°/min, just due to the motion of the satellite. For a satellite at 5°, 
this can lead to tropospheric delay changing at a rate of up to 2 m/min. For satel-
lites above 10°, the maximum rate of change is around 0.64 m/min. A receiver on 
a moving platform that is rapidly changing altitude can experience an even higher 
rate of change in tropospheric error due to the altitude dependence discussed above.

10.2.5  Receiver Noise and Resolution

Measurement errors are also induced by the receiver tracking loops. In terms of the 
DLL, dominant sources of pseudorange measurement error (excluding multipath, 
which will be discussed in Section 10.2.6) are thermal noise jitter and the effects of 
interference. For example, the composite receiver noise and resolution error con-
tribution for a BPSK-R(1) signal will be slightly larger than that for a BPSK-R(10) 
because the BPSK-R(1) signal has a smaller root-mean-square bandwidth than the 
BPSK-R(10). Typical modern receiver 1σ values for the noise and resolution error 
are on the order of a decimeter or less in nominal conditions (i.e., without external 

Figure 10.17  Variation in the vertical delay difference with refractivity and elevation angle.
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interference) and negligible compared to errors induced by multipath. Receiver 
noise and resolution errors affect carrier phase measurements made by a PLL. For 
the BPSK-R(1) and BPSK-R(10) signals mentioned above, PLL measurements errors 
in nominal conditions are on the order of 1.2 mm (1 σ) when tracking the BPSK-
R(1) signal and 1.6 mm (1 σ) when tracking the BPSK-R(10) signal. Extensive treat-
ment of DLL and PLL errors is provided in Section 8.9. The effects of interference 
on DLLs and PLLs are discussed in Section 9.2.

10.2.6  Multipath and Shadowing Effects

One of the most significant errors incurred in the receiver measurement process is 
multipath. Multipath errors on both pseudorange and carrier-phase measurements 
were discussed in detail in Section 9.5. As described in that section, multipath er-
rors vary significantly in magnitude depending on the environment the receiver is 
located within, satellite elevation angle, receiver signal processing, antenna gain 
pattern, and signal characteristics. Within this chapter, as an example, we will use 
typical one-sigma multipath levels in a relatively benign environment of 20 cm and 
2 cm, respectively, for a wide bandwidth BPSK-R(1) signal receiver’s pseudorange 
and carrier-phase measurements. 

Receiver Noise and Multipath in DGNSS Systems 
Unlike the other error sources considered thus far, receiver noise and multipath re-
sult in pseudorange and carrier-phase errors that are uncorrelated between receivers 
separated by even very short baselines. Multipath, in particular, often dominates 
error budgets for short-baseline code- and carrier-based DGNSS systems for two 
reasons. First, it causes pseudorange and carrier-phase errors that are generally sta-
tistically larger than those caused by receiver noise. Second, the fact that multipath 
errors are uncorrelated from receiver to receiver means that the difference in mea-
surement error caused by multipath between two receivers has a variance described 
as the sum of the multipath error variance attributable to each alone. As discussed 
in Section 9.5, the magnitude of multipath errors varies significantly depending on 
the type of receiver and environment. 

Both receiver noise and multipath errors can change very rapidly. Since these 
errors are not common between the user and reference station in a DGNSS sce-
nario, the rates of change of these errors are only important in that averaging 
of some form within the user equipment can often be employed to reduce their 
consequence. 

10.2.7  Hardware Bias Errors

10.2.7.1  Satellite Biases 

Each of the ranging codes generated onboard the SV experiences a different delay 
from signal generation to output from the antenna phase center. This delay is due to 
the different analog and digital signal paths corresponding to each signal. This delay 
is defined as the equipment group delay and consists of a bias and an uncertainty 
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term [2, 4, 6, 7]. Thus, all SV generated signals have a unique offset from GNSS 
system time and are transmitted at a different time. This can be observed for the 
GPS example in Figure 10.18(a). Please note that while a GPS construct is used to 
discuss this topic other SATNAV systems may also employ this construct.

Equation (10.20) shows that the ionosphere delays each code inversely pro-
portional to the square of its frequency. Keeping this in mind and staying with the 
GPS construct as an example, if both the L1 P(Y) and L2 P(Y) signals experienced 
identical equipment group delays and were transmitted at exactly the same time, 
the ionospheric-free equation (10.22) would generate the ionospheric-free pseudo-
range, which would have the same effective transmission time as the L1 P(Y) and 
L2 P(Y) signals and only the ionospheric delay would be removed. This is depicted 
in Figure 10.18(b). 

However, the L1P(Y) and L2P(Y) signals are not transmitted at the same time. 
The ionospheric-free equation (10.22) will remove the ionospheric delay. The ef-
fective transmission time of this new composite ionospheric-free pseudorange will 
be a different time from either the L1P(Y) or the L2P(Y) transmission times but 
mathematically related to the difference between the two. This is depicted in Figure 
10.18(c). 

Different codes on different frequencies can be mathematically combined to 
remove the effects of the ionosphere. Each ionospheric-free ranging code pair has a 
different effective transmission time. However, each ionospheric-free ranging code 
pair effective transmission time is offset from GNSS system time. Thus, all ranging 
code pairs are offset from GNSS system time by some amount. 

In keeping with the GPS example, the GPS CS uses the L1 P(Y) and L2 P(Y) 
code pair exclusively to compute the SV clock offset and ephemeris parameters 
(Section 3.3.1.4). Within GPS, the L1 P(Y) - L2 P(Y) ionospheric-free ranging code 
pair is currently the reference for all the SV clock and ephemeris calculations. The 
satellite clock bias (10.3) which is calculated from the af0, af1 and af2 terms is the 
best estimate of the difference between GPS system time and the L1 P(Y) to L2 P(Y) 
ionospheric-free ranging code pair effective transmission time. 

The group differential delay, TGD, is the difference between the L1 P(Y) to L2 
P(Y) ionospheric-free ranging code pair effective transmission time and the L1 P(Y) 
transmission time. TGD is mathematically related to the difference between the L2 
P(Y) transmission time and the L1 P(Y) transmission time because of both ranging 
codes are used to generate the L1 P(Y) to L2 P(Y) ionospheric-free ranging code.

The intersignal correction (ISC) for any ranging code is the difference between 
the L1 P(Y) transmission time and the ranging code transmission time. By combin-
ing the clock bias terms (af0, af1, and af2), TGD, and the respective ISC, the transmis-
sion time of any code or code pair relative to GPS time can be calculated. This is 
shown in Figure 10.18(d). 

GNSS satellite antennas also can cause bias errors. The apparent antenna phase 
and group delay centers move slightly as a function of off-boresight angle. This ef-
fect can result in pseudorange biases of up to ±0.5m and carrier-phase biases of up 
to ±2 cm. Estimates of these biases are produced by the International GNSS Service 
(IGS) and freely available on the Internet in a file format referred to as the Antenna 
Exchange Format (ANTEX).  
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10.2.7.2  User Equipment Biases

User equipment bias errors introduced by the receiver hardware are often ignored 
because they are relatively small in comparison to other error sources, especially 
when cancellation is considered. GNSS signals are delayed as they travel through 

Figure 10.18  GPS example. (a) Different SV ranging code transmission times (Courtesy of Gary Okerson.) 
(b) Ionospheric delay with ideal case, identical group delay on L1 P(Y) and L2 P(Y). (Courtesy of The MITRE 
Corporation/Gary Okerson.) (c) Ionospheric delay practical case, different group delays on L1 P(Y) and L2 
P(Y). (Courtesy of The MITRE Corporation/Gary Okerson.) (d) Ranging code offset from GPS system time as a 
function of SV clock offset, TGD, and ISC. (Courtesy of The MITRE Corporation/Gary Okerson.)
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the antenna, analog hardware (e.g., RF and IF filters, low-noise amplifiers, mix-
ers) and digital processing until the point where pseudorange and carrier-phase 
measurements are physically made within the digital receiver channels (see Chapter 
8). Although the absolute delay values for propagation from the antenna phase 
center until the digital channels may be quite large [over 1 µs with long antenna-
receiver cable runs or when surface acoustic wave (SAW) filters are employed], for 
similar signals on the same carrier frequency the delays experienced for the set of 
visible signals are nearly exactly equal. The absolute delay is important for tim-
ing applications, and must be calibrated out. However, for many applications, the 
common delay does not affect performance since it does not influence positioning 
accuracy, but rather directly appears only in the least-squares estimate of receiver 

Figure 10.18  (continued)
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clock bias. BPSK-R(1) signals have measurably different power spectra due to their 
short-ranging codes. Since GNSS receiver front ends, in general, do not have con-
stant group delay throughout the passband, very small intersatellite biases can be 
observed upon BPSK-R(1) pseudoranges as long as the signals are on the same 
frequency. In this case, these intersatellite biases are typically on the order of a few 
millimeters for carrier phase measurements and on the centimeter level for pseudo-
range measurements.

Hardware biases between spectrally different signals upon one frequency, or 
among signals on different carrier frequencies are larger in magnitude. In [39], 
differential group delay biases between L1 GPS C/A and Galileo OS signals were 
analyzed within a representative receiver to be on the order of several nanoseconds 
(~1m in range). These biases are not common to all measurements and thus would 
influence positioning performance if not calibrated or estimated. 

Within multifrequency receivers, a portion of electrical paths followed by the 
signals on different frequencies may be physically different resulting in sizeable dif-
ferential range errors. For the positioning user, bias between multifrequency signals 
may often be ignored since it results in a common error for every ionospheric-free 
pseudorange code (see Section 10.2.4.1), which will drop out in the estimated re-
ceiver clock bias.

Another error that can be attributed to the receiver hardware is the hardware-
induced multipath [40]. This error is caused by reflections of the GNSS signal that 
occur within the receiver hardware due to the presence of an impedance mismatch 
between RF components. This error can be removed or reduced by careful design 
of the receiver front end.

Lastly, the receiver antenna can produce both pseudorange and carrier phase 
biases that are a function of the elevation angle and azimuth to each tracked satel-
lite. The pseudorange biases can be greater than a meter in magnitude for inex-
pensive antennas, but are controlled by design to no more than tens of centimeters 
for high precision antennas. The carrier phase biases can be as large as a few cen-
timeters in magnitude. Many high-precision users use calibration data to remove 
antenna-induced biases. Such data is widely available on the Internet in ANTEX 
format. Alternatively, for differential systems where the reference station(s) and 
end user are using the same model antenna oriented in the same direction (e.g., us-
ing the North mark on such equipment), the biases will tend to be common-mode 
and cancel out.

10.3  Pseudorange Error Budgets

Based on the above discussion regarding error constituents, we can develop pseudo-
range error budgets to aid our understanding of standalone GNSS accuracy. These 
budgets are intended to serve as guidelines for position error analyses. As indicated 
in (10.1), position error is a function of both the pseudorange error (UERE) and 
user/satellite geometry (DOP). The geometry factor will be discussed in Section 
11.2.1.
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The total system UERE is composed of components from each system segment: 
the space segment, the CS, and the user segment. This budget can be made based 
on either the use of single-frequency measurements or the use of dual-frequency 
measurements to determine the ionospheric delay. The error components are root-
sum-squared (RSS) to form the total system UERE, which is assumed to be Gauss-
ian distributed. The use of RSS addition of UERE components is justified under the 
assumption that the errors can be treated as independent random variables such 
that the variances add, or equivalently the one sigma total error is the RSS of the 
individual one sigma values.

Tables 10.3 and 10.4 show estimates of representative contemporary UERE 
budgets based on the data presented in Sections 10.2.1 to 10.2.7. It is important 
to note that the actual values of the parameters in Tables 10.3 and 10.4 will vary 
as a function of the SATNAV system in use as well as the type of user equipment. 
Table 10.3 describes a typical UERE budget for a dual-frequency receiver, whereas 
Table 10.4 shows a representative UERE budget for a single-frequency receiver. 
For a single-frequency user, the dominant pseudorange error source is the residual 
ionospheric delay after applying the broadcast ionospheric delay corrections. Dual-
frequency users can use the technique described in Section 10.2.4.1 to nearly com-
pletely remove the error due to ionospheric delays.  

Table 10.3  Typical GNSS UERE Budget for Dual-Frequency Receiver
Segment Source Error Source 1σ Error (m)

Space/control Broadcast clock 0.4

Broadcast ephemeris 0.3

User Residual ionospheric delay 0.1

Residual tropospheric delay 0.2

Receiver noise and resolution 0.1

Multipath 0.2

System UERE Total (RSS) 0.6

Table 10.4  Typical GNSS UERE Budget for Single-Frequency Receiver
Segment Source Error Source 1σ Error (m)

Space/control Broadcast clock 0.4

Differential group delay 0.15 

Broadcast ephemeris 0.3

User Residual ionospheric delay 7.0*

Tropospheric delay 0.2

Receiver noise and resolution 0.1

Multipath 0.2

System UERE Total (RSS) 7.03*

*Note that residual ionospheric errors tend to be highly correlated amongst satellites resulting 

in position errors being far less than predicted using DOP ⋅ UERE (see discussion in Section 

11.2.2.)
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Performance of Stand-Alone GNSS
Chris Hegarty, Joe Leva, Karen Van Dyke, and Todd Walter

11.1  Introduction

The accuracy with which a user receiver can determine its position or velocity, or 
synchronize to GNSS system timescales, depends on a complicated interaction of 
various factors. In general, GNSS accuracy performance depends on the quality of 
the pseudorange and carrier-phase measurements as well as the broadcast naviga-
tion data. In addition, the fidelity of the underlying physical model that relates 
these parameters is relevant. For example, the accuracy to which the satellite clock 
offsets relative to a chosen common timescale are known to the user, or the accu-
racy to which satellite-to-user propagation errors are compensated, are important. 
Relevant errors are induced by the control, space, and user segments.

To analyze the effect of errors on accuracy, a fundamental assumption is usual-
ly made that the error sources can be allocated to individual satellite pseudoranges 
and can be viewed as effectively resulting in an equivalent error in the pseudorange 
values. The effective accuracy of the pseudorange value is termed the user-equiv-
alent range error (UERE). The UERE for a given satellite is considered to be the 
(statistical) sum of the contributions from each of the error sources associated with 
the satellite. Usually, the error components are considered independent and the 
composite UERE for a satellite is approximated as a zero mean Gaussian random 
variable where its variance is determined as the sum of the variance of each of its 
components. UERE is often assumed to be independent and identically distributed 
from satellite to satellite. However, for certain cases of interest, it is sometimes ap-
propriate for these assumptions to be modified. For example, if one is considering 
the processing of GNSS satellites from two core constellations, the UERE associ-
ated with one system might be modeled with a different variance than the other. 
In other situations, it might be appropriate to model certain components of UERE 
with variances that monotonically increase with decreasing elevation angle and a 
smaller subset as being correlated among the satellites.

The accuracy of the position/time solution determined by GNSS is ultimately 
expressed as the product of a geometry factor and a pseudorange error factor. 
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Loosely speaking, error in the GNSS position solution that is based upon only 
pseudorange measurements is estimated by the formula

( ) ( ) ( )error in GNSS solution geometry factor pseudorange error factor= × 	 (11.1)

Under appropriate assumptions, the pseudorange error factor is the satellite UERE. 
The geometry factor expresses the composite effect of the relative satellite/user ge-
ometry on the GNSS solution error. It is generically called the dilution of precision 
(DOP) associated with the satellite/user geometry.

Section 11.2 presents algorithms for estimating PVT for one or more GNSS 
constellations and provides a derivation of (11.1). A variety of geometry factors are 
defined that are used in the estimation of the various components (e.g., horizontal, 
vertical) of the GNSS navigation solution. Sections 11.3 through 11.5 discuss, re-
spectively, the three other important performance metrics of availability, integrity, 
and continuity. 

11.2  Position, Velocity, and Time Estimation Concepts

Chapter 2 described some basic techniques for estimating the position, velocity, 
and time (PVT) of a possibly mobile GNSS receiver. This section discusses a variety 
of additional concepts regarding PVT estimation, beginning with an expanded de-
scription of the role of geometry in GNSS PVT accuracy and a number of accuracy 
metrics that are commonly used. This section also describes a number of advanced 
PVT estimation techniques including the use of weighted-least-squares (WLS), addi-
tional estimated parameters (beyond the user x, y, z position coordinates and clock 
offset), and Kalman filtering.

11.2.1  Satellite Geometry and Dilution of Precision in GNSS

As motivation for the concept of DOP as it applies to GNSS, consider once again 
the foghorn example introduced in Section 2.1.1. In this example, a user locates 
his or her position from ranging measurements from two foghorns. The assump-
tions are that the user has a synchronized time base relative to the foghorns and 
has knowledge of the location of the foghorns and their transmission times. The 
user measures the time of arrival of each of the foghorn signals and computes a 
propagation time, which determines the user’s range from each foghorn. The user 
locates his or her position from the intersection of the range rings determined from 
the time-of-arrival measurements.

In the presence of measurement errors, the range rings used to compute the 
user’s location will be in error and result in error in the computed position. The 
concept of DOP is the idea that the position error that results from measurement 
errors depends on the user/foghorn relative geometry. Graphically, these ideas are 
illustrated in Figure 11.1. Two geometries are indicated. In Figure 11.1(a), the fog-
horns are located approximately at right angles with respect to the user location. 
In Figure 11.1(b), the angle between the foghorns as viewed from the user is much 
smaller. In both cases, portions of the error-free range rings are indicated and inter-
sect at the user’s location. Additional ring segments are included that illustrate the 



11.2  Position, Velocity, and Time Estimation Concepts	 663

variation in range ring position resulting from ranging errors to the foghorns. The 
error range illustrated in both figures is the same. The shaded regions indicate the 
set of locations that can be obtained if one uses ranging measurements within the 
illustrated error bounds. The accuracy of the computed location is very different 
for the two cases. With the same measurement error variation, geometry (b) gives 
considerably more error in the computed user’s location than in (a), as is evident 

Figure 11.1  Relative geometry and dilution of precision: (a) geometry with low DOP, and (b) ge-
ometry with high DOP.
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from comparison of the shaded regions. Geometry (b) is said to have a larger dilu-
tion of precision then geometry (a). For comparable measurement errors, geometry 
(b) results in larger errors in the computed location.

A formal derivation of the DOP relations in GNSS begins with the linearization 
of the pseudorange equations given in Section 2.5.2. The linearization is the Jacobi-
an relating changes in the user position and time bias to changes in the pseudorange 
values. This relationship is inverted in accordance with the solution algorithm and 
is used to relate the covariance of the user position and time bias to the covariance 
of the pseudorange errors. The DOP parameters are defined as geometry factors 
that relate parameters of the user position and time bias errors to those of the pseu-
dorange errors.

The offset ∆x in the user’s position and time bias relative to the linearization 
point is related to the offset in the error-free pseudorange values ∆r by the relation

	 ∆ = ∆H x r 	 (11.2)

The vector ∆x has four components. The first three are the position offset of 
the user from the linearization point; the fourth is the offset of the user time bias 
from the bias assumed in the linearization point. ∆r is the vector offset of the 
error-free pseudorange values corresponding to the user’s actual position and the 
pseudorange values that correspond to the linearization point H is the n × 4 matrix
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and the ai = (axi, ayi, azi) are the unit vectors pointing from the linearization point to 
the location of the ith satellite. If n = 4 and data from just four satellites are being 
used, and if the linearization point is close to the user’s location, the user’s location 
and time offset are obtained by solving (11.2) for ∆x (i.e., if the linearization point 
is close enough to the user position, iteration is not required). One obtains

	 1−∆ = ∆x H r 	 (11.4)

and the offset of the user’s position from the linearization point is expressed as a 
linear function of ∆r. In the case of n > 4, the method of least squares can be used 
to solve (11.2) for ∆x (see Appendix A). The least-squares result can be obtained 
formally by multiplying both sides of (11.2) on the left by the matrix transpose of H 
obtaining HTH∆x = HT∆r. The matrix combination HTH is a square 4 × 4 matrix, 
and one can solve for ∆x by multiplying both sides by the inverse, (HTH)–1. (The 
matrix will be invertible provided the tips of the unit vectors ai do not all lie in a 
plane.) One obtains 

	 ( ) 1T T−
∆ = ∆x H H H r 	 (11.5)
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which is the least-squares formulation for ∆x as a function of ∆r. We observe that 
if n = 4, (HTH)–1 = H–1(HT)–1 and (11.5) reduces to (11.4).

The pseudorange measurements are not error-free and can be viewed as a linear 
combination of three terms, 

	 T L d∆ = − +r r r r 	 (11.6)

where rT is the vector of error-free (true) pseudorange values, rL is the vector of 
pseudorange values computed at the linearization point, and dr represents the net 
error in the pseudorange values. Similarly, ∆x can be expressed as

	 T L d∆ = − +x x x x 	 (11.7)

where xT is the error-free (true) position and time, xL is the position and time de-
fined as the linearization point, and dx is the error in the position and time estimate. 
Substituting (11.6) and (11.7) into (11.5) and using the relation xT – xL = (HTH)–1 
HT(rT – rL) [this follows from the relation H(xT – xL) = (rT – rL), which is a restate-
ment of (11.2)], one obtains

	 ( ) 1T Td d d
− = =  x H H H Kr r 	 (11.8)

The matrix K is defined by the expression in brackets. Equation (11.8) gives the 
functional relationship between the errors in the pseudorange values and the in-
duced errors in the computed position and time bias. It is valid provided that the 
linearization point is sufficiently close to the user’s location and that the pseudor-
ange errors are sufficiently small so that the error in performing the linearization 
can be ignored.

Equation (11.8) is the fundamental relationship between pseudorange errors 
and computed position and time bias errors. The matrix(HTH)–1 HT, which is 
sometimes called the least-squares solution matrix or pseudoinverse of H, is a 4 × 
n matrix and depends only on the relative geometry of the user and the satellites 
participating in the least square solution computation. In many applications, the 
user/satellite geometry can be considered fixed and (11.8) yields a linear relation-
ship between the pseudorange errors and the induced position and time bias errors.

The pseudorange errors are considered to be random variables and (11.8) ex-
presses dx as a random variable functionally related to dr. The error vector dr 
is usually assumed to have components that are jointly Gaussian and to be zero 
mean. With the geometry considered fixed, it follows that dx is also Gaussian and 
zero mean. The covariance of dx is obtained by forming the product dxdxTand 
computing an expected value. By definition, one obtains

	 ( )cov Td E d d  x = x x 	 (11.9)

where cov(dx) = E[dxdxT] denotes the covariance of dx and E represents the expec-
tation operator. Substituting from (11.8) and viewing the geometry as fixed, one 
obtains
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( ) ( ) ( )

( ) ( ) ( )

1 1

1 1

cov

cov

T T T T T T

T T T

d E d d E d d

d

− −

− −

   =    

=

x = K K H H H H H H

H H H H H H

r r r r

r
	 (11.10)

Note that in this computation, (HTH)–1 is symmetric. [This follows from an ap-
plication of the general matrix relations (AB)T BTAT and (A–1)T = (AT)–1, which are 
valid whenever the indicated operations are defined.] A commonly used simplifying 
assumption is that the components of dr are identically distributed and indepen-
dent and have a variance equal to the square of the satellite UERE. With these as-
sumptions, the covariance of dr is a scalar multiple of the identity

	 ( ) 2cov n n UEREd σ×= Ir 	 (11.11)

where In×n  is the n × n identity matrix. Substitution into (11.10) yields

	 ( ) ( ) 1 2cov T
UEREd σ

−
x = H H 	 (11.12)

Under the stated assumptions, the covariance of the errors in the computed posi-
tion and time bias is just a scalar multiple of the matrix (HTH)–1. The vector dx has 
four components, which represent the error in the computed value for the vector 
xT = (xu, yu, zu, ctb). The covariance of dx is a 4 × 4 matrix and has an expanded 
representation

	 ( )

2 2 2 2

2 2 2 2

2 2 2 2

2 2 2 2

cov

u u u u u u b

u u u u u u b

u u u u u u b

u b u b u b b

x x y x z x ct

x y y y z y ct

x z y z z z ct

x ct y ct z ct ct

d

σ σ σ σ

σ σ σ σ

σ σ σ σ

σ σ σ σ

 
 
 
 
 
 
 

x = 	 (11.13)

The components of the matrix (HTH)–1 quantify how pseudorange errors translate 
into components of the covariance of dx.

Dilution of precision parameters in GNSS are defined in terms of the ratio of 
combinations of the components of cov(dx) and σUERE. (It is implicitly assumed in 
the DOP definitions that the user/satellite geometry is considered fixed. It is also 
assumed that local east, north, up (ENU) user coordinates are being used in the 
specification of cov(dx) and dx. The positive x-axis points east, the y-axis points 
north, and the z-axis points up; see Section 2.2.3.) The most general parameter is 
termed the geometric dilution of precision (GDOP) and is defined by the formula

	
2 2 2 2

GDOP u u u bx y z ct

UERE

σ σ σ σ

σ

+ + +
= 	 (11.14)

A relationship for GDOP is obtained in terms of the components of (HTH)–1 by 
expressing (HTH)–1 in component form
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	 ( )
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T

D D D D

D D D D

D D D D

D D D D

 
 
 =
 
 
 

H H 	 (11.15)

and then substituting (11.15) and (11.13) into (11.12). A trace operation on (11.13) 
followed by a square root shows that GDOP can be computed as the square root of 
the trace of the (HTH)–1 matrix:

	 11 22 33 44GDOP D D D D= + + + 	 (11.16)

Equation (11.14) can be rearranged to obtain

	 2 2 2 2 GDOP
u u u bx y z ct UEREσ σ σ σ σ+ + + = × 	 (11.17)

which has the form given in (11.1). The square-root term on the left side gives an 
overall characterization of the error in the GNSS solution. GDOP is the geometry 
factor. It represents the amplification of the standard deviation of the measurement 
errors onto the solution. From (11.16), GDOP is seen to be a function solely of the 
satellite/user geometry. The value σUERE is the pseudorange error factor.

Several other DOP parameters are in common use that are useful to charac-
terize the accuracy of various components of the position/time solution. These 
are termed position dilution of precision (PDOP), horizontal dilution of precision 
(HDOP), vertical dilution of precision (VDOP), and time dilution of precision 
(TDOP). These DOP parameters are defined in terms of the satellite UERE and ele-
ments of the covariance matrix for the position/time solution as follows:

	
2 2 2 PDOP

u u ux y z UEREσ σ σ σ+ + = × 	 (11.18)

	
2 2 HDOP

u ux y UEREσ σ σ+ = × 	 (11.19)

	 VDOP
uz UEREσ σ= × 	 (11.20)

	 TDOP
bct UEREσ σ= × 	 (11.21)

The DOP values can be expressed in terms of the components of (HTH)–1as 
follows:

	 11 22 33PDOP= D D D+ + 	 (11.22)

	 11 22HDOP= D D+ 	 (11.23)
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	 33VDOP= D 	 (11.24)

	 44TDOP= D 	 (11.25)

Note in the TDOP expression that the variable ctb represents a range equivalent of 
the time bias error and 

bctσ  is its standard deviation. 

11.2.2  DOP Characteristics of GNSS Constellations

It is important to understand that GNSS satellite geometry and thus the DOP pa-
rameters vary with time. Figure 11.2 shows a typical variation of DOPs over a 
1-day interval. The figure shows VDOP, HDOP, and TDOP predicted for a user in 
Bedford, Massachusetts (42.4906N, 71.260W) for the GPS expanded 27-satellite 
constellation (see Section 3.2.1). The results assume that the user can only track 
satellites with elevation angles that are at or above 5°. Over the 24-hour period, 
the average HDOP, VDOP, and TDOP values were 1.0, 1.4, and 0.9, respectively. 
The range of HDOP, VDOP, and TDOP were 0.7 to 1.7, 1.0 to 2.1, and 0.5 to 1.6, 
respectively. Correlation between the DOPs and the number of visible satellites is 
apparent (see Figure 11.3). DOPs often (but not always) become lower when more 
satellites are visible.

DOPs also vary with user location. For a user situated on the Earth, the sta-
tistics of the DOPs do not typically vary significantly with longitude, but do vary 
significantly with latitude. Figures 11.4 through 11.7 provide average DOPs (over 
24 hours in time and 360° in longitude) as a function of latitude for the four core 
GNSS constellations (GPS, GLONASS, Galileo, and BeiDou). These results are 
based upon the reference constellation designs described in Chapters 3 to 6, and 
assume that satellites are only visible to the user above a 5° elevation angle. For 

Figure 11.2  Predicted DOPs for a user in Bedford, Massachusetts (42.4906N, 71.260W) over a 
1-day interval for the GPS Expanded 27-satellite constellation.
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BeiDou, only the 27-satellite MEO subconstellation was included for the results 
shown in Figure 11.7. It should also be noted that the Galileo constellation is 
anticipated to eventually include operational spare satellites that will result in bet-
ter DOP values than shown in Figure 11.6, which only assumes 24 operational 
satellites.

For three of the four GNSS core constellations (GPS, Galileo, and BeiDou), 
VDOP values are highest at the North and South Poles, and conversely HDOP 

Figure 11.3  Number of visible satellites for a user in Bedford, Massachusetts (42.4906N, 71.260W) 
over a 1-day interval for the GPS Expanded 27-satellite constellation. 

Figure 11.4  Average predicted DOPs as a function of user latitude for the GPS Expanded 27-satel-
lite constellation. 
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values are lowest at these same locations. This characteristic can be explained 
through the use of a sky plot. A sky plot shows the location of each visible satellite 
from the perspective of the user viewing the sky directly above his or her location. 
Figure 11.8 shows a sky plot for a user at the North Pole viewing only the GPS 
27-satellite constellation over 24 hours. The user is at the center of the concentric 

Figure 11.5  Average predicted DOPs as a function of user latitude for the GLONASS 24-satellite 
constellation. 

Figure 11.6  Average predicted DOPs as a function of user latitude for the Galileo 24-satellite 
constellation.
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circles, with the outermost circle representing 0° elevation. Each smaller circle de-
lineates a 15° increase in elevation angle. The azimuth is 0° at North (N) and in-
creases in the clockwise direction (azimuth directions are ill-defined at the Earth’s 
poles, but this convention is the norm for sky plots). Note that, for the GPS 27-sat-
ellite constellation, a user at the North Pole will never see a satellite above 45.3° 
elevation angle. This visibility hole is due to the 55° inclination angle of the GPS 
orbital planes. VDOP suffers from the lack of overhead satellites, whereas HDOP 
is low because there are often many satellites well-distributed around the user in 
azimuth. GLONASS provides lower VDOPs at very high latitudes due to the high 

Figure 11.7  Average Predicted DOPs as a function of user latitude for the BeiDou 27-satellite MEO 
constellation.

Figure 11.8  Sky plot of visible GPS satellites for user at North Pole.
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inclination angle of its orbital planes (64.8° as compared with GPS, Galileo, and 
BeiDou MEO orbital planes, which are at inclinations of 55° or 56°).

A common feature in modern GNSS user equipment (see Chapter 8) is the abil-
ity to track satellites from multiple constellations. The DOPs applicable for a mul-
ticonstellation receiver are far better (lower) than the results for each single constel-
lation at a time shown above. For instance, GPS and Galileo DOPs are assessed in 
[1]. The results for each constellation alone very closely match the results shown in 
Figures 11.4 and 11.6. When combined, the daily average VDOP for the worst-case 
location on Earth dropped from ~1.8 (each constellation alone) to below 1.15. The 
daily average HDOP dropped for the worst-case location from ~1 to below 0.65.

11.2.3  Accuracy Metrics

The formulae derived in Section 11.2.1 allow one to compute one-sigma horizontal, 
vertical, or three-dimensional position errors as a function of satellite geometry and 
the one-sigma range error. They also allow one to compute one-sigma user clock 
errors. It is important to recall that these formulae were derived under the assump-
tions that pseudorange errors are zero-mean with a Gaussian distribution and that 
pseudorange errors are independent from satellite to satellite. Oftentimes, other 
metrics besides one-sigma position errors are used to characterize GNSS accuracy 
performance. Some common metrics are derived and discussed in this section.

If pseudorange errors are Gaussian-distributed, (11.8) tells us that vertical po-
sition errors also have a Gaussian distribution:

	 3,
1

N

m m
m

dz K d ρ
=

= ∑ 	 (11.26)

where dz is the error in the vertical component of the computed position. This result 
is obtained by noting that a linear function of Gaussian random variables is itself a 
Gaussian random variable. One common measure of vertical positioning accuracy 
is the error magnitude that 95% of the measurements fall within, which is approxi-
mately equal to the two-sigma value for a Gaussian random variable. Thus:

	 95% vertical position accuracy 2 2 VDOPdz UEREσ σ≈ = ⋅ ⋅ 	 (11.27)

assuming that pseudorange errors are additionally zero-mean and independent 
among satellites.

As an example of the application of (11.27), consider a GPS PPS user at the 
North Pole. From Figure 11.4, the average value of VDOP at this location is 1.8. 
The UERE for the dual-frequency user is approximately 0.6 (see Table 10.3). Using 
(11.27), the predicted 95% vertical position accuracy is thus approximately 2 × 1.8 
× 0.6 = 2.2m at this location. The global average VDOP for the 27-satellite GPS 
constellation is 1.45, yielding a predicted 95% vertical position accuracy of 1.7m 
for an average location.

With regard to horizontal position errors, (11.8) can be specialized to the hori-
zontal plane yielding:
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	 2 nd d×=R K r 	 (11.28)

where dR= (dx, dy)T is the vector component of the position error in the horizontal 
plane, dr = (dr1, …, drn)T is the pseudorange measurement errors, and n is the 
number of satellites being used in the position calculation. K2×n is the upper 2 × 
n submatrix of K and consists of its first two rows. For the standard least square 
solution technique, K = (HTH)–1 HT.

For a fixed satellite geometry, (11.28) expresses the horizontal position errors 
as a linear function of the pseudorange measurement errors. If the pseudorange 
errors are zero mean and jointly Gaussian, dR also has these properties. If the 
pseudorange errors are also uncorrelated and identically distributed with variance 
σUERE

2, the covariance of the horizontal errors is given as

	 ( ) ( )1 2

2 2
cov ( )T

UEREd σ−
×

=R H H 	 (11.29)

where the subscript notation denotes the upper left 2 × 2 submatrix of (HTH)–1. The 
density function for dR is

	 [ ]
[ ] 1

1
2

1 1
( , ) exp cov( )

22 det(cov( ))

T
df x y d

dπ

− = −  R u R u
R

	 (11.30)

where u = (x,y)T  and where det represents the determinant of a matrix.
The density function defines a two-dimensional bell-shaped surface. Contours 

of constant density are obtained by setting the exponent in parenthesis to a con-
stant. One obtains equations of the form

	 [ ] 1 2cov( )T d m
− =u R u 	 (11.31)

where the parameter m ranges over positive values. The contour curves that result 
form a collection of concentric ellipses when plotted in the plane. The ellipse ob-
tained when m equals 1 is termed the 1σ ellipse and has the equation

	 [ ] 1
cov( ) 1T d

− =u R u 	 (11.32)

(The 1σ ellipse is defined here as a specific cut through the probability density 
function and is not to be confused with 1σ containment. The latter curve is the 
locus of points, one point on each ray from the origin, where the points are at 
a distance of 1σ for the ray’s direction. In general, the 1σ containment curve is a 
figure-eight-shaped curve that encloses the 1σ ellipse.) If the major and minor axis 
of the ellipse are aligned with the x and y axes, the equation for the ellipse reduces 
to 2 2 2 2/ / 1x yx yσ σ+ = . In general, however, the off-diagonal terms in are nonzero, 
and the elliptical contours for the density function are rotated relative to the x and 
y axes. Denote the major and minor axes of the 1σ ellipse by σL and σS, respectively 
(long and short). In general, the 1σ ellipse is contained in a box of width σx and 
height σy centered on the ellipse. Figure 11.9 illustrates graphically the relationship 
between the ellipse and the parameters σx, σy, σL, and σS.
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The probability that the error lies within the elliptical contour defined for a 
specific value of m is 

2 /21 me−− . In particular, the probability of being in the 1σ el-
lipse (m = 1) is 0.39; the probability of being in the 2σ ellipse (m = 2) is 0.86. (These 
values are in contrast to the one-dimensional Gaussian result that the probability of 
being within ±1σ of the mean is 0.68.)

Several parameters are in common use that characterize the magnitude of the 
horizontal error. The distance root mean square (drms) is defined by the formula

	
2 2drms x yσ σ= + 	 (11.33)

For a zero-mean random variable such as dR, one has ( )2
drms E d= R  and the  

drms corresponds to the square root of the mean value of the squared error (hence, 
its name). From (11.19), one immediately has

	 drms HDOP UEREσ= ⋅ 	 (11.34)

and the drms can be computed from the values of HDOP and σUERE. The prob-
ability that the computed location is within a circle of radius drms from the true 
location depends on the ratio σS/σL for the 1σ ellipse. If the two-dimensional error 

Figure 11.9  Relationship between 1σ ellipse and distribution parameters.
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distribution is close to being circular (σS/σL ≈ 1), the probability is about 0.63; for a 
very elongated distribution (σS/σL ≈ 0), the probability approaches 0.69. Two times 
the drms is given by

	 2drms 2 HDOP UEREσ= ⋅ ⋅ 	 (11.35)

and the probability that the horizontal error is within a circle of radius 2drms 
ranges between 0.95 and 0.98 depending on the ratio σS/σL. The 2-drms value is 
commonly taken as the 95% limit for the magnitude of the horizontal error.

Another common metric for horizontal errors is circular error probable (CEP). 
The CEP is defined as the radius of a circle that contains 50% of the error distribu-
tions when centered at the correct (i.e., error-free) location. Thus, the probability 
that the magnitude of the error is less than the CEP is precisely 1/2. The CEP for a 
two-dimensional Gaussian random variable can be approximated by the formula

	 ( )CEP 0.59 L Sσ σ≈ + 	 (11.36)

assuming it is zero mean. For a derivation of this and other approximations, see [2].
The CEP can also be estimated in terms of drms and, using (11.34), in terms 

of HDOP and σUERE. This is convenient since HDOP is widely computed in GNSS 
applications. Figure 11.10 presents curves giving the probability that the magni-
tude of the error satisfies |dR| ≤ k drms as a function of k for different values of the 
ratio σS/σL. (The horizontal error is assumed to have a zero-mean two-dimensional 
Gaussian distribution.) For k equal to 0.75, one obtains a probability in the range 
0.43 to 0.54. Hence, one has the approximate relation

	 CEP 0.75 drms 0.75 HDOP UEREσ≈ = ⋅ ⋅ 	 (11.37)

Figure 11.10  Cumulative distribution of radial error for various values of σS/σL for a two-dimen-
sional Gaussian random variable.
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It is interesting to note that for k = 1.23, the probability that |dR| ≤ k drms is 
roughly 0.78, almost independent of σS/σL. The probabilities associated with several 
other values of k are summarized in Table 11.1.

As an application of these formulations, for an average global HDOP of 0.9 
corresponding to the GPS 27-satellite constellation and with σUERE = 0.6m, esti-
mates for the CEP, the 80% point, and the 95% point for the magnitude of the 
horizontal error are given as follows:

	
50

80

95

CEP 0.75 HDOP 0.75 0.9 0.6 0.4 m

CEP 1.28 HDOP 1.28 0.9 0.6 0.7 m

CEP 2.0 HDOP 2.0 0.9 0.6 1.1 m

UERE

UERE

UERE

σ

σ

σ

≈ ⋅ ⋅ = × × =
≈ ⋅ ⋅ = × × =
≈ ⋅ ⋅ = × × =

	 (11.38)

For applications where three-dimensional error distributions are of interest, 
one final commonly used metric is spherical error probable (SEP), which is defined 
as the radius of a sphere centered at the true position that contains 50% of the 
measured positions. 

11.2.4  Weighted Least Squares

Oftentimes, the UEREs among the visible satellites are not well described as being 
independent and identically distributed. In such circumstances, the least-squares 
position estimate is not optimal. As derived in Appendix A, if the pseudorange er-
rors are Gaussian and the covariance of UEREs for the visible satellites is given by 
the matrix R, then the optimal solution for user position is given by the weighted 
least squares (WLS) estimate

	 ( ) 11 1T T−− −∆ = ∆x H R H H R r 	 (11.39)

(Note that, as with the ordinary least squares solution, we are truly solving for 
a correction to an initial estimate of the user position and clock error.) Equation 
(11.39) collapses to (11.5) in the case when R = σUERE

2I  with I equal to the n × n 
identity matrix, as expected since this case corresponds to our original indepen-
dent and identically distributed assumption. For a general matrix R, (11.39) can be 

Table 11.1  Approximate Formulas for the 
Magnitude of the Horizontal Error
Approximation Formula* Probability Range

CEP50 ≈ 0.75 HDOP σUERE 0.43 to 0.54

CEP80 ≈ 1.28 HDOP σUERE 0.80 to 0.81

CEP90 ≈ 1.6 HDOP σUERE 0.89 to 0.92

CEP95 ≈ 2.0 HDOP σUERE 0.95 to 0.98

*CEPxx is defined as the radius of the circle that when centered 

at the error-free location includes xx% of the error distribu-

tion. Hence, CEP50 = CEP.
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thought of as implementing an optimal weighting of pseudorange measurements 
based upon their relative noise levels and relative importance for each estimated 
quantity.

As one example of an error covariance matrix, consider the single-frequency 
GNSS user whose pseudorange measurement errors are dominated by residual 
ionospheric delays. When models such as those discussed in Section 10.2.4.1 are 
used to correct for ionospheric delays, residual errors for single-frequency users are 
highly correlated. This correlation results because when the model overestimates 
or underestimates the vertical ionospheric delay, it tends to similarly overestimate 
or underestimate all of the slant ionospheric delays, introducing a positive correla-
tion between residual errors between satellites. The covariance matrix of residual 
ionospheric errors can be approximated as

	

2
1 1 2 1

2
2 1 2 2

2
1

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

n

iv

n n

m el m el m el m el m el

m el m el m el

m el m el m el

σ

 
 
 =  
 
  

R



 

	 (11.40)

where 2
ivσ  is the residual vertical ionospheric delay variance, which could be ap-

proximated as some fraction of the vertical delay model estimate. The ijth element 
of the matrix in (11.40) are the products of two ionospheric mapping functions, 
m(el) [e.g., (10.22) could be used], corresponding to the elevation angles (el) for 
satellite i and j.

Another typical example of a covariance matrix is a diagonal matrix whose di-
agonal elements are obtained using an approximation for pseudorange error vari-
ance versus elevation angle, usually a monotonically increasing function as eleva-
tion angle decreases (see, e.g., [3]). The use of such a covariance matrix in a WLS 
solution deweights low-elevation angle satellites that are expected to be noisier due 
to typical characteristics of multipath and residual tropospheric errors.

Another diagonal matrix useful for multiconstellation receivers is one that 
models the UERE for each satellite differently depending on the constellation to 
which it belongs. This weighting would be appropriate if the observed signal-in-
space error characteristics of satellites from each constellation are significantly dif-
ferent from each other.

11.2.5  Additional State Variables

Thus far, we have focused on estimation of the user’s (x, y, z) position coordinates 
and clock bias. The complete set of parameters that are estimated within a GNSS 
receiver, often referred to as the state or state vector, may include a number of other 
variables. For instance, if in addition to pseudorange measurements, Doppler mea-
surements (from a frequency locked loop or phase locked loop) are available, or dif-
ferenced carrier-phase measurements, then velocity in each of the three coordinates 
( , , )x y z   and clock drift, ut , may also be estimated. The same least-squares or WLS 
techniques used for position estimation may be used and the same DOPs apply. 
The only difference is that in the linearization process, satellite velocities and initial 
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estimates of user velocity and clock drift are employed. Also, for precise velocity 
estimation it is important to account for the fact that satellite geometry is slowly 
changing with time; see, for example, [4].

Additional state variables can also be helpful to address system time offsets 
when using measurements from multiple GNSS constellations [5]. If one receiver 
is tracking satellites from two or more GNSS constellations, then the difference 
in system times (e.g., GPS System Time, GLONASS System Time, Galileo System 
Time, BeiDou System Time) needs to be accounted for. There are several available 
methods. First and easiest, some GNSS satellites transmit within their broadcast 
navigation data certain GNSS system time offsets. Such data (e.g., from Message 
Type 35 within the GPS CNAV data, see Section 3.7.3.2) can be utilized to correct 
the pseudoranges from some other GNSS constellations so that no additional state 
variables are required within the receiver estimator. 

A second method for accounting for GNSS system time offsets is for the user 
equipment to directly estimate these parameters from the pseudorange measure-
ments. For each additional GNSS constellation, this requires one additional state 
variable (e.g., the difference in system time between the primary GNSS constella-
tion and the secondary constellation). The connection matrix H (11.3) needs to be 
modified as well. Let n be the number of satellites visible from the primary GNSS 
constellation and m be the number of satellites visible from the secondary GNSS 
constellation. Then the appropriate modification to H would be to add a column:
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	 (11.41)

Extensions to three or more constellations are straightforward. For each new con-
stellation, an additional state needs to be added, and another column to H. This 
second method can often produce more accurate estimates of the system time off-
set than provided by the broadcast data and more accurate estimates of position. 
There is unfortunately a downside as well. For two constellations, a minimum of 5 
satellites need to be visible to estimate user position, clock error, and the one GNSS 
system time offset, whereas only 4 satellites would be required using broadcast 
time offset data. For each additional constellation, one additional visible satellite 
is required.

A third method for accounting for GNSS system time offsets is to use a hybrid 
of the first two methods. One simple hybrid method is to use the second approach 
of directly estimating the system time offsets when there are sufficient satellites 
visible, but then fixing the estimated system time offsets if the number of visible 
satellites drops below the minimum required [6]. A higher-performance hybrid 
method is to estimate the system time offsets, but utilize not just the pseudorange 
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measurements but also (when available) appropriately weighted broadcast system 
time offset data [7]. 

There are numerous other state variables that may be encountered in practice. 
These can include vertical tropospheric delays [8] and many state variables associ-
ated with other sensors. The latter are discussed in detail in Chapter 13.

11.2.6  Kalman Filtering

The least-squares and WLS solutions that were described in Chapter 2 and previ-
ously in this chapter have utilized a set of pseudorange measurements at one snap-
shot in time, along with initial estimates of the user position and clock, to derive an 
improved estimate of the user’s position and clock error at that instant. In practice, 
the user frequently has access to an entire sequence of measurements over time. Past 
measurements may often be useful towards obtaining a more accurate PVT estima-
tion. For instance, a stationary user can average least-square position estimates over 
an hour, a day, or longer, to obtain a more accurate estimate of their position than 
would be possible using just the latest set of measurements. In principle, even the 
most agile user can obtain some benefit from incorporating past measurements into 
their position estimator, provided that it is possible to accurately model the motion 
of the platform over time and also to model the progression of user clock errors 
with time. The most common algorithm used to incorporate past measurements in 
GNSS PVT applications is referred to as a Kalman filter. Kalman filters also facili-
tate the blending of GNSS measurements with measurements from other sensors, 
and are discussed in detail in Chapter 13.

11.3  GNSS Availability

Availability of a navigation system is the percentage of time that the services of the 
system are usable. Availability is an indication of the ability of the system to pro-
vide a usable navigation service within a specified coverage area. Availability is a 
function of both the physical characteristics of the environment and the technical 
capabilities of the transmitter facilities [9]. In this section, GNSS availability is dis-
cussed under the assumption that usable navigation service can be equated to GNSS 
accuracy meeting a threshold requirement. It should be noted that some applica-
tions include additional criteria, for example, the provision of integrity (see Section 
11.4), that must be met for the system to be considered available.

As discussed in Section 11.2.1, GNSS accuracy is generally expressed by 

	 DOPp UEREσ σ= ⋅ 	

where σp is the standard deviation of the positioning accuracy and σUERE is the 
standard deviation of the satellite pseudorange measurement error. Representative 
σUERE values are provided in Section 10.3 . The DOP factor could be HDOP, VDOP, 
PDOP, and so forth, depending on the dimension for which GNSS accuracy is to 
be determined. The availability of the GNSS navigation function to provide a given 
accuracy level is therefore dependent on the geometry of the satellites for a specific 
location and time of day.
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In order to determine the availability of GNSS for a specific location and time, 
the number of visible satellites, as well as the geometry of those satellites, must first 
be determined. GNSS almanac data, which contains the positions of all satellites in 
the constellation at a reference epoch, can easily be obtained from various sources 
on the Internet or as an output from some GNSS receivers. Since the orbits of the 
GNSS satellites are well known, the position of the satellites at any given point in 
time can be predicted. However, the process of determining the satellite positions 
at a particular point in time is not intuitive, and software is needed to perform the 
calculations. The remainder of Section 11.3 details the availability determination 
process using the nominal 24-satellite GPS constellation (see Section 3.2.1) as an 
example. 

11.3.1  Predicted GPS Availability Using the Nominal 24-Satellite GPS 
Constellation

This section examines the availability of the nominal 24-satellite GPS constellation. 
The nominal 24-satellite constellation is defined in Section 3.2.1. Worldwide GPS 
coverage is evaluated from 90° N to 90° S latitude with sample points spaced every 
5° (in latitude) and for a band in longitude circling the globe spaced every 5°. This 
grid is sampled every 5 minutes in time over a 12-hour period.

Since the GPS constellation has approximately a 12-hour orbit, the satellite 
coverage will then repeat itself on the opposite side of the world during the next 
12 hours. (The Earth rotates 180° in the 12-hour period and the satellite coverage 
areas will be interchanged.) A total of 386,280 space/time points are evaluated in 
this analysis.

GPS availability also is dependent on the mask angle used by the receiver. By 
lowering the mask angle, more satellites are visible; hence, a higher availability 
can be obtained. However, there may be problems with reducing the mask angle 
to include very low elevation angles, which are discussed later in this section. The 
availability obtained by applying the following mask angles is examined: 7.5°, 5°, 
2.5°, and 0°.

Figure 11.11 demonstrates GPS availability based on HDOP using an all-in-
view solution. This figure provides the cumulative distribution of HDOP for each 
of the mask angles considered. The maximum value of HDOP is 2.55 for a mask 
angle less than or equal to 5°.

Figure 11.12 provides the availability of GPS based on PDOP for the same 
mask angles. This availability is lower than that for HDOP since unavailability in 
the vertical dimension is taken into consideration in the calculation of PDOP. The 
maximum value of PDOP for a 5° mask angle is 5.15, at 2.5° it is 4.7, and for a 0° 
mask angle the maximum value is 3.1.

Although these graphs demonstrate the improvement in availability that can be 
obtained when the mask angle is lowered, there is a danger in lowering it too far. 
During the mission planning process, signal blockage from buildings or other ob-
jects that extend higher than the set mask angle must be taken into consideration. 
There also is a greater potential for atmospheric delay and multipath problems at 
a lower mask angle.
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The threshold for the maximum acceptable DOP value is dependent on the 
desired accuracy level. The availability of GPS, therefore, will depend on the strin-
gency of the accuracy requirement. For this analysis, availability of GPS is chosen 
to be defined as PDOP ≤ 6 which is commonly used as a service availability thresh-
old in the GPS performance standards [10].

Figure 11.11  Cumulative distribution of HDOP with 7.5°, 5°, 2.5°, and 0° mask angles.

Figure 11.12  Cumulative distribution of PDOP with 7.5°, 5°, 2.5°, and 0° mask angles.
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As shown in Figure 11.12, with all 24 GPS satellites operational, the value of 
PDOP is less than 6.0 for every location and time point analyzed at 0°, 2.5°, and 
5° mask angles. Since the analysis grid is sampled every 5 minutes, there could be 
occurrences where PDOP is greater than 6.0 for a period of less than 5 minutes 
that would not be detected. Only with a 7.5° mask angle (or higher) does the GPS 
constellation have outages based on PDOP exceeding 6.0. 

At a 7.5° mask angle, the GPS constellation provides an availability of 99.98%. 
Figure 11.13 displays the locations and duration of the outages that occur. The 
maximum outage duration is 10 minutes. The GPS constellation is designed to 
provide optimal worldwide coverage. As a result, when outages do occur, they are 
concentrated in very high and very low latitudes (above 60°N and below 60°S).

11.3.2  Effects of Satellite Outages on GPS Availability

The previous figures have demonstrated the availability of GPS when all 24 satel-
lites are operational. However, satellites need to be taken out of service for mainte-
nance, and unscheduled outages occur from time to time. In fact, 24 satellites may 
only be available 72% of the time, while 21 or more satellites are expected to be 
operational at least 98% of the time [10].

To examine the effect that a reduced constellation of satellites has on the avail-
ability of GPS, the analysis is now repeated using the same worldwide grid, but 
removing one, two, and three satellites from the nominal 24-satellite constella-

Figure 11.13  Availability of the GPS constellation (PDOP ≤ 6) with a 7.5° mask angle.
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tion. Since a 5° mask angle is commonly used, it is the only one considered for this 
portion of the analysis.

The availability of GPS when satellites are removed from the constellation is 
very much dependent on which satellites, or combinations of satellites, are taken 
out of service. The Aerospace Corporation has performed a study that determined 
cases of one, two, and three satellite failures that resulted in the least, average, and 
greatest impact on availability [11]. The choices for satellites to be removed in 
this analysis were based on those satellites that caused an average impact on GPS 
availability.

The orbital positions of the GPS satellites removed from the constellation are 
given in the following list:

•• Average one satellite—SV A3;

•• Average two satellites—SVs A1 and F3;

•• Average three satellites—SVs A2, E3, and F2.

(See Section 3.2.1 for satellite identification and orbital location information.)
Figures 11.14 and 11.15 display the cumulative distribution of HDOP and 

PDOP with up to three satellites removed from the constellation and applying a 5° 
mask angle. These plots demonstrate the increasing degradation in system perfor-
mance as more satellites are removed from the constellation.

The availability of GPS, based on PDOP ≤ 6 and a 5° mask angle, is 99.969% 
with one satellite out of service. The location and duration of the resulting outages 
are displayed in Figure 11.16. The maximum outage duration that occurs is 15 
minutes.

Figure 11.14  Cumulative distribution of HDOP with 5° mask angle cases of 24, 23, 22, and 21 
satellites.
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Figure 11.15  Cumulative distribution of PDOP with 5° mask angle cases of 24, 23, 22, and 21 
satellites.

Figure 11.16  Availability of the GPS constellation with a 5° mask angle with one satellite removed 
from the constellation.
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The effects of two satellites out of service are shown in Figure 11.17. Outages 
now last up to 25 minutes in several locations, but there are only a couple of occur-
rences of these during the day. The majority of the outages are 10 minutes or less. 
This constellation provides an availability of 99.903%.

With three satellites out of service, the overall availability of the GPS constella-
tion drops to 99.197%. The number of outage occurrences increases dramatically 
and outages now last up to 65 minutes. The locations and corresponding duration 
of these outages are shown in Figure 11.18.

The scenario of having three satellites out of service at the same time should 
be a very rare occurrence. However, if it were to happen, the user could exam-
ine the predicted availability over the course of the day and plan the use of GPS 
accordingly.

As mentioned previously, the determination of satellite positions and the re-
sulting GNSS availability for any location and point in time is not intuitive and 
requires software to perform the calculations. GNSS prediction software is com-
mercially available that allows a user to determine GNSS coverage for a single 
location or for multiple locations. Some GNSS receiver manufacturers also include 
prediction software with the purchase of a receiver. The typical input parameters 
used to perform GNSS availability predictions are as follows:

•• GNSS almanac data: The position of the satellites at a reference epoch may 
be obtained from several different sources: various Web sites or a GNSS re-
ceiver that outputs almanac data.

Figure 11.17  Availability of the GPS constellation with a 5° mask angle with two satellites removed 
from the constellation.
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•• Location: Latitude, longitude, and altitude of the location(s) for which the 
prediction is to be performed. 

•• Date of prediction: The date for which the prediction is to be performed. 
GNSS almanacs can typically be used to accurately predict a week or more 
in the future.

•• Mask angle: The elevation angle above the horizon at which satellites are 
considered visible by the GNSS receiver.

•• Terrain mask: The azimuth and elevation of terrain (buildings, mountains, 
and so forth) that may block the satellite signal can be entered into the pro-
gram to ensure an accurate prediction.

•• Satellite outages: If any satellites are currently out of service, their status 
will be reflected in the almanac data. However, if satellites are scheduled for 
maintenance for a prediction date in the future, the software allows the user 
to mark those satellites unusable. This data can be obtained from various 
Web sites.

•• Maximum DOP: As discussed previously, in order to determine availability, 
a maximum DOP threshold must be set (e.g., PDOP = 6). If the DOP exceeds 
that value, the software will declare GNSS to be unavailable. Other applica-
tions may use criteria other than DOP as the availability threshold. This will 
be discussed further in Section 11.4 for aviation applications.

Figure 11.18  Availability of the GPS constellation with a 5° mask angle with three satellites re-
moved from the constellation.
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Once these parameters have been input into the software, the prediction 
can be performed. A prediction was performed for a user in Boston (42.3586°N 
71.0638°W) on January 3, 2017. Figure 11.19 shows the location of the GPS sat-
ellites for the selected location at a snapshot in time (12:30 UTC), as well as the 
ground track for PRN 1. 

Figure 11.20 is a sky plot (see Section 11.2.2). As usual, the outermost circle 
represents 0° elevation, or the horizon. The second circle is at 15° elevation. The 
third is at 30°, and each circle increases by 15°. A mask angle of 5° was used (i.e., 
satellites that were below 5° elevation angle were considered to be not visible due 
to local terrain, foliage, or man-made structures). 

Figure 11.21 displays the rise and set time for the 31 operational GPS satellites 
at the selected location over a 24-hour period using a 5° mask angle. This type of 
graph can be very useful for a researcher who wants to plan an experiment with a 
particular set of satellites and does not want the satellite geometry to change sig-
nificantly due to a rising or setting satellite. Figure 11.21 also displays the number 
of visible satellites and PDOP over the 24-hour period. The number of visible satel-
lites ranged from 8 to 12, and the PDOP varied between 1.2 and 2.4. 

Figures 11.22 and 11.23 demonstrate the impact that sky blockage or scintilla-
tion in one part of the sky can have on availability. (These disruptions are discussed 
in Chapter 9.) For these figures, it is assumed that the receiver cannot track PRNs 
2, 5, 6, 9, and 29, perhaps due to a building or severe scintillation obscuring the 
sky towards the north and northeast. As shown in the sky plot in Figure 11.22, at 
12:30 UTC in Boston, the user can only see 5 satellites due to a partial-sky block-
age as compared to the 10 satellites that were visible at the same location when the 
sky was assumed to be clear as in Figure 11.20. When fewer satellites are visible, 
performance obviously suffers. The performance degradation due to the loss of 5 
satellites over 24 hours is shown in Figure 11.23. (Note that sky blockage would 
not be expected to affect the same set of satellites over a day, but nonetheless 
these results are illustrative of the severe performance degradation possible due to 

Figure 11.19  Locations of GPS satellites worldwide. (Courtesy of Evan Lewis.)
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partial-sky blockage.) For a significant portion of the day, PDOP spikes up to over 
10 and even becomes infinite for a short while due to only 3 satellites being visible 
at around 11:25 UTC.

11.4  GNSS Integrity

In addition to providing a position, navigation, and timing function, some naviga-
tion systems must have the ability to provide timely warnings to users when the 
system should not be used. This capability is known as the integrity of the system. 
Integrity is a measure of the trust which can be placed in the correctness of the 
information supplied by the total system. Integrity includes the ability of a system 
to provide valid and timely warnings to the user, known as alerts, when the system 
must not be used for the intended operation [9].

11.4.1  Discussion of Criticality

Anomalies can occur in GNSS, caused by either failures in the satellite or the ground 
control networks, which result in unpredictable range errors above the operational 
tolerance. These errors are different from the predictable degraded accuracy re-
sulting from poor satellite geometry, which was discussed in the previous section. 
Integrity anomalies should be rare, occurring only a few times per year [10, 12, 13], 
but can be critical, especially for air navigation.

Figure 11.20  Sky plot of GPS satellite visibility. (Courtesy of Evan Lewis.)
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11.4.2  Sources of Integrity Anomalies

There are four main sources of integrity anomalies: system allocated signal-in-space 
(SIS) aberrations, space segment allocated SIS aberrations, control segment allo-
cated SIS aberrations, and user segment SIS aberrations [14]. Satellite clock anoma-
lies are due to frequency standard problems such as random phase run-off, a large 
frequency jump, or a combination of both. Jumps in the GPS satellite clocks have 
been observed when the beam current or temperature of the frequency standard has 
varied greatly. Clock jumps and other clock anomalies have also been observed for 
the GLONASS satellites [15]. Neither Galileo nor BeiDou are yet fully operational 
globally, so anomalies within these GNSS core constellations have not yet received 
the same level of scrutiny as within GPS and GLONASS. Overall, clock anomalies 
are the most prevalent source of GNSS space segment anomalies and the most com-
mon source of major service anomalies. These anomalies can result in thousands of 
meters of range error.

For GPS, the first-generation Block I satellites experienced many more clock 
anomalies than the Block II generation of satellites [12] and did not have the radia-
tion hardening against the space environment that has been built into the Block II 
satellites. Consequently, Block I satellites were subject to bit hits, which affect the 
navigation message, as well as C-field-tuning word hits. The C-field-tuning register 
that aligns the cesium beam is affected by solar radiation. Changing the bits that 
account for the alignment/direction of the cesium beam has in some instances re-
sulted in ranging errors of thousands of meters in only a few minutes. 

For GLONASS, the number of observed clock and other anomalies is also 
diminishing with system maturity. GLONASS signal-in-space anomalies were ana-
lyzed for the period from January 2009 to August 2012 in [15], and 192 potential 

Figure 11.22  Sky plot of GPS satellite visibility with satellites 2, 5, 6, 9, and 29 removed. (Courtesy 
of Evan Lewis.)
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Figure 11.23  Satellite visibility and PDOP over a 24-h period with satellites 2, 5, 6, 9, and 29 removed. (Courtesy of Evan Lewis.)
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anomalies were observed; 92% of the anomalies over this period were identified as 
being clock-related. The rate of occurrence of the anomalies dropped by a factor of 
10 from 2009 to 2012. 

Abnormally large broadcast ephemeris errors and errors in other broadcast 
navigation data elements have also been observed on rare occasions for both GPS 
and GLONASS. For both systems multiple instances of broadcast ephemeris errors 
in excess of 400m have been observed [16]. On April 1, 2014, all the GLONASS 
satellites broadcast erroneous ephemeris data, with errors of up to 200 km in mag-
nitude [17]. It took approximately 10 hours to rectify the problem. In January 
2016, multiple GPS satellites broadcast erroneous information regarding the offset 
between GPS time and UTC [18]. In 2002, incorrect single-frequency ionospheric 
correction data was broadcast by GPS. Single-frequency receivers may have experi-
enced ranging errors of up to 16m before the problem was detected.

Other types of integrity anomalies can result in smaller ranging errors. An ex-
ample of this occurred on GPS SVN 19. After approximately 8 months on orbit, an 
anomalous condition developed on the satellite that resulted in carrier leakage on 
the observed L1 signal spectrum which is normally carrier suppressed. In this case, 
no control segment problems were observed or user equipment problems were re-
ported, so the SV was left to operate in the off-nominal mode. No incident reports 
or problems regarding the SVN 19 C/A code occurred until March 1993 during 
FAA field tests using differential navigation for aided landings. The differential 
navigation solution was corrupted with a 4-m bias [19]. The GPS SVN 19 event 
led to an immense amount of research on GNSS navigation signal quality and the 
establishment of signal quality monitoring (SQM) within some high-integrity dif-
ferential systems such as those used for aviation.

The GPS ground monitoring network in the past had blind spots where it could 
not see some satellites some of the time [12]. Therefore, if an integrity problem 
were to occur, it may not have been detected immediately. An example of this oc-
curred on July 28, 2001, when SVN22 experienced a clock failure over the south-
ern Pacific Ocean region resulting in user range errors in excess of 200,000m. For 
about a half an hour, this was undetectable by the GPS operational control segment 
because the satellite was not in view of any OCS monitor stations [19]. With the 
addition of the NGA monitor stations to the GPS control segment (see Section 3.3), 
the blind spot has been eliminated. However, even when an error is detected man-
ual intervention is required by the ground operators. The operators must decide a 
course of action, steer a dish antenna towards the satellite, and issue a command 
to change the operation of the satellite. This process requires several minutes to ac-
complish when the operators are already in communication with the satellite and 
tens of minutes if they are not. Certain payload failure types can be automatically 
detected onboard the satellites and the satellite can switch its signal to a nonstan-
dard code automatically without operator intervention. Such fault types typically 
only last seconds or are removed before they become large enough to be harmful.

The GNSS service providers are continuously working to minimize integrity 
anomalies as much as possible by installing redundant hardware, robust software, 
and providing training to prevent human error. However, as previously stated, the 
best response time for many faults may still be several minutes, which is insufficient 
for aviation and certain other applications. There are methods by which the user is 
independently able to be notified of a satellite anomaly if it does occur.
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11.4.3  Integrity Enhancement Techniques

The integrity problem is important for many applications, but crucial for aviation 
since the user is traveling at high speeds and can quickly deviate from the flight 
path. The integrity function becomes especially critical if GNSS is to be used as a 
primary navigation system. 

Historically, integrity enhancements for GNSS were first developed for GPS. 
RTCA Special Committee 159 (SC-159), a federal advisory committee to the Fed-
eral Aviation Administration, has devoted much effort to developing techniques to 
provide integrity for airborne use of GPS [20]. Three methods used today for GPS 
integrity monitoring are receiver autonomous integrity monitoring (RAIM) (one 
element of a set of airborne GPS enhancements defined by the International Civil 
Aviation Organization [ICAO] as aircraft-based augmentation systems [ABAS]), 
satellite-based augmentation systems (SBAS), and ground-based augmentation sys-
tems (GBAS). 

This section primarily concentrates on RAIM since SBAS and GBAS are differ-
ential techniques discussed in more detail in Chapter 12. Today, the preponderance 
of high-integrity GNSS equipment only utilizes GPS of the core constellations, so 
the discussion within the remainder of this section is of necessity GPS-centric. Ef-
forts are underway on the development of standards for multiconstellation equip-
ment [20] using extensions of the techniques discussed in this section.

11.4.3.1  RAIM and FDE

The use of stand-alone GPS or GPS in conjunction with use of ranging sources from 
other satellites such as geostationary satellites, GLONASS, Galileo, and/or BeiDou 
where integrity is provided by RAIM and Fault Detection and Exclusion (FDE) 
is referred to as an aircraft-based augmentation system (ABAS). As noted earlier, 
current airborne equipment standards only fully address GPS of the core GNSS 
constellations. The RAIM algorithm is contained within the receiver, hence the term 
“autonomous” monitoring. RAIM is a technique that uses an overdetermined solu-
tion to perform a consistency check on the satellite measurements [21]. 

RAIM algorithms require a minimum of five visible satellites in order to detect 
the presence of an unacceptably large position error for a given mode of flight. If a 
failure is detected, the pilot receives a warning flag in the cockpit which indicates 
that GPS should not be used for navigation. Certified GPS receivers that contain 
FDE, an extension of RAIM that uses a minimum of six visible satellites, can not 
only detect the faulty satellite, but can exclude it from the navigation solution so 
the operation can continue without interruption. 

The inputs to the RAIM algorithm are the standard deviation of the measure-
ment noise, the measurement geometry, as well as the maximum allowable prob-
abilities for a false alert and a missed detection. The output of the algorithm is the 
horizontal protection level (HPL), which is the radius of a circle, centered at the 
true aircraft position that is assured to contain the indicated horizontal position 
with the given probability of false alert and missed detection that are discussed 
next. This section concentrates on the generation of HPL using a snapshot RAIM 
algorithm that has been developed in support of RTCA SC-159 [21]. 

The linearized GPS measurement equation is given as
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	   = +y Hx e 	 (11.42)

where x is the 4 × 1 vector whose elements are incremental deviations from the 
nominal state about which the linearization takes place. The first three elements are 
the east, north, and up position components, and the fourth element is the receiver 
clock bias. y is the n × 1 vector whose elements are the differences between the noisy 
measured pseudoranges and the predicted ones based on the nominal position and 
clock bias (i.e., the linearization point). The value n is the number of visible satel-
lites (number of measurements). H is the n × 4 linear connection matrix between x 
and y. It consists of three columns of direction cosines and a fourth column contain-
ing the value 1, which corresponds to the receiver clock state. e is the n × 1 mea-
surement error vector. It may contain both random and deterministic (bias) terms.

GPS RAIM is based on the self-consistency of measurements, where the number 
of measurements, n, is greater than or equal to 5. One measure of consistency is to 
work out the least squares estimate for x, substitute it into the right side of (11.42), 
and then compare the result with the empirical measurements in y. The difference 
between them is called the range residual vector, w. In mathematical terms,
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Since e is not known to the user aircraft, the last line of (11.43) is only used in 
simulations.

Let

	 ( )–  n

−
≡

1T TS I H H H H 	 (11.44) 

where In is the n × n unit matrix. Then, the n × 1 range residual vector, w, is given 
as w = Sy (used in practice) or w = Se (used in the simulations). The range residual 
vector, w, could be used as a measure of consistency. However, this is not ideal be-
cause there are four constraints (associated with the four unknown components of 
the vector x) among the n elements of w, which obscure some of the aspects of the 
inconsistency that are of interest. Therefore, it is useful to perform a transformation 
that eliminates the constraints and transforms the information contained in w into 
another vector known as the parity vector, p.

Performing a transformation on y,

	 =p Py 	

where the parity transformation matrix P is defined as an (n − 4) × n matrix, which 
can be obtained by QR factorization of the H matrix [22]. The rows of P are mutu-
ally orthogonal, unity in magnitude, and mutually orthogonal to the columns of H. 
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Due to these defining properties, the resultant p has special properties, especially 
with respect to the noise [21]. If e has independent random elements that are all 
N(0, σ2), then

	 =p Pw 	 (11.45a)

	  =p Pe 	 (11.45b)

	  =T Tp p w w 	 (11.45c)

These equations state that the same transformation matrix P that takes y into the 
parity vector, p, also takes either w or e into p. The sum of the squared residuals is 
the same in both range space and parity space. In performing failure detection, it is 
much easier to work with p than with w.

Using a case of six visible satellites as an example, the following analysis dem-
onstrates how the parity transformation affects a deterministic error in one of the 
range measurements. Suppose there is a range bias error, b, in satellite 3. From 
(11.45b),
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The third column of P defines a line in parity space called the characteristic bias 
line associated with satellite 3. Each satellite has its own characteristic bias line. The 
magnitude of the parity bias vector induced by the range bias b, is given by
|parity bias vector| = b • norm | [P13 P23]T |, (bias on satellite 3, assuming b > 0)

where |[P13 P23]T| = 2 2
13 23P P+ .

In general, 
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which, for a bias b in the ith satellite, can be written as 

	 ( ) ( )–1 T

0

position error vector   

0

b

 
 ⋅ 
 

=  ⋅ 
 ⋅
 
  

TH H H  	

These equations provide a means of getting back and forth from a bias in par-
ity space to the corresponding bias in range space, and finally to the corresponding 
position error. The norm of the first two components of the position error vector 
provides the horizontal radial position error.

The objective is to protect against excessive horizontal position error. The 
RAIM algorithm must detect if the horizontal error goes beyond a certain thresh-
old within a specified level of confidence. Since the position error cannot be ob-
served directly, something must be inferred from the quantity that can be observed, 
which in this case is the parity vector.

The magnitude of the parity vector is used as the test statistic (mathematical in-
dicator) for detection of a satellite failure. The inputs to the parity space algorithm 
are the standard deviation of the measurement noise, the measurement geometry, 
as well as the maximum allowable probabilities for a false alert and a missed detec-
tion. The output of the algorithm is the horizontal protection level (HPL), which 
defines the smallest horizontal radial position error that can be detected for the 
specified false alert and missed detection probabilities.

A false alert is an indication of a positioning failure to the pilot when a po-
sitioning failure has not occurred, as the result of a false detection. The detection 
threshold for the RAIM and FDE algorithms is determined by integrating the prob-
ability density function from the detection threshold to infinity so that the area 
under the curve is equal to the probability of a false alert, PFA.  

The parity space method is based on modeling the test statistic using a chi-
square distribution with n − 4 degrees of freedom for six or more visible satellites. 
The sum of the squared measurement residuals has a chi-square distribution. A 
Gaussian distribution is used for the case where five satellites are in view. The gen-
eral formulas for the chi-square density functions are provided next. 

For a central chi-square,

	
( ) ( )( ) ( )2 1 2 2cent x 2 2 , 0

0, 0

k x kf x e k x

x

− −   = Γ >  
= ≤

	

where Γ is the gamma function.
For the probability of missed detection, the noncentral chi-square density func-

tion is integrated from 0 to the chi-square detection threshold to determine l, the 
noncentrality parameter that provides the desired Pmd. The minimum detectable 
bias based on the selected probabilities of false alert and missed detection is de-
noted as pbias, where pbias= σUERE λ.
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For a noncentral chi-square,
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where λ is the noncentrality parameter. It is defined in terms of the normalized mean 
m and the number of degrees of freedom k, as λ = km2.

The chi-square density functions for a case of six visible satellites (2 degrees 
of freedom) are shown in Figure 11.24. These density functions are used to define 
the detection threshold to satisfy the false alarm and missed detection probabili-
ties. For supplemental navigation, the maximum allowable false alarm rate is one 
alarm per 15,000 samples or 0.002/h. One sample was considered to be a 2-minute 
interval based on the correlation time of SA. The maximum false alarm rate for 
GPS primary means navigation is 0.333 × 10−6 per sample. The minimum detection 
probability for both supplemental and primary means of navigation is 0.999, or a 
missed detection rate of 10−3 [23].

Figure 11.25 displays a linear no-noise model of the estimated horizontal posi-
tion error versus the test statistic, forming a characteristic slope line for each visible 
satellite. These slopes are a function of the linear connection, or geometry matrix, 
H, and vary slowly with time as the satellites move about their orbits. The slope 
associated with each satellite is given by

	 ( ) 2 2
1 2SLOPE / , 1,2, ,i i iii A A S i n= + =  	

where

	 ( ) 1−
≡ T TA H H H 	

Figure 11.24  Chi-square density functions for 2 degrees of freedom.
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and S was defined previously in (11.44) , but also can be computed directly from 
P as

	 = TS P P 	

For a given position error, the satellite with the largest slope has the smallest 
test statistic and will be the most difficult to detect. Therefore, there is a poor cou-
pling between the position error to be protected and the magnitude of the parity 
vector that can be observed when a bias actually occurs in the satellite with the 
maximum slope.

The oval-shaped cloud of data shown in Figure 11.26 is a depiction of the scat-
ter that would occur if there were a bias on the satellite with the maximum slope. 
This bias is such that the fraction of data to the left of the detection threshold is 
equal to the missed detection rate. Any bias smaller than this value will move the 
data cloud to the left, increasing the missed detection rate beyond the allowable 
limit. This critical bias value in parity space is denoted as pbias. The pbias term is 
completely deterministic, but it is dependent on the number of visible satellites [21]:

	 pbias UEREσ λ= 	

where λ is the noncentrality parameter of the noncentral chi-square density function 
and σUERE is the standard deviation of the satellite pseudorange measurement error.

The HPL is determined by

	 HPL = Slopemax × pbias	

Figure 11.25  Characteristic slopes for six visible satellites.
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When selective availability (SA) was the dominant error source, other error 
terms that heavily depend on the elevation angle were negligible. For this reason, 
pre-2000 RAIM and FDE availability analyses typically assumed a fixed σUERE 
value of 33.3m for all satellites, regardless of the satellite elevation angles. After SA 
was discontinued, errors that depend on the elevation angles make σUERE values for 
each satellite significantly different.

Accounting for elevation-dependent errors is accomplished through weighting 
(or deweighting) of individual satellite range measurements [24]. The only differ-
ence between the weighted solution RAIM and the nonweighted solution RAIM is 
the formula for the maximum horizontal slope, which is shown next.

The threshold and pbias values are the same as with SA on. This is because the 
maximum false alarm rate is set at 0.333 × 10-6/sample, which is consistent with 
the guidance in [10] for SA off. 

	 ( ) 2 2
1 2SLOPE /i i i iii A A Sσ= + 	
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Figure 11.26  Scatter plot with critical bias on Slopemax satellite.
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where the error components are user range accuracy (clock and ephemeris error), 
user ionospheric range error, tropospheric error, multipath, and receiver noise.

The HPL is formed by the same method as nonweighted RAIM.

	 HPL Slopemax normalized pbias Slopemax λ= × = × 	

Availability of RAIM
Availability of RAIM is determined by comparing the HPL to the maximum alert 
limit for the intended operation. RAIM was developed and primarily has been used 
to support aviation applications. Therefore, the focus of the availability analysis in 
this section will be on aviation applications. The horizontal alert limits for various 
phases of flight are shown in Table 11.2. 

If the HPL is below the alert limit, RAIM is said to be available for that phase 
of flight. Since the HPL is dependent on the satellite geometry, it must be computed 
for each location and point in time. Since RAIM requires a minimum of five vis-
ible satellites in order to perform fault detection and a minimum of six for fault 
detection and exclusion, RAIM and FDE will have a lower availability than the 
navigation function. An analysis of the nominal 24-satellite constellation has been 
performed to evaluate the availability of RAIM [25–29].

Although a 7.5° mask angle is specified in Federal Aviation Administration 
(FAA) Technical Standard Order (TSO) C129, a 5° mask angle is specified for FAA 
TSO C146 receivers and most receivers use a 5° mask angle or lower. A 5° mask 
angle is applied to this analysis and availability is evaluated over a worldwide grid 
of points at 5-minute samples over a 24-hour period. 

The analysis considers two cases referred to as “SA on” and “SA off.” As 
discussed in Chapter 3, SA was discontinued in May 2000 and new GPS satellites 
do not even have the capability to generate SA errors. However, at the time of this 
writing, there were still many certified GPS avionics in operation (e.g., those com-
pliant with TSO C129) that have the SA-on pseudorange error hardcoded into the 
software. The availability of this type of equipment is poorer than the availability 
of later equipment. The SA-on results to follow assume that the equipment believes 
that SA is on (even though it never will be again), and the SA-off results apply to 
equipment that understands that SA errors are no longer present. 

The availability of RAIM fault detection is well above 99% for the en-route 
and terminal phases of flight and 97.3% for nonprecision approaches. In order 
to improve availability, the barometric altimeter can be included as an additional 

Table 11.2  GNSS Integrity 
Performance Requirements

Phase of Flight
Horizontal 
Alert Limit

En route 2 nmi

Terminal 1 nmi

NPA 0.3 nmi

Source: [23].
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measurement in the RAIM solution. With baro aiding, availability improves to 
100% for en-route navigation with 99.99% availability for the terminal phase of 
flight and 99.9% for nonprecision approach. The maximum outage duration over 
the course of the day decreases from over half an hour to 15 minutes for nonpreci-
sion approach. 

The availability of fault detection and exclusion with baro aiding ranges from 
81.4% during nonprecision approaches to 98.16% for en-route navigation (FDE 
without baro aiding is not considered in this analysis due to its low availability). 
For a nonprecision approach, FDE outages can last for more than 1.5 hours at a 
location. These results are summarized in Tables 11.3 and 11.4.

The availability of RAIM and FDE with SA off applying a 5° mask angle are 
shown in Tables 11.5 and 11.6. As shown in Table 11.5, availability of the RAIM 
fault detection function has nearly 100% availability for equipment that recognizes 

Table 11.3  RAIM/FDE Availability with a 5° Mask Angle, SA-On Equipment

RAIM/FDE Function En Route Terminal
Nonprecision 
Approach

Fault detection 99.98% 99.94% 97.26%

Fault detection with baro aiding 100% 99.99% 99.92%

Fault detection and exclusion with baro aiding 99.73% 97.11% 81.40%

Table 11.4  Maximum Duration of RAIM/FDE Outages with 5° Mask Angle, SA On 
Equipment

RAIM/FDE Function En Route Terminal 
Nonprecision 
Approach

Fault detection 5 minutes 10 minutes 35 minutes

Fault detection with baro aiding 0 minutes 5 minutes 15 minutes

Fault detection and exclusion with baro aiding 25 minutes 55 minutes 100 minutes

Table 11.5  RAIM/FDE Availability with a 5° Mask Angle, SA Off Equipment

RAIM/FDE Function En Route Terminal 
Nonprecision 
Approach

Fault detection 99.998% 99.990% 99.903%

Fault detection with baro aiding 100% 100% 99.998%

Fault detection and exclusion with baro aiding 99.923% 99.643% 99.100%

Table 11.6  Maximum Duration of RAIM/FDE Outages with 5° Mask Angle, SA Off 
Equipment

RAIM/FDE Function En Route Terminal 
Nonprecision  
Approach

Fault detection 5 minutes 10 minutes 30 minutes

Fault detection with baro aiding 0 minutes 0 minutes 5 minutes

Fault detection and exclusion with baro aiding 10 minutes 35 minutes 60 minutes
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that SA is off and that incorporates baro aiding. Recognition that SA is off allows 
better detection of a bias present on a satellite. 

The availability of FDE also improves substantially for equipment that proper-
ly recognizes that SA is off such that greater than 99% availability can be achieved 
for en-route navigation through nonprecision approach. However, the outage du-
ration for nonprecision approach can still be substantial, with outages lasting on 
the order of an hour.

As shown in Figure 11.27, outages can last up to 60 minutes in several loca-
tions, but there is virtually 100% coverage near the equator. This high availability 
of FDE near the equator is due to the increased number of visible satellites.

Another method for improving availability of RAIM and FDE is to lower the 
mask angle so that more satellites are visible to the user equipment. However, as 
mentioned previously, low-elevation satellites will have higher atmospheric errors. 
These satellites are deweighted in the solution according to (11.46). As demon-
strated in Tables 11.7 and 11.8, availability of the fault detection function is very 
high even without baro aiding. For FDE with baro aiding outages remain, but the 
number of occurrences and duration are shortened.

Advanced Receiver Autonomous Integrity Monitoring
The advent of two civil frequencies from GPS (L1 and L5) suitable for aviation use 
combined with the emergence of three other core constellations (GLONASS, Gali-
leo, BeiDou) beyond GPS has created interest in using RAIM for vertical guidance 
rather than horizontal only. Advanced Receiver Autonomous Integrity Monitoring 

Figure 11.27  FDE availability for NPA with baro aiding with a 5° mask angle. 
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(ARAIM) is an advanced version of RAIM, which has been known to the aviation 
community since the late 1980s. While RAIM supports lateral navigation only, 
ARAIM is intended to support horizontal and vertical guidance, which changes the 
severity level of misleading information from major (RAIM) to hazardous (ARAIM). 
The original version of RAIM was based on a set of fixed assertions regarding the 
nominal performance and fault rates of GPS. In contrast, ARAIM allows a ground 
system to provide updates regarding the nominal performance and fault rates of the 
multiplicity of contributing constellations. This integrity data is contained in the In-
tegrity Support Message (ISM) that is developed on the ground and provided to the 
airborne fleet. The ISM enables this update advantage for evolving constellations 
without requiring equipment changes [30]. ARAIM is not yet included within any 
standards, but is anticipated to be included within standards for next-generation 
civilian GNSS airborne equipment by approximately 2020 [20].

Satellite-Based Augmentation Systems
As discussed in the previous section, one of the limitations of the RAIM and FDE 
algorithms is that they do not always have enough ranging sources with sufficient 
geometry to meet availability requirements. Even with the availability improvement 
obtained with the discontinuance of SA in May 2000 and employing a 2° mask 
angle outages of up to 30 minutes can occur for the nonprecision approach phase 
of flight with all 24 satellites operational. Satellites occasionally are taken out of 
service for maintenance, further reducing the availability of RAIM and FDE.

Therefore, aviation authorities have developed augmentation systems to GPS. 
One such augmentation is SBAS. The U.S. version of SBAS is known as the Wide 
Area Augmentation System (WAAS). Other operational SBAS systems are the Eu-
ropean Geostationary Overlay Service (EGNOS), the Japanese Multifunction Sat-
ellite Augmentation System (MSAS), and the Indian GPS Aided GEO Augmented 
Navigation (GAGAN) System.

SBAS systems consist of widely dispersed reference stations that monitor and 
gather data on the GPS satellites. These data are forwarded to the SBAS master 

Table 11.7  RAIM/FDE Availability with 2° Mask Angle, SA Off Equipment

RAIM/FDE Function En Route Terminal 
Nonprecision  
Approach

Fault detection 100% 100% 99.988%

Fault detection with baro aiding 100% 100% 100%

Fault detection and exclusion with baro aiding 99.981% 99.904% 99.854%

Table 11.8  Maximum Duration of RAIM/FDE Outages with 2° Mask Angle, SA Off 
Equipment

RAIM/FDE Function En Route Terminal 
Nonprecision 
Approach

Fault detection 0 minutes 0 minutes 5 minutes

Fault detection with baro aiding 0 minutes 0 minutes 0 minutes

Fault detection and exclusion with baro aiding 10 minutes 15 minutes 30 minutes
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stations for processing to determine the integrity and differential corrections for 
each monitored satellite. The integrity information and differential corrections are 
then sent to a ground uplink station and transmitted to a geostationary satellite, 
along with the geostationary satellite navigation message.

The geostationary satellites downlink the integrity and differential corrections 
for each monitored satellite using the GPS L1 frequency with a modulation simi-
lar to that used by GPS. Therefore, the geostationary satellite also can serve as an 
additional GPS ranging signal. Based on this information, the user receiver forms 
horizontal and vertical protection levels based on a weighted solution. The U.S. 
WAAS system currently utilizes three geostationary satellites at 133°W, 107.3°W, 
and 98°W. SBAS systems are discussed in much greater detail in Chapter 12. As 
discussed in Chapter 12, SBAS service providers worldwide are planning to evolve 
their systems to support additional core constellations beyond GPS. 

Ground-Based Augmentation Systems 
Ground-based augmentation systems (GBAS) are designed to be specific to an air-
field to support precision approach and perhaps terminal area and surface naviga-
tion. GBAS systems, such as the version originally referred to as the Local Area 
Augmentation System (LAAS) developed by the FAA, utilize multiple GPS reference 
receivers. Data from the reference receivers are processed using an averaging tech-
nique to determine integrity and develop differential corrections. 

The GBAS integrity algorithm involves placing an upper confidence bound on 
the lateral and vertical position error by computing lateral and vertical protection 
levels (LPL and VPL) using an assumed fault hypothesis. There are two fault hy-
potheses for GBAS: H0 and H1. The H0 hypothesis refers to normal measurement 
conditions (i.e., no faults) in all reference receivers and for all satellites. The H1 
hypothesis represents a latent fault associated with one reference receiver. A latent 
fault includes any erroneous measurement(s) that are not immediately detected by 
the ground subsystem, such that the broadcast data are affected and there is an 
induced position error in the airborne subsystem. The differential corrections and 
integrity parameters for each monitored satellite are broadcast to the aircraft via a 
VHF datalink. GBAS systems are discussed in detail in Chapter 12.

11.5  Continuity

Continuity, as defined in [9], is “…the probability that the specified system perfor-
mance will be maintained for the duration of a phase of operation, presuming that 
the system was available at the beginning of that phase of operation.” The level of 
continuity provided by GNSS thus varies with the specific performance require-
ments for any given application. For example, the level of continuity of GNSS for a 
low-accuracy time-transfer application will be much higher than the level of GNSS 
continuity for an aircraft non precision approach. The former application only 
requires a single visible GNSS satellite, whereas the latter requires at least 5 visible 
satellites with good geometry to support RAIM.
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11.5.1 GPS

Some useful information regarding the continuity of the GPS C/A-code signal-in-
space is provided in the GPS SPS Performance Standard [10]. This reference assures 
a greater than or equal to 0.9998 probability over any hour of not losing the GPS 
C/A-code from a slot in the baseline 24-satellite constellation due to an unscheduled 
interruption. This continuity standard is based upon an average over all slots in 
the 24-slot constellation, normalized annually, and assumes that the signal is avail-
able from the slot at the beginning of the hour. Scheduled interruptions (e.g., due 
to maintenance) that are announced at least 48 hours in advance publicly are not 
considered within [10] to constitute a loss of continuity.

An earlier edition of [10] provided data regarding continuity of GPS based 
upon observed performance from January 1994 to July 2000. During this times-
pan on average, each in-orbit GPS satellite ceased functioning 2.7 times per year 
and was out-of-service for a total downtime of 58 hours. The majority of these 
instances (referred to as downing events) were related to scheduled maintenance, 
accounting for 1.9 downing events per year and an average total downtime of 18.7 
hours. The remaining 0.9 downing event per year per satellite were unscheduled 
and accounted for a total average downtime of 39.3 hours. (Note that the compo-
nent values provided in the third edition of [10] of 0.9 and 1.9 do not add to the 
total of 2.7, also in the third edition. This is presumably due to rounding errors.) 
Causes of unscheduled outages include failures of one or more satellite subsystems 
that resulted in a loss of service. For many applications, only unscheduled downing 
events are of concern. Scheduled maintenance activities are generally announced 
well in advance and can often be planned around. For such applications, the prob-
ability that any given GPS satellite will fail over a 1-hour time interval is approxi-
mately 0.0001. This value is computed by dividing the average of 0.9 unscheduled 
downing event per year by the number of hours in a year, 8,760.

The GPS PPS Performance Standard [31] essentially provides the same assur-
ance for L1/L2 P(Y)-code continuity as in [10] for the C/A-code described above. 
Performance Standards for the modernized GPS civilian and military signals are 
not yet available.

11.5.2  GLONASS

Performance standards for GLONASS are now being developed. A GLONASS 
signal-in-space continuity level of 0.9995 per hour is proposed in [32], for similar 
conditions as the GPS C/A-code 0.9998 continuity standard in [10] (discussed in 
Section 11.5.1). 

11.5.3 Galileo

Established continuity requirements for Galileo are formulated differently than con-
tinuity requirements for other three core constellations. Galileo continuity require-
ments from [33] establish a maximum probability per time interval that a defined 
service (with associated levels of accuracy and integrity) is lost. Continuity risk re-
quirements for the Galileo Safety-of-Life Service (SoL) and Public Regulated Service 
(PRS) are included in [33]. For both SoL (critical level) and the PRS, the continuity 
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risk requirement is 10−5/15 seconds. These services are described in Chapter 5. As 
discussed within that chapter, the SoL service is currently being reprofiled.

11.5.4  BeiDou

The BeiDou Navigation Satellite System (BDS) Open Service (OS) Performance 
Standard [34] defines signal-in-space (SIS) continuity as “the probability that a 
healthy BDS OS SIS will continue working without unscheduled interruptions over 
a specified time interval.” It provides standards for SIS continuity levels of ≥ 0.995/
hour for the BeiDou GEO and IGSO satellites, and ≥ 0.994/hour for the BeiDou 
MEO satellites. (See Chapter 6 for an overview of BeiDou.)
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Differential GNSS and Precise Point 
Positioning

S. Bisnath, M. Uijt de Haag, D. W. Diggle, C. Hegarty, D. Milbert, and  
T. Walter

12.1  Introduction

As discussed in Chapter 11, a dual-frequency or multifrequency, multiconstella-
tion GNSS user can often attain better than 1 to 2m, 95% positioning and 1 to 2 
ns, 95% timing accuracy worldwide with high levels of integrity, availability, and 
continuity. However, there are many applications that demand yet higher levels of 
accuracy, integrity, availability, and continuity. For such applications, augmentation 
is required. There are several classes of augmentation, which can be used singly or 
in combination: DGNSS1, precise point positioning (PPP), and the use of external 
sensors. This chapter introduces DGNSS and PPP. Chapter 13 will discuss various 
external sensors/systems and their integration with GNSS.

Both DGNSS and PPP are methods to improve the positioning or timing per-
formance of GNSS by making use of measurements from one or more reference 
stations at known locations, each equipped with at least one GNSS receiver. The 
reference station(s) provides information that is useful to improve PNT perfor-
mance (accuracy, integrity, continuity, and availability) for the end user. The sup-
plied information may include:

•• Corrections to the raw end-user’s pseudorange or carrier phase measure-
ments, corrections to GNSS satellite-provided clock and ephemeris data, or 
data to replace the broadcast clock and ephemeris information, atmospheric 
corrections, and so forth.

1.	 Regarding terminology, since GPS was the first operational GNSS constellation, followed shortly thereafter 
by GLONASS, there is a wealth of literature on differential GPS (DGPS) techniques and to a lesser extent 
differential GLONASS (DGLONASS) techniques. Although numerous operational DGNSS systems today 
only provide data applicable to GPS, the techniques employed may be applied to all GNSS constellations 
and we will emphasize this point through the use of the term DGNSS even for these systems.
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•• Raw reference station measurements (e.g., pseudorange and carrier phase).

•• Integrity data, for example, “use” or “don’t use” indications for each visible 
satellite, or statistical indicators of the accuracy of provided corrections.

•• Auxiliary data including the location, health, and meteorological data of the 
reference station(s).

The reference station(s) data may be supplied in real-time to the end user using 
any one of a variety of data links, for example, radio links at frequencies ranging 
from low frequencies (LF) below 300 kHz to L-band (1,000–2,000 MHz) and be-
yond, the Internet, and importantly, the link may not be real time. For instance, it is 
possible to implement DGNSS methods using two GNSS receivers that each simply 
log data to a hard drive or other storage device.

All DGNSS and, to some extent, PPP systems work by exploiting the spatial 
and time correlation characteristics of GNSS errors (see Chapter 10). Because 
many GNSS error sources are highly correlated spatially and temporally, if these 
errors can be measured using one or more reference stations at known locations, 
this information provided in a sufficiently timely manner can greatly benefit the 
end user. Since correlation of GNSS errors is generally higher for shorter distances, 
accuracy is generally improved in DGNSS when the reference stations are closer to 
the end user.

DGNSS systems provide corrections to either the raw measurements the end 
user makes or to the broadcast navigation data for each visible GNSS satellite. PPP 
systems can be similar in architecture but supply data to replace, rather than cor-
rect, that provided in the GNSS signals’ broadcast navigation data.

DGNSS techniques may be categorized in different ways: as absolute or relative 
differential positioning; as local-area, regional-area, or wide-area; and as code-
based or carrier-based.

Absolute differential positioning is the determination of the user’s position with 
respect to an Earth-centered, Earth-fixed (ECEF) coordinate system (see Section 
2.2.2). This is the most common goal of DGNSS. For absolute differential posi-
tioning, the reference station(s) must be accurately known with respect to the same 
ECEF coordinate system that the user position is desired. Aircraft use this type of 
positioning as an aid for remaining within certain bounds of the desired flight path; 
ships use it as an aid for remaining within a harbor channel.

Relative differential positioning is the determination of the user’s position with 
respect to a coordinate system attached to the reference station(s), whose absolute 
ECEF position(s) may not be perfectly known. For instance, if DGNSS is imple-
mented to land aircraft on an aircraft carrier, the ECEF positions of the reference 
stations may be imperfectly known and time-varying. In this case, only the position 
of the aircraft with respect to the carrier is required.

DGNSS systems may also be categorized in terms of the geographic area that 
is to be served. The simplest DGNSS systems are designed to function only over 
a very small geographic area (e.g., with the user typically separated by less than 
10–200 km from a single reference station). The separation between the user and 
the reference station is referred to as the baseline, which may be interpreted as a 
vector. The terms short baseline, medium baseline, and long baseline are frequently 
encountered, but unfortunately there are no universally agreed-upon definitions. 
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The most common usage is for short baselines to span approximately 0–20 km, 
medium baselines to span from 20–100 km, and long baselines to span greater than 
100 km. To effectively cover larger geographic regions, typically multiple refer-
ence stations and different algorithms are employed. The terms regional-area and 
wide-area are frequently used in the literature to describe DGNSS systems covering 
larger geographic regions with regional-area systems generally covering areas up 
to around 1,000 km and wide-area systems covering yet larger regions such as a 
continent. However, there are not universally agreed-upon demarcations in terms 
of distance for the applicability of each term.

One final categorization of DGNSS systems is between code-based or carrier-
based techniques. Code-based DGNSS systems rely primarily on GNSS code (i.e., 
pseudorange) measurements, whereas carrier-based DGNSS systems ultimately rely 
primarily on carrier-phase measurements2. As discussed in Chapter 8, carrier-phase 
measurements are much more precise than pseudorange measurements, but con-
tain unknown integer wavelength components that must be resolved. Code-based 
differential systems can provide decimeter-level position accuracies, whereas state-
of-the-art carrier-based systems can provide millimeter-level performance.

This chapter describes the underlying concepts of DGNSS and details a number 
of operational and planned DGNSS systems. The underlying algorithms and per-
formance of code- and carrier-based DGNSS systems are presented in Sections 12.2 
and 12.3, respectively. PPP systems are addressed in Section 12.4. Some important 
DGNSS message standards are introduced in Section 12.5. Section 12.6 details a 
number of operational and planned DGNSS and PPP systems.

12.2  Code-Based DGNSS

Many code-based DGNSS techniques have been proposed to provide improvements 
in performance over stand-alone GNSS. These techniques vary in sophistication 
and complexity from a single reference station that calculates the errors at its posi-
tion for use with nearby GNSS receivers to worldwide networks that provide data 
for estimating errors from detailed error models at any position on or near the 
Earth’s surface. As discussed in Section 12.1, they may be sorted into three catego-
ries, local area, regional area, and wide area, depending on the geographic area that 
they are intended to serve. This section discusses code-based techniques for each of 
these categories.

12.2.1  Local-Area DGNSS

A local-area DGNSS (LADGNSS) system improves on the accuracy of stand-alone 
GNSS by estimating errors corrupting the stand-alone GNSS position solution and 
transmitting these estimates to nearby users. 

2.	 It should be noted that virtually all DGNSS systems employ both pseudorange and carrier-phase measure-
ments, so the distinction between code-based and carrier-based techniques is a matter of degree of reliance 
on the respective measurement type. Most DGNSS systems that are referred to as carrier-based resolve 
integer ambiguities in either the end user’s raw carrier-phase measurements or more commonly within the 
differences of these measurements and the reference station(s) measurements.
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12.2.1.1  Position Domain Corrections

Conceptually, the simplest way to implement LADGNSS is to place a single GNSS 
reference receiver at a surveyed location, compute the coordinate differences (in 
latitude, longitude, and geodetic height) between that surveyed position and the 
position estimate derived from GNSS measurements, and transmit these latitude, 
longitude, and height differences to nearby users. For the most part, the coordinate 
differences represent the common errors in the reference and user receiver GNSS 
position solutions at the measurement time. The user receivers can use these coor-
dinate differences to correct their own GNSS position solutions.

Although extremely simple, this technique has a number of significant deficien-
cies. First, it requires that all receivers make pseudorange measurements to the 
same set of satellites to ensure that common errors are experienced. Therefore, the 
user receivers must coordinate their choice of satellites with the reference station or 
the reference station may determine and transmit position corrections for all com-
binations of visible satellites. When eight or more satellites are visible, the number 
of combinations becomes impractically large (70 or more combinations of four 
satellites). A second problem may also arise if the user and reference station receiv-
ers employ different position solution techniques. Unless both receivers employ the 
same technique (e.g., least-squares, weighted least-squares, or Kalman filters, with 
equivalent smoothing time-constants, filter tunings, and so forth), position domain 
corrections may yield erratic results. For these reasons, position domain correc-
tions are seldom if ever employed in operational DGNSS systems.

12.2.1.2  Pseudorange Domain Corrections

In most operational code-based, local-area DGNSS systems (see Figure 12.1), in-
stead of determining position coordinate errors, the reference station determines 
and disseminates pseudorange corrections for each visible satellite. If the reference 
station is sufficiently close to the user, the errors in the reference station’s pseudo-
range measurements for visible satellites are expected to be very similar to those 
experienced by the user. If the reference station estimates the errors by leveraging 
its known surveyed position and provides this information in the form of correc-
tions to the user, it is expected that the user’s position accuracy will be improved as 
a result. Accuracy is dependent upon both distance to the reference station and la-
tency of the supplied corrections. As discussed in Chapter 10, for many GNSS error 
sources spatial correlation monotonically decreases with distance. Thus, DGNSS 
accuracy is generally better for short baselines than for medium or long. Time cor-
relations (i.e., how rapidly the errors change with time) are also of interest, because 
in general, DGNSS systems cannot instantaneously provide data to the end user; 
even with a high-speed radio link, there is some finite delay associated with the 
generation, transmission, reception, and application of the data.

The local-area DGNSS concept is explained in detail in the following mathe-
matical treatment. In order for the user receiver to determine its position accurately 
with respect to the Earth (i.e., for absolute DGNSS applications), the reference 
station must have accurate knowledge of its own position in ECEF coordinates. 
Given that the reported position of the ith satellite is (xi, yi, zi) and the position of 
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the reference station is known through a survey to be at position (xm, ym, zm), the 
computed geometric distance, i

mR , from the reference station to the satellite is

	 ( ) ( ) ( )2 2 2i
m i m i m i mR x x y y z z= − + − + − 	 (12.1)

The reference station then makes a pseudorange measurement, i
mρ , to the ith 

satellite. This measurement contains the range to the satellite along with the errors 
discussed in Chapter 10.

	 i i
m m m mR c tρ d ε= + + 	 (12.2)

where εm are the pseudorange errors and cδtm represents the reference station clock 
offset from a convenient common timescale (e.g., GPS or other GNSS System Time).

The reference station differences the computed geometric range, i
mR , with the 

pseudorange measurement to form the differential correction

	 i i i
m m m m mR c tρ ρ d ε∆ = − = − − 	 (12.3)

This correction, which may be a positive or negative quantity, is broadcast to the 
user receiver where it is added to the user receiver’s pseudorange measurement to 
the same satellite

	 ( )
i i i
u m u u u

m m

R c t

c t

ρ ρ d ε

d ε

+ ∆ = + +

+ − −
	 (12.4)

Figure 12.1  Local-area DGNSS concept.
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To a significant extent, the user receiver’s pseudorange error components will be 
common to those experienced by the reference station with the exception of mul-
tipath and receiver noise. The corrected pseudorange can be expressed as

	 ,
i i
u cor u um umR c tρ ε d= + + 	 (12.5)

where εum = εu – εm represents residual pseudorange errors and δtum is the difference 
in user and reference station clock offsets, δtu – δtm.

In Cartesian coordinates, (12.5) becomes

	 ( ) ( ) ( )2 2 2

,
i
u cor i u i u i u um umx x y y z z c tρ ε d= − + − + − + + 	 (12.6)

By making pseudorange measurements to four or more satellites, the user receiver 
can compute its position by using one of the position determination techniques dis-
cussed in Chapters 2 and 11. Since the residual pseudorange error, εum, is generally 
smaller statistically than the error of the uncorrected pseudorange, a more accurate 
position solution is generally attained.

Importantly, when pseudorange corrections are applied, the clock offset pro-
duced by the position solution is the difference between the user’s clock error and 
the reference station clock error. For applications where the user requires accurate 
time, the reference station clock offset may be estimated using the standard posi-
tion solution technique and removed from the pseudorange corrections. Removal 
of the reference station clock offset is generally desirable, even when the user does 
not require accurate time, since a large reference station clock bias could result in 
excessively large pseudorange corrections (e.g., to fit within a fixed-size data field 
in a digital message). 

Because pseudorange errors vary with time, as discussed in Chapter 10, the 
transmitted pseudorange correction, 

	 ( ) ( ) ( )i i i
m m m m m mt R t tρ ρ ∆ = −  	 (12.7)

which is an estimate of the pseudorange error with the sign inverted and is most ac-
curate at the instant of time tm, for which the correction was calculated. To enable 
the user receiver to compensate for pseudorange error rate, the station may also 
transmit a pseudorange rate correction, ( )i

m mtρ∆ . The user receiver then adjusts the 
pseudorange correction to correspond to the time of its own pseudorange measure-
ment, t, as follows:

	 ( ) ( ) ( )( )i i i
m m m m m mt t t t tρ ρ ρ∆ = ∆ + ∆ − 	 (12.8)

The corrected user receiver pseudorange, ( )i
cor tρ , for time t is then calculated from

	 ( ) ( ) ( ),
i i i
u corr mt t tρ ρ ρ= + ∆ 	 (12.9)
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12.2.1.3  Performance of Code-Based LADGNSS

Using the information presented in Chapter 10 on the spatial and time correlation 
characteristics of GNSS errors, Table 12.1 presents an error budget for a LADGNSS 
system in which the reference station and the user rely only on single-frequency 
pseudorange measurements that are assumed to be made to one or more generic 
GNSS constellations that provide 1-sigma signal-in-space errors at the 1-m level 
(using the representative clock and ephemeris error values from Table 10.3). The 
values in the table assume that latency errors are negligible (e.g., that the pseudor-
ange corrections are transmitted over a high-speed data link). It is also assumed that 
the reference station and user are either at the same altitude or that a tropospheric 
height difference correction is employed. Note that multipath is the dominant error 
component over short baselines. For longer baselines, the residual ionospheric or 
tropospheric errors may dominate. Over very long baselines, performance may be 
improved by applying a local tropospheric error model at both the reference sta-
tion and user locations, rather than the conventional short-baseline design in which 
neither side applies a model.

12.2.2  Regional-Area DGNSS

To extend the region over which LADGNSS corrections can be used without the 
decorrelation of errors that accompanies the separation of the user from the station, 
three or more reference stations may be distributed along the perimeter of the re-
gion of coverage in a concept referred to as regional-area DGNSS. The user receiver 
can then obtain a more accurate position solution by employing a weighted average 
of pseudorange corrections from the stations. Because the error in the broadcast 
corrections grows with distance from each station, the weights may be determined 
by geometric considerations alone to give the largest weight to the closest station, 
such as by choosing those weights that describe the user position as the weighted 
sum of the station positions [1]. For example, with three stations at locations de-
noted by latitude φ and longitude λ, the three weights, w1, w2, and w3, of stations 

Table 12.1  Pseudorange Error Budget with and without LADGNSS Corrections
Segment 
Source Error Source 1σ Error (m)

GNSS-only with LADGNSS

Space/control Broadcast clock 0.4 0.0

Broadcast ephemeris 0.3 0.1–0.6 mm/km × baseline in 
kilometers

User Ionospheric delay 7.0 0.2–4 cm/km × baseline in 
kilometers

Tropospheric delay 0.2 1–4 cm/km × baseline in 
kilometers

Receiver noise and 
resolution

0.1 0.1

Multipath 0.2 0.3

System UERE Total (rss) 7.0 0.3m + 1–6 cm/km × base-
line in kilometers
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M1(φ1, λ1), M2(φ2, λ2), and M3(φ3, λ3),  for user U(φ, λ)  may be determined by the 
following set of three equations (Figure 12.2):

	

( )

1 1 2 2 3 3

1 1 2 2 3 3

1 2 3 1

w w w

w w w

w w w

f f f f

λ λ λ λ

= + +
= + +

+ + =
	

A two-step approach to using multiple reference stations to improve the ac-
curacy of the user’s position estimate is described in [1]. In the first step, the pseu-
dorange corrections from each reference station are used to determine the position 
of the user individually. The second step entails computing a weighted average of 
the individual position estimates to provide a more accurate estimate. Each weight 
is formed from the inverse of the product of the distance of the reference station 
from the user and the standard deviation from the average of the estimates from 
that station, normalized by the sum of the weights. The error introduced by each 
reference station receiver is thus diluted by its weight, so that if, for example, the 
weights were all equal, then each reference station receiver error would be diluted 
by a factor of 1/n. However, since the errors are uncorrelated, the standard devia-
tion of their sum is 1/ √n; thus, the standard deviation of the total error due to the 
reference stations is decreased by a factor of √n from that of one reference station.

12.2.3  Wide-Area DGNSS

Wide-area DGNSS (WADGNSS) attempts to attain submeter-level accuracy over 
a large region while using a fraction of the number of reference stations that 

Figure 12.2  Calculating the correction weights.
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LADGNSS would require to attain the same accuracy within the same coverage re-
gion. The general approach (see, e.g., [2–4])—in contrast to that of LADGNSS—is 
to break out the total pseudorange error into its components and to estimate the 
variation of each component over the entire region, rather than just at the station 
positions. The accuracy then does not depend on the proximity of the user to a 
single reference station.

The WADGNSS concept, illustrated in Figure 12.3, includes a network of ref-
erence stations, one or more central processing sites, and a data link to provide 
corrections to users. Each reference station includes one or more GNSS receivers 
that measure pseudorange and carrier-phase for the broadcast signals from all vis-
ible satellites. This data is provided to the central processing site(s), which process 
the raw data to develop estimates of the broadcast ephemeris and broadcast clock 
errors for each satellite. WADGNSS systems intended to provide service for single-
frequency users also estimate ionospheric errors throughout the service volume. 
Tropospheric delays are typically addressed through the use of models employed by 
the reference stations and by the user.

12.2.3.1  Satellite Ephemeris and Clock Errors

Using pseudorange and carrier-phase data from the entire network of reference sta-
tions, each central processing site can develop precise estimates of the true locations 
and clock errors of the GNSS satellites that are visible to the network. For each 

Figure 12.3  WADGNSS concept.
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satellite, the three-dimensional position error (e.g., in an ECEF coordinate system) 
between the WADGNSS position estimate and the broadcast position is provided 
to the user. The user then maps this satellite position correction into a pseudorange 
correction by projecting the position error onto the line-of-sight direction to the sat-
ellite. A separate clock correction is also broadcast to the user that can be directly 
applied as an additional pseudorange correction. 

The central processing site can estimate the true GNSS satellite positions and 
clocks by reversing the basic GNSS algorithm. Here four or more widely separated 
ground stations whose positions are accurately known each calculate the pseudo-
range to a given satellite, after estimating and removing the atmospheric delays 
[2, 3]. Synchronization of the reference station clocks are required, which may be 
accomplished using GNSS. In practice, extremely accurate position and clock esti-
mates can be achieved by combining the concept of a reverse- GNSS solution with 
sophisticated models to describe the motion of the GNSS satellites over time. Such 
modeling is a standard method used for orbit determination for many satellite sys-
tems, including the ground networks for each GNSS constellation (see, e.g., Section 
3.3.1.4). An excellent introduction to the methods of satellite orbit determination 
may be found in [5].

12.2.3.2  Determining Ionospheric Propagation Delays

Ionospheric delays can be addressed in various ways within a WADGNSS system. 
The simplest approach is for the user to directly measure ionospheric delays using a 
dual-frequency or multifrequency receiver. This option requires the use of a second 
frequency, which is becoming increasingly available. Historically, GPS was the first 
operational GNSS constellation but lacked a second civilian frequency until the first 
L2C-capable satellite was launched in 2005. Decades earlier, codeless and semi-
codeless methods were developed within civilian equipment to track the encrypted 
GPS L2 P(Y)-code signal (see Section 8.7.4), but such methods were fragile. Because 
of this history, some important operational WADGPS systems discussed in Section 
12.6 are designed to support users with single-frequency L1 C/A code receivers. 
These systems estimate ionospheric delays throughout their service volumes using 
dual-frequency receivers in their reference stations. The slant ionospheric delays 
measured by the reference stations are used by the central processing site, along 
with models of the ionosphere, to develop estimates of vertical ionospheric delays 
for discrete latitude/longitude points across the coverage volume. These vertical de-
lay estimates are broadcast to the user. The user equipment then interpolates among 
these points to develop a vertical ionospheric delay correction each visible GNSS 
signal. The vertical delay correction is mapped into an appropriate slant delay cor-
rection based upon the elevation angle for each visible satellite. The vertical delay 
corrections for the visible satellites are generally not the same, since the points of 
intersection between the signal paths and the ionosphere are not collocated.

12.3   Carrier-Based DGNSS

The constant motion of many GNSS satellites and additional possible motion of 
the user requires that a GNSS receiver, in general, be capable of accounting for the 
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changing Doppler frequency shift on each tracked frequency. The shift in frequency 
arises due to the relative motion between the satellites and the receiver(s). For ex-
ample, typical GNSS satellite motion in medium Earth orbit with respect to an 
Earth-fixed observer can result in a maximum range of Doppler frequencies of ap-
proximately ±4,000 Hz with respect to the L-band carrier frequencies. Integration 
of the Doppler frequency offset within phase tracking loops results in an extremely 
accurate measurement of the advance in signal carrier phase between time epochs 
(see Section 8.6). Interferometric techniques can take advantage of these precise 
phase measurements and, assuming sources of error can be mitigated, real-time 
positional accuracies in the centimeter range are achievable. While changes in signal 
phase from epoch to epoch can be measured with extreme accuracy, the number of 
whole carrier cycles along the propagation path from satellite to receiver remains 
ambiguous. Determining the number of whole carrier cycles in the propagation 
path is known as carrier-cycle integer ambiguity resolution and remains an active 
area of investigation in the field of kinematic DGNSS research. Integer ambigu-
ity resolution was first studied for GPS. Remondi [6] made extensive use of the 
ambiguity function for resolving these unknown integer wavelength multiples, but 
the pioneering work in this area arose from the efforts of Counselman and Goure-
vitch [7] and Greenspan et al. [8]. A number of ambiguity resolution (AR) tech-
niques have since been developed such as the least-squares ambiguity adjustment 
(LAMBDA) [9], allowing for on-the-fly (OTF) resolution of phase measurements in 
static and kinematics situations. Coupled with real-time communications links be-
tween reference and remote receivers, real-time kinematic (RTK) has been come the 
industry standard for few centimeter-level positioning. And, in a regional context, 
making use of regional corrections, network RTK was developed.

Advantage can be taken by combining the multiple frequencies to speed the 
ambiguity resolution process, and this approach has been the subject of a number 
of articles in the literature (e.g., Hatch [10] for GPS). These dual-frequency receiver 
measurements can be combined to produce the sum and difference of frequencies. 
Using the difference wavelength (known as the wide-lane) makes the integer ambi-
guity search more efficient. A change of one wide-lane wavelength results in virtu-
ally a fourfold increase in distance over that of one wavelength at either the GPS 
L1 and L2 frequencies alone. Obviously, the search for the proper combination of 
integer ambiguities progresses more quickly using wide-lane observables, but the 
requirements on the receiver for simultaneous dual-frequency tracking—here, the 
P(Y) code is generally used—are more stringent. In particular, the noise factor for 
the wide-lane processing goes up by a factor of nearly 6 [11]. These matters aside, 
wide-lane techniques offer great advantage for obtaining rapid RTK integer ambi-
guity resolution, and the methodology will be presented later in this chapter.

12.3.1  Precise Baseline Determination in Real Time

Determination of the carrier-cycle ambiguities on-the-fly is key to any application 
where precise positioning at the centimeter level, in real time, is required. Such tech-
niques have been successfully applied to aircraft precision approach and automatic 
landing for approach baselines extending to 50 km in some instances [12–15]. 
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However, they are equally applicable to land-based or land-sea applications (e.g., 
precise desert navigation, off-shore oil exploration). In contrast, land-surveying ap-
plications and the like, often involving long baselines, have had the luxury of the 
postprocessing environment and as a result, accuracies at the millimeter level are 
commonplace today. Techniques applied in such instances involve resolution of car-
rier cycle ambiguities on the data sets collected over long periods of time (generally 
an hour or more). In addition, postprocessing of the data lends itself to recognition 
and repair of receiver cycle slips. Precision can be further enhanced by use of precise 
satellite ephemerides. These topics, while of interest, are beyond the scope of this 
book. Texts such as [16] ably cover these applications.

The following discussion focuses on an integer ambiguity resolution technique 
first proposed in [17], which capitalizes on some concepts from [18] to resolve the 
inconsistencies between redundant measurements. The latter work maintains that 
“all information about the ‘inconsistencies’ resides in a set of linear relationships 
known as parity equations.” While these techniques were originally applied to iner-
tial systems and their associated instruments (e.g., accelerometers and gyros), there 
is similar applicability to GPS measurement inconsistencies that, in this instance, 
manifest themselves in the integer wavelength ambiguities inherent in the carrier-
phase observables. In [19], it has been shown that a similar approach using a tech-
nique that minimizes least-square residuals has application to the rapid resolution 
of the ambiguities albeit in a static, nonkinematic, environment. This reference also 
suggests the use of the wide-lane measurements to reduce computational overhead, 
thus speeding up the ambiguity-resolution process.

12.3.1.1  Combining Receiver Measurements

As mentioned in Chapter 8, two distinct measurements are provided by a GNSS 
receiver: the pseudorange measurement, also referred to as the code measurement, 
and the carrier-phase measurement. Code and carrier-phase measurements are 
available from each signal broadcast by each SV tracked by the receiver. Dual- or 
triple-frequency GNSS receivers provide such measurements for multiple signals 
on multiple frequencies. Unfortunately, these measurements are subject to some 
detrimental effects. Inherent in GNSS signals is a variety of errors (see Chapter 10), 
errors due to signal propagation through the ionosphere and troposphere, satel-
lite ephemeris errors and clock errors, and noise. Receivers have their own set of 
problems: clock instability, signal multipath, and also noise. Fortunately, the term 
DGNSS implies that we have similar sets of measurements from at least two GNSS 
receivers separated by some fixed distance called a baseline. By forming linear com-
binations (differences) of like measurements from two receivers, it becomes pos-
sible to eliminate errors that are common to both receivers. Such a combination is 
referred to as a single difference (SD). By differencing two SD measurements from 
the same SV, we form what is called the double difference (DD). The result is that 
by using DD processing techniques on the measurements, most of the error sources 
are removed [6]. One major exception is multipath—it can be mitigated, but not 
eliminated. Note that receiver noise is still present, but its contribution is generally 
much less than that of multipath.
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12.3.1.2   Carrier Phase Measurement

Once the receiver locks on to a particular satellite, it not only makes pseudorange 
measurements on each signal, but it also keeps a running cycle count based upon 
the Doppler frequency shift present on each carrier frequency (one cycle represents 
an advance of 2π radians of carrier phase or one wavelength). Each epoch, this run-
ning cycle count (the value from the previous epoch plus the advance in phase dur-
ing the present epoch) is available from the receiver. More specifically, the advance 
in carrier phase during an epoch is determined by integrating the carrier Doppler 
frequency offset (fD) over the interval of the epoch. Frequency fD is the time rate 
of change of the carrier phase; hence, integration over an epoch yields the carrier 
phase advance (or recession) during the epoch. Then, at the conclusion of each 
epoch, a fractional phase measurement is made by the receiver. This measurement 
is derived from the carrier phase tracking loop of the receiver. Mathematically, for 
two frequencies (e.g., GPS L1 and L2) the relationship is as follows:
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where:

φ is the accumulated phase at the epoch shown;

l1 and l2 are the two L-band frequencies (e.g., L1 and L2 for GPS);

n and n – 1 are the current and immediately past epochs;

fD is the Doppler frequency as a function of time;

φr is the fractional phase measured at the epoch shown;

Al1,Al2 are whole plus fractional cycle count (arbitrary) at receiver acquisition.

Even though the receiver carrier-phase measurement can be made with some 
precision (0.001 cycle for receivers in the marketplace) and any advance in car-
rier cycles since satellite acquisition by the receiver can be accurately counted, the 
overall phase measurement contains an unknown number of carrier cycles. This is 
called the carrier-cycle integer ambiguity (N). This ambiguity exists because the re-
ceiver merely begins counting carrier cycles from the time a satellite signal is placed 
in active track. Were it possible to relate N to the problem geometry, the length 
of the path between the satellite and the user receiver, in terms of carrier cycles or 
wavelengths, could be determined with the excellent precision mentioned above.

Figure 12.4 depicts such a situation and also illustrates the effect of the calcu-
lated carrier-phase advance as a function of time (e.g., φ1, φ2, and so forth). Clearly, 
determining N for each satellite used to generate the user position is of paramount 
concern when interferometric techniques are used. As the term interferometry im-
plies, phase measurements taken at two or more locations are combined. Normally, 
the baseline(s) between the antennas are known and the problem becomes one of 
reducing the combined phase differences to determine the precise location of the 
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source of the signal. In the case of DGNSS, the baseline is unknown, but the loca-
tion of the signal sources (the GNSS SVs) can be precisely determined using eph-
emerides available from the navigation data in the satellite transmission.

12.3.1.3  Double-Difference Formation

Generation of both carrier-phase and pseudorange (code) DDs is key to determining 
the baseline vector between the ground and airborne platform antennas. In so do-
ing, satellite ephemerides must be properly manipulated to ensure that the carrier-
phase and code measurements made at the two receiver locations are adjusted to a 
common measurement time base with respect to GNSS time scale. Formation of the 
DD offers tremendous advantage because of the ultimate cancellation of receiver 
and satellite clock biases as well as most of the ionospheric propagation delay. If 
the two antennas are located at the same elevation, the tropospheric propagation 
delay will largely cancel as well. This is not the case if one of the antennas is on an 
airborne platform, and thus the path delay due to the troposphere experienced at 
the two antenna locations differs based upon their altitude differential.

Carrier-Phase Double Difference
Figure 12.5 schematically depicts a simple GNSS interferometer interacting with 
a single satellite. The phase centers of two antennas are located at k and m, and 
b represents the unknown baseline between them. SV p is in orbit at a distance of 
several Earth radii and we assume the paths of propagation between the satellite 
and the two antennas are parallel. The lengths of the propagation path between SV 

Figure 12.4  Carrier-phase geometric relationships.
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p and k ( p
kΦ ) or SV p and m ( p

mΦ ), in terms of fractional and integer carrier cycles, 
are as follows:

	
( ) ( ) ( )

( ) ( ) ( )

p p p p
k k k k p k iono tropo

p p p p
m m m m p m iono tropo

t t t N S f f

t t t N S f f

f f τ τ β d

f f τ τ β d

Φ = − + + + + − +

Φ = − + + + + − + 	 (12.11)

where

k and m refer to the receiver/receiver antennas phase centers;

p is the satellite signal source;

φp is the transmitted satellite signal phase as a function of time;

( )p
k tf  and ( )p

m tf  are the receiver-measured satellite signal phase as a function of 
time;

N is the unknown integer number of carrier cycles from SV p to k or SV p to m;

S is phase noise due to all sources (e.g., receiver, multipath);

f is the carrier frequency;

τ is the associated satellite or receiver clock bias;

βiono is the advance of the carrier (cycles) due to the ionosphere;

δtropo is the delay of the carrier (cycles) due to the troposphere.

The minus sign associated with the ionospheric effects will be discussed later in this 
section.

The interferometric variable, the single difference (SD), is now created by dif-
ferencing the carrier-cycle propagation path lengths (SV p to k and SV p to m):

	 p p p p
km km km km kmSD N S ff τ= + + + 	 (12.12)

The nomenclature remains the same as in (12.11), but certain advantages accrue 
in forming the SD metric. Prime among these are the cancellation of the transmitted 

Figure 12.5  GNSS interferometer—one satellite.
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satellite signal phase and clock biases and the formation of a combined integer 
ambiguity term that represents the integer number of carrier cycles along the path 
from m to the projection of k onto the mp line of sight. A combined phase-noise 
value has been created as well as a combined receiver clock-bias term. With regard 
to the ionosphere and troposphere, these effects largely cancel too if the receivers 
are co-altitude and closely spaced (baselines less than 50 km). This condition will 
be assumed to exist for purposes of the discussion. (See Chapter 10 for a discussion 
of differential ionospheric and tropospheric error characteristics.) Errors in satel-
lite ephemerides (see Chapter 10) have not been considered, but usually have very 
small effect. Since they are a common term like the satellite clock bias, they cancel 
when the single difference is formed.

Figure 12.6 extends the GNSS interferometer to two satellites. For q, the ad-
ditional SV, a second SD metric can be formed:

	 q q q q
km km km km kmSD N S ff τ= + + + 	 (12.13)

As with (12.12), the expected cancellation of SV transmitted signal phase and 
clock bias occurs, and a short baseline will be assumed such that ionospheric and 
tropospheric propagation delays cancel as well.

The interferometric DD is now formed using the two SDs. Involved in this 
metric are two separate satellites and the two receivers, one at either end of the 
baseline, b. Differencing equations (12.12) and (12.13) yield the following:

	 pq pq pq pq
km km km kmDD N Sf= + + 	 (12.14)

where the superscripts p and q refer to the individual satellites, and k and m are the 
individual receivers. With the formation of the DD, the receiver clock-bias terms 
now cancel. Remaining is a phase term representing the combined carrier-phase 
measurements made at k and m by the receivers using SVs p and q, an integer term 
made up of the combined unknown integer ambiguities and a system phase-noise 
term consisting primarily of combined multipath and receiver effects [19]. It now 
remains to relate the DD to the unknown baseline b, which exists between the two 
receiver antennas.

Referring again to Figure 12.6, it is evident that the projection of b onto the 
line of sight between p and m can be written as the inner (dot) product of b with a 
unit vector ep in the direction of SV p. This projection of b (if converted to wave-
lengths by dividing by λ) is p

kmSD . Similarly, the dot product of b with a unit vector 
eq in the direction of SV q would result in q

kmSD . Rewriting SD equations (12.12) 
and (12.13) with this substitution yields:
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( )
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1

p p p p p
km km km km km

q q q q q
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SD N S f

SD N S f

λ f τ

λ f τ

−

−
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b e

b e 	 (12.15)

Clearly, we can incorporate this result into the double difference as well:
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	 ( ) 1pq pq pq pq pq
km km km kmDD N Sλ f−= ⋅ = + +b e 	 (12.16)

where b · epq is the inner product between the unknown baseline vector and the dif-
ference of the unit vectors to SVs p and q. Since determining the unknown baseline 
between the antennas is at the heart of the matter, it is this second formulation for 
the DDs, (12.16), that will serve as the basis for further derivation.

Of the variables shown in (12.16), there is only one that can be precisely mea-
sured by the receiver and that is the carrier phase. In actuality, then, it is the carrier-
phase measurements of the receivers that are combined to produce the DDs. The 
term DDcp is adopted to represent this and implicit in its formulation is conversion 
to meters. The noise term will be dropped to simplify the expression. In the end, 
as the carrier-cycle ambiguity search progresses, the noise sources tend to cancel. 
There remains to be determined the baseline vector (b), which has three compo-
nents (bx, by, bz), plus an unknown integer carrier-cycle ambiguity (N) associated 
with each of the DDcp terms. Toward this end, four double-differences will be used. 
While additional double-differences could be formed depending on the number of 
satellites in track by the receiver, this is a sufficient number and minimizes the com-
putational requirements of the carrier-cycle ambiguity-search algorithm. In terms 
of satellites, two satellites are required to form each double difference. Thus, in or-
der to form four DD equations, a minimum of five satellites is necessary. The trans-
figuration and extension of (12.16) to four double differences appears as follows:
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	 (12.17)

Figure 12.6  GNSS interferometer—two satellites.
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where DDcp1, for example, is the first of four double-differences; e12 represents 
the differenced unit vector between the two satellites under consideration; b is the 
baseline vector; N1 is the associated integer carrier-cycle ambiguity; and λ is the 
applicable wavelength. The wavelength is introduced at this point to provide con-
sistency with DDcp and b, which are now in meters. During this and subsequent 
discussion, all double-difference formulations will be in units of length. Using the 
matrix notation, (12.17) takes the following form:

	 cp λ= +DD Hb N 	 (12.18)

where DDcp is a 4 × 1 column matrix of carrier-phase double differences; H is a 4 
× 3 data matrix containing the differenced unit vectors between the two satellites 
represented in the corresponding DD, b is a 3 × 1 column matrix of the baseline co-
ordinates, and N is a 4 × 1 column matrix of integer ambiguities. Once the carrier-
phase DDs are formed, a similar set of DDs is determined using the pseudoranges 
between each antenna and the same set of satellites.

Pseudorange (Code) Double Difference
As in the case of the carrier phase measurement, the receiver makes a pseudorange 
measurement each epoch for all satellites and all signals being actively tracked. The 
pseudorange suffers from similar propagation and timing effects as is the case for 
the carrier phase. The only basic difference is that where the ionosphere advances 
the carrier phase, the pseudorange information experiences a group delay. In con-
sidering the propagation of electromagnetic waves through a plasma, of which the 
ionosphere is an example, the propagation velocity (vg) of the modulation on a 
carrier is retarded, while the phase velocity (vp) of the carrier itself is advanced [20] 
(see Chapter 10). The following relationship holds:

	 2
g pv v c= 	 (12.19)

where c is the speed of light. Thus, when the code double difference is formed, the 
effects of the ionospheric delay are additive. Formulation of the code double differ-
ence begins with the pseudorange equation, as follows:

	
( ) ( ) ( )

( ) ( ) ( )

p p p
k k k p k iono tropo

p p p
m m m p m iono tropo

P t t t t t Q

P t t t t t Q
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= − + + + + +

= − + + + + + 	 (12.20)

where

P is the receiver-measured pseudorange as a function of time in seconds;

k, m refer to receiver/receiver antennas phase centers;

p is the satellite-signal source;
p
kt  or p

mt  is signal-reception time as measured by the receiver clocks;

tp is signal-transmission time as determined from the SV clock;

Q is noise (timing jitter) due to all sources (e.g., receiver, multipath);
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τ is the associated satellite or receiver clock bias;

γiono represents group delay (s) of the modulation due to the ionosphere;

δtropo represents the delay (s) of the modulation due to the troposphere.

Note the absence of the integer carrier-cycle ambiguity N—the pseudorange 
measurement is unambiguous. In other words, code DD observables formed from 
the pseudoranges measured by the receivers contain no carrier-cycle ambiguities. 
Unfortunately, pseudorange cannot be measured as precisely as the carrier phase, 
so it is noisier. Also of note is the change in the sign for the ionospheric effects from 
that in (12.11) due to the group delay. The unambiguous nature of the code DD 
will serve as the basis for code/carrier smoothing to be described in the next section.

Pseudorange SDs are now formed:

	
p p p
km km km km

q q q
km km km km

SD t Q

SD t Q

τ

τ

= + +

= + +
	 (12.21)

Finally, the pseudorange DD, in meters, is formed:

	 pq pq pq
km km kmDD t Q= + 	 (12.22)

Paralleling the development of the carrier phase DDs, the same five satellites 
are used to form four code DDs. Figure 12.7 is similar to Figure 12.5 with the 
exception that it has been labeled in terms of pseudoranges. It is evident that the 
inner product of the baseline b and the unit vector to satellite p can be expressed as 
the difference of two pseudoranges to the SV, one measured at receiver antenna k, 
the other at m. Recasting the baseline vector b in terms of the code SDs and DDs 
is virtually identical to that previously done with the carrier phase SD and DD for-
mulations. There is one very important difference, however, and it is that there are 
no ambiguities when code measurements are used. Further, the DDs are converted 

Figure 12.7  Code-equivalent GNSS interferometer.
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to units of length by multiplying by the speed of light and, for simplicity, the noise 
term is dropped. The pseudorange-based equivalent of (12.17) is depicted here:
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Once again, the integer ambiguities N, as appear in (12.17), are absent because 
the pseudorange is unambiguous. Using matrix notation to express (12.23) yields 
the following, which is the code double-difference counterpart of (12.18):

	 pr =DD Hb 	 (12.24)

where DDpr is the 4 × 1 column matrix of pseudorange (code) double differences; 
H is a 4 × 3 data matrix containing the differenced unit vectors between the two 
satellites represented in the corresponding DD; and b is a 3 × 1 column matrix of 
the baseline coordinates.

12.3.1.4  Pseudorange (Code) Smoothing

Thus far in this description of GNSS interferometry, two distinct sets of DDs have 
been created. The first set is based upon differencing the low noise (less than 1 
cm) but ambiguous carrier phase measurements; the second set is formed from the 
unambiguous but noisier (1 to 2m) pseudorange (code) measurements. The two 
sets of measurements can be combined using a variety of techniques to produce a 
smoothed-code DD measurement. This is extremely important since the baseline 
vector b determined from the smoothed code DDs provides an initial solution es-
timate for resolving the carrier-cycle integer ambiguities. Based on [17], a comple-
mentary Kalman filter is used to combine the two measurement sets. The technique 
uses the average of the noisier code DDs to center the quieter carrier phase DDs, 
thereby placing a known limit on the size of the integer ambiguity.

The filter equations are as follows:
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The first line of (12.25) propagates the smoothed-code double difference to the cur-
rent time epoch (n) using the estimate of the smoothed-code double difference from 
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the previous epoch (n −1) and the difference of the carrier-phase double difference 
across the current and past epochs. The estimate ( sDD+), which is based upon aver-
aging the DDpr (code) difference, centers the calculation; the DDcp (carrier-phase) 
difference adds the latest low-noise information. Note that differencing two carrier-
phase double differences across an epoch removes the integer ambiguity; hence, the 
propagated smoothed-code double difference ( sDD−) remains unambiguous. The 
estimation-error variance ( np−) is brought forward (line two) using its previously es-
timated value plus the variance of the carrier-phase double-difference measurement 
q. The Kalman gain is next calculated in preparation for weighting the effect of the 
current code double-difference measurement. Line three shows that as the variance 
on the code double difference r approaches zero, the Kalman gain tends to unity. 
This is not surprising since the higher the accuracy of a measurement (smaller the 
variance), the greater is its effect on the outcome of the process. Lines four and five 
of (12.25) propagate the estimate of the smoothed-code double difference (DD+) 
and estimation-error variance to the current epoch (n) in preparation for repeating 
the process in the next epoch (n + 1). DD+ (to be used in the next epoch) involves 
the sum of the current value of the smoothed-code double difference (just predicted) 
and its difference from the current code double difference (just measured) weighted 
by the Kalman gain. Intuitively, if the prediction is accurate, then there is little need 
to update it with the current measurement. Finally, the estimation-error variance 
p is updated. The update maintains a careful balance between the goodness of the 
code and that of the carrier-phase DDs based upon whether the Kalman gain ap-
proaches unity or zero or lies somewhere in between.

Equation (12.25) represents a set of scalar complementary Kalman filter equa-
tions that can operate on each of the requisite double-difference measurement pairs 
(code and carrier-phase) in turn. Alternatively, these equations can be set up in 
matrix form and accomplish the same end once all DD measurements for a given 
epoch are calculated and collected together in respective arrays. Either approach 
is satisfactory, but, for ease of programming, the scalar formulation is used here.

Figure 12.8 shows actual carrier phase (top) and code (bottom) DD measure-
ments collected over a period of 20 minutes during a flight test [17]. The offset 
between the two plots is arbitrary, but can be thought of in terms of some unknown 
ambiguity included in the carrier-phase DD measurements. It is apparent that the 
two sets of data are quite similar with the exception of apparent noise on the code 
DDs.

Figure 12.9 shows the output of the complementary Kalman filter (i.e., the 
smoothed-code DDs (bottom) and the original carrier phase DDs (top) over the 
same 20-min interval). With the exception of the first few epochs (nominally about 
10), the smoothed-code DD virtually mirrors the carrier phase DD. It has the added 
advantage that it is centered about the original code DD measurements and is thus 
unambiguous.

Depending upon the multipath in the local environment, the smoothed-code 
DD, once the complementary Kalman filter is initialized, is generally within ±1 to 
2m. In terms of carrier wavelengths, this represents approximately ±5 to 10λ at L1.

Figure 12.10 shows the difference between the carrier phase and smooth-code 
DDs of Figure 12.9 with the nominal offset removed from the former. For this 
particular set of data, the difference is well within ±1m and is indicative of low 
multipath at both the ground and airborne antennas. Again, the behavior prior to 
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completing the initialization of the complementary Kalman filter is clearly evident 
during the first few epochs, but once initialized, the difference is very well behaved.

12.3.1.5  Initial Baseline Determination (Float Solution)

The smoothed-code DD from the complementary Kalman filter, once the filter is 
initialized, is key to determining the float solution. The float baseline solution is a 
least squares fit yielding an estimate of the baseline vector b, accurate to within a 
few integer wavelengths depending upon the effects of satellite geometry and the 

Figure 12.9  Carrier-phase (top) and smoothed-code DDs (bottom).

Figure 12.8  Carrier-phase (top) and raw-code DDs (bottom).
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severity of the multipath environment surrounding the antenna at either end of the 
baseline.

Using the vector notation introduced with (12.24), the DD baseline equation 
for the smoothed-code DDs is as follows:

	 s float=DD Hb 	 (12.26)

In a general least-squares sense, DDs is an m × 1 column matrix of DDs for m + 
1 SVs, H is an m × 3 data matrix containing the differenced unit vectors between 
the two SVs represented in the corresponding DD, and b is a 3 × 1 column matrix 
of the estimated float baseline solution coordinates. Were the least squares solu-
tion for b the only desired result, the generalized inverse approach HTH could be 
applied immediately. In this situation, however, the float baseline solution repre-
sents an intermediate step along the way to the desired final result, which is an 
integer-ambiguity resolved or fixed baseline solution. With this end in mind, some 
matrix conditioning is performed on the elements of (12.26) prior to determining 
the floating baseline solution. The H matrix is decomposed using QR factorization 
where Q is a real, orthonormal matrix (thus, QTQ = I) and R is an upper triangular 
matrix [21]. QR factorization allows the least-squares residual vector to be ob-
tained by projecting the DDs onto a measurement space that is orthogonal to the 
least-squares solution space spanned by the columns of H. Hence, the least-squares 
residual vector is projected onto the left null space of H, called parity space, while 
the least-squares solution is mapped onto the column space of H, known as the es-
timation space [18]. Since the parity space and the estimation space are orthogonal, 
the residuals therein are independent of the estimate. This property will be used to 

Figure 12.10  Carrier-phase minus smoothed-code DDs.
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an advantage to isolate the carrier-cycle integer ambiguities and subsequently adjust 
the smoothed-code DDs. Incorporating the properties of the QR factorization into 
(12.26) yields:

	 s float=DD QRb 	 (12.27)

Capitalizing on the property of the orthonormal matrix where the inverse and 
transpose are equivalent, and then rearranging gives:
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float s=Rb Q DD 	 (12.28)

Expanding the matrices for clarity yields:
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Equation (12.29) lends itself readily to horizontal partitioning, and elements 
of the QT matrix have been labeled with capital Q to show the portion which cor-
responds to the least-squares solution (estimation space) and with small q to indi-
cate the elements making up the least-squares residual vector (parity space). The 
partitioning of (12.29) is:

	 T
u float u s=R b Q DD 	 (12.30)

	  = s0 q DD 	 (12.31)

Solving (12.30) gives the float baseline solution shown here:

	 1 T
float u u s

−=b R Q DD 	 (12.32)

Equation (12.31), while ideally equal to zero, is the least-squares residual vec-
tor and can be exploited to provide the means for resolving the carrier-cycle integer 
ambiguities, a discussion of which follows in the next section. The float baseline 
solution is freshly calculated for each epoch and serves as a temporal benchmark 
during the ambiguity resolution process while the fixed baseline solution is being 
pursued. Once the fixed baseline solution is in hand, the float solution subsequent-
ly serves as a cross-check to ensure the continued integrity of the former. Recall 
that this is a dynamic process—one end of the baseline is usually in motion (e.g., 
airborne); thus, both the fixed and float baseline solutions will vary from epoch 
to epoch and must be constantly monitored. However, the carrier-cycle integer 
ambiguities, once resolved, remain fixed in the solution since the receivers dynami-
cally track the change (i.e., growth or contraction) in the number of carrier cycles 
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between the baseline antennas and the respective SVs used in the solution for the 
baseline. This holds true as long as all SVs remain in constant track by the receivers 
with no cycle slips occurring.

12.3.1.6  Carrier-Cycle Ambiguity Resolution

Using the complementary Kalman filter to produce the smoothed-code DDs en-
sures that each of the DD measurements contributes to a solution whose accuracy 
is within 1 to 2m, as previously stated. In terms of integer wavelengths at L1, for 
example, the DDs values are each within about ±5 to 10λ. Intuitively, it would 
seem possible to iterate each DD through this range of carrier wavelengths, recal-
culate the least-squares solution for each iteration, and then examine the residuals. 
Residuals near zero, since there is noise in the process, would be identified, and 
the number of integer wavelengths added to each of the DDs would be kept as 
a candidate integer ambiguity set for the particular trial. This could be done on 
an epoch-by-epoch basis and those sets of integer ambiguities that continued to 
remain valid would be marked and tallied. The list would diminish over time and 
eventually one set of integer ambiguities would emerge victorious. The approach 
just described would take place in parity space since we would be adjusting the DDs 
measurements (iteratively) and subsequently examining the new set of least-squares 
residuals that resulted. However, to search the uncertainty volume about the float 
baseline solution would be computational inefficiency at its extreme. For example, 
an uncertainty of ±11λ would require initially that 234 least-squares solutions be 
generated each epoch and the residuals for each examined. Even though the number 
would diminish over time, the technique would in general remain computationally 
inefficient.

A far better approach is to screen candidate integer ambiguity sets/test points 
using predetermined criteria, and then test only those sets which meet that criteria. 
Examples of prominent techniques include the fast ambiguity resolution approach 
(FARA) [22], the least-squares ambiguity search technique (LSAST) [23], the am-
biguity function method (AFM) [7] (later refined in [6]), the fast ambiguity search 
filter (FASF) [24], and the LAMBDA [25]. As these algorithms developed, they lent 
themselves to real-time and kinematic applications, and once ambiguity fixing was 
made robust, such baseline solutions have since been referred to as RTK.

To generalize the foregoing, an initial solution is obtained, a search domain 
about the solution is established, and some methodology is used to preselect can-
didate test points/ambiguity sets within the domain, which are subsequently used 
to generate candidate fixed baseline solutions. Using a given selection criteria, the 
candidate fixed baseline solutions are accepted or rejected until ultimately only 
one remains. Finally, some validation metric is used to test the selected candidate 
ambiguities. AFM and LSAST can potentially accomplish this in a single period of 
several minutes; FARA generally requires two to three such periods. It was subse-
quently pointed out in [25] that double differences are usually highly correlated 
and subject to poor precision. This leads to the possibility that the search space, 
while centered on the float baseline solution, may not in fact even contain the car-
rier-cycle ambiguities. Toward this end, LAMBDA uses an ambiguity transforma-
tion that decorrelates the ambiguities and reshapes the search space. For example, 
a highly elongated ellipse in a two-dimensional ambiguity example becomes near 
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circular in the transformed domain. The new ambiguity-search space is constructed 
to be integer in nature and volume preserving. Further, the search space can be ap-
propriately scaled and all but guarantees that the proper set of integer ambiguities 
resides within.

Thus far in the development of the parity-space methodology used for resolv-
ing the carrier-cycle integer ambiguities, the steps necessary to develop the initial 
solution have been covered in detail. These include the formation of both carrier-
phase and pseudorange (code) DDs, the creation of the smoothed-code DDs, the 
formulation of the DD baseline equations, and the separation of these equations 
into a least-squares (float) baseline solution and a least-squares residual vector. 
A search volume has been established based upon the accuracy inherent in the 
smoothed-code DDs—nominally ±1 to 2m. It remains to formulate the DDs in 
a manner such that they can be selectively examined over the search volume as a 
function of integer carrier-cycle ambiguities. Once this is accomplished, candidate 
ambiguity sets can be isolated, thresholded, and eventually retained or eliminated. 
From those few remaining sets, fixed baseline solutions are determined. These solu-
tions are then subjected to additional checks (e.g., comparison with the float solu-
tion, among others), until the ultimate fixed baseline solution emerges.

The QR factorization is a powerful technique that allows the least-squares 
residuals to be isolated from the least-squares solution space without the necessity 
of performing the least-squares solution itself. Application of the residuals to the 
process of sorting out the integer ambiguities is the next area of interest. To do so 
requires that the carrier-phase DD measurement be examined in light of its con-
stituent parts. The following equation so illustrates:

	 ( )ˆcp DD bDD n R Sf λ= + + + 	 (12.33)

where φDD is the double-difference fractional phase from the receiver measure-
ments, n̂ is the unknown double-difference ambiguity, Rb is the inherent receiver 
channel bias plus residual propagation delays, S is the noise due to all sources (e.g., 
receiver, multipath), and the use of λ converts the DD to units of length. Strictly 
speaking, multipath is not noise. However, it does add a noise-like uncertainty to 
the DD measurement, which unfortunately cannot be uniquely separated at a given 
instant in time from other noise sources. To solve this dilemma, multipath is simply 
included with the noise.

Equation (12.33) can be reexpressed using the smoothed-code DDs and with 
the knowledge that the uncertainty in the sources on the right-hand side of the 
equation is bounded. The terms φDD and n̂ are replaced with ρDD and n. This fol-
lows from the knowledge that the smoothed-code DDs are accurate to within 1 to 
2m, their inherent noise level. This noise level is equivalent to, for example, ±11 
wavelengths at GPS L1 and allows the integer ambiguity to be bounded; hence, −11 
≤ n ≤ +11. The term ρDD, then, represents the geometric distance (in carrier-cycles) 
of the smoothed-code double difference within the noise bound. The equation now 
appears as follows:

	 ( )s DD bDD n R Sρ λ= + + + 	 (12.34)
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The resolution of n can now be attacked using the residuals from the least-
squares solution developed as (12.30). This equation is expanded and shown here:

	

( ) ( )
( ) ( )

1 1 2 1
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1 1 1 2 2 2
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s DD b DD b
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η

= + + + + + + +
+ + + + + + + + 

=

 

  	 (12.35)

where the qr are the elements of the least-squares residual vector and rn  represents 
a wavelength ambiguity number associated with the applicable DD. Ideally, the 
value of η, the measurement inconsistency, would be zero, but this could only be 
true in the presence of noiseless measurements and resolved carrier-cycle integer 
ambiguities.

At any particular epoch, the values for q remain constant—the residual of the 
least squares solution does not change until another set of measurements is taken, 
the DDs are computed and smoothed, and the QR factorization completed. In 
modern receivers, great effort is expended to minimize interchannel biases; the 
same holds true for receiver noise. This leaves multipath as the major component 
of noise. Fortunately, code multipath, over time, behaves in a noise-like fashion, 
although not necessarily tending to a zero mean [26]. It is worthwhile then to 
consider (12.35) with emphasis on the component that is constant from epoch to 
epoch, knowing that the other sources of error will be mostly random or small 
over an extended period of time. This component is the unknown carrier-cycle 
integer ambiguity in each of the smoothed-code DDs. If the ambiguity can be re-
moved from the DD, then the only remaining error sources are noise-like and will 
approach zero or, in the case of multipath, some mean value. Equation (12.35) is 
rewritten here in light of these ideas: 
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	 (12.36)

Once again it is noted that the smoothed-code double differences are bounded 
within ±1 to 2m depending upon the multipath environment. With this in mind, 
the values for n in (12.36) can be adjusted such that the result is near to zero—at 
least within some predetermined threshold (γ). Assuming that the receiver noise 
and interchannel biases can be kept to below λ/2 (which is generally the case), it 
becomes possible to use (12.36) to resolve the carrier-cycle ambiguities. Putting 
(12.36) into matrix form:

	 [ ]s λ γ− =q DD N 	 (12.37)

where [ ]1 2 3 4n n n n=N      and represents a set of integer values that when substi-
tuted into the equation, satisfy the threshold constraint (i.e., γ). The question now 
becomes one of how to find the N vectors that produce such a result.
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Since there are only four multiplication operations and three additions required 
to examine each case, one answer to such a question is to use an exhaustive search. 
With a ±1 to 2m bound on the accuracy using the smoothed-code DDs, such a 
search requires that components of N contain iterations covering ±11λ at L1 where 
the wavelength is 19.03 cm. There are 234, slightly less than 300,000, possible can-
didates for the first epoch, which is not an unreasonable number. Were it necessary, 
more efficient search strategies could be implemented; however, when the wide-
lane wavelength is examined at the end of this chapter, the number of candidates 
will drop to less than 3,000, which then makes the exhaustive search almost trivial. 
In any event, as the integer values are cycled from [−11 −11 −11 −11] to [+11 +11 
+11 +11], those integer sets that are within the threshold are retained and become 
candidates for the fixed baseline solution.

12.3.1.7  Final Baseline Determination (Fixed Solution)

Each epoch, the various N sets that meet the γ threshold constraint of (12.37) are 
stored or, if stored previously, a counter (j) is incremented to indicate persistence 
of the particular ambiguity set. For those sets that persist, a sample mean (ηavg) is 
calculated based upon the first 10 values of the residual. The variance ( 2σ

η ) about 
the sample mean is determined as well. These calculations are as follows:
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Those ambiguity sets with the smallest variance (usually about 10 in number) 
are then ranked in ascending order. Persistence is defined as a minimum of 10 ep-
ochs (seconds for the research upon which this discussion is based) and has been 
determined experimentally. For a particular ambiguity set to be selected for the 
fixed solution, one additional requirement must now be met. The ratio of the re-
sidual calculated for the ambiguity set with the smallest and next smallest variances 
must exceed a minimum value. This value has also been determined experimentally 
and set to 0.5.

Upon selection of an ambiguity set, the n values of the N vector multiplied by 
λ become literally the amount of path length used to adjust the current smoothed-
code DD to create the exact (resolved) DD path length. To complete the process, 
the smoothed-code DDs are recomputed using the ambiguity set(s) that were gener-
ated during the search/selection process. The following relationship is used:

	 r s λ= −DD DD N 	 (12.40)
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The resolved smoothed-code double differences (DDr) are then used to calculate the 
fixed baseline solution using (12.32) as modified here:

	 1 T
fixed u u r

−=b R Q DD 	 (12.41)

The RMS of the difference between the float and fixed baseline solution is 
calculated for the current and subsequent epochs and monitored for consistency. 
Should the difference begin to diverge, the fixed baseline solution is discarded and 
a new search for integer ambiguities begun. Recall that the receivers, once acquisi-
tion of a given SV is established, keep track of advances or retreats in the receiver-
to-satellite path length. Hence, a valid integer-ambiguity set in one epoch remains 
equally valid in the next and subsequent epochs. This being the case, the fixed 
baseline solution can be recalculated each epoch by adjusting the current set of 
smoothed-code DDs with the resolved ambiguity set (N), followed by an updated 
least squares solution [i.e., successive application of (12.40) and (12.41)]. Particu-
larly noteworthy is that during the entire carrier-cycle ambiguity resolution pro-
cess, it is unnecessary to generate the least-squares solution. All calculations remain 
in the measurement (parity) space using the least-squares residual vector obtained 
during the QR factorization. It is only after the proper consistency among the mea-
surements (DDs) emerges (i.e., the emergence of a final resolved integer-ambiguity 
set) that the fixed baseline solution is calculated. True, the float baseline solution 
is calculated each epoch, but this is more for monitoring than mathematical neces-
sity. Remaining in the measurement space minimizes computational overhead and 
speeds the process as a result.

Two separate phenomena work to accelerate the process. First, the GNSS con-
stellation is dynamic. Its movement in relationship to the ground and user receiver 
antennas provides an overall change in geometry that has a very positive influence 
when interferometric techniques are used. Second, under most conditions, the user 
platform is also in motion. This movement provides additional, although less sig-
nificant, changes in geometry. Further, if the user is airborne, there is a substantial 
averaging effect on the multipath seen by the airborne antenna. In point of fact, 
with kinematic GNSS implementations, multipath from the ground site is the single 
biggest contributor to error in the overall airborne system.

As a further aid to resolving the ambiguities, SVs in track by the receiver be-
yond the minimum five required can be used for cross-checking, thereby accelerat-
ing the ambiguity-resolution process. With six SVs, for example, two sets of four 
DDs can be generated. This provides a second floating baseline solution and a cor-
responding least-squares residual vector that can be searched. Double-difference 
measurements that are common between the two floating baseline solutions will 
produce associated integer ambiguities, which can be compared for consistency. 
Such redundancy usually leads to faster isolation of the proper ambiguity set.

12.3.1.8  Wide-Lane Considerations

With some receivers, it is possible to track dual- or triple-frequency GNSS sig-
nals. Use of dual-frequency techniques permits the ionospheric path delay to be 
precisely determined and, in some cases, eliminated. Great utility in isolating the 
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carrier-cycle integer ambiguities can be obtained by combining multiple frequencies 
to produce wide-lane observables. The creation of the wide-lane carrier phase (φwl) 
is straightforward:

	 wl Lm Lnf f f= − 	

where Lm and Ln are two carrier frequencies (e.g., L1, L2, or L5) for GPS. Note 
that such wide-lane combinations can be formed with dual-frequency signals from 
any GNSS satellite [16]. As an example, the following beat frequency and wide-lane 
wavelength result for GPS L1 and L2:

	
wl

1575.42 1227.6 347.82 MHz

86.19 cm
wlf

λ

= − =
= 	

When applied to searching the uncertainties of smoothed-code DD measure-
ments, the bound of ±1 to 2m on the search volume can be spanned in theory with 
±3λwl  instead of ±11λ at, for example, GPS L1. This results in a hundredfold de-
crease in the number of integer-ambiguity set residuals that must be computed and 
examined during a given epoch. GPS IIF and newer satellites transmit the L5 signal 
at 1,176.45 MHz. This signal enables a wide-lane observable from the difference 
between L2 and L5. The resulting wavelength is 5.86m, which permits extremely 
rapid ambiguity searches.

The penalty for using the wide-lane wavelength is an increased noise level noise 
level (Swl) as shown here: 

	

2 2

Lm Ln
wl wl

m n

S S
S λ

λ λ

   
= +       	 (12.42)

However, current receiver technology can readily cope with this increase in 
noise and, assuming the magnitude of the noise level on each carrier is approxi-
mately equal, the equation reduces to, for example, 5.7 times either SL1 or SL2, the 
L1 or L2 noise levels, respectively, for GPS. Considering the increase in noise that 
will tend to expand the search volume, in practice it may be become necessary to 
search beyond ±3λwl.

Just as there exists a combination (the difference) of carrier-phase observables 
that yields a wide-lane observable, there exists an alternative combination (the 
sum) that yields a narrow-lane observable. It can be shown that frequency-indepen-
dent errors (e.g., clock, troposphere, and ephemeris errors) are unchanged in either 
the wide-lane or narrow-lane observations from their original values [11]. Such is 
not the case with frequency-dependent effects (e.g., ionospheric, multipath, and 
noise effects), so wide-lane carrier phase observables must be paired with narrow-
lane pseudorange observables to realize the same frequency-dependent effects. A 
detailed explanation can be found in [27]. The narrow-lane pseudorange relation-
ship (Pnl) is presented without further elaboration:
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	 Lm Lm Ln Ln
nl

Lm Ln

f P f P
P

f f

⋅ + ⋅
=

+
	 (12.43)

There is no change in the formation of either the carrier-phase or the pseudo-
range (code) DDs once the wide-lane carrier phase and narrow-lane pseudorange 
observables are formed, and the methodology previously described in terms of the 
L1 carrier and code measurements is directly applicable. The prime advantage ac-
crues from the fact that the search volume can be canvassed far more efficiently 
since fewer wide-lane wavelengths need to be searched. As mentioned earlier, to 
search the same ±11λ at L1 could be done, in theory, with ±3λwl. In terms of N, 
the iterations would range from [−3 −3 −3 −3] to [+3 +3 +3 +3]. The integers in 
the ambiguity sets that result from the search represent a greater physical span, but 
other than that, the procedure for isolating the proper set of carrier-cycle integer 
ambiguity values is unchanged.

Once the proper wide-lane integer ambiguity set is determined, it is most ad-
vantageous to revert to single-frequency tracking: the signal strength of L1 C/A 
code is 3 to 6 dB greater than that of the P(Y)-code on L2 and there is an almost 
sixfold reduction in noise when using single-frequency observables over their du-
al-frequency counterparts. In essence, such a move significantly improves system 
robustness. While the transformation is quite straightforward, it is not without 
pitfalls. A close look at the formation of the wide-lane carrier phase DD shows the 
following:

	 1 2wl l lcp cp cp= −DD DD DD 	 (12.44)

This being the case, the integer ambiguity set for L1 can be determined by expand-
ing and rearranging (12.44) as shown here:

	 1 1 1l wlcp l l cp wl wlλ λ− = = −DD N Hb DD N 	 (12.45)

Combining (12.44) and (12.45) allows the recovery of the L1 integer ambigu-
ity set:

	 2

1
1

lwl wl cp
l

l

λ

λ

−
=

N DD
N 	 (12.46)

Care must be taken at this point since the calculation of the L1 ambiguity set 
will occasionally be incorrect. Referring to (12.14), it is shown that the carrier 
phase DD also contains an amount of noise; ultimately, this noise is swept into the 
resolved ambiguities. An intuitive glance at (12.46) leads to the conclusion that 
conversion to the L1 ambiguity set seldom if ever produces integer values. Gener-
ally speaking, the results are very close to integers, and the proper set can usually 
be realized by picking the nearest integer values. Occasionally, however, there is 
enough noise on one or more of the wide-lane measurements to cause the next 
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higher or lower integer ambiguity value to emerge from the conversion process. 
Reference [12] uses wide-lane techniques with subsequent conversion to the GPS 
L1 wavelength for ambiguity resolution and points out that a phase error as small 
as 1.2 cm can produce a conversion error of 9.51 cm (λ/2 at L1), which results in 
the selection of the wrong ambiguity if the nearest integer is chosen. The conclusion 
is that while reversion to single-frequency tracking adds robustness, the conversion 
process must be done with care. The L1 integer-ambiguity values that are generated 
by rounding the results from (12.46) must be near integer values to begin with or 
the operation potentially becomes suspect. One approach to solving this problem 
would be to follow (12.46) with a limited search around the L1 ambiguities.

12.3.2  Static Application

While land surveying is probably the most common of static applications, there are 
many other surveying and nonsurveying applications that take advantage of rela-
tive techniques. Among these could be counted precise dredging requirements for 
harbors and inland waterways, accurate leveling of land for highway construction 
and agricultural needs (especially land under irrigation), trackage surveys done to 
exacting standards for high speed rail service, and a whole host of others. Generally, 
the driving factor in low-dynamic applications is the necessity for centimeter-level 
accuracy. For land surveying, requirements for accuracies in the millimeter regime 
in three dimensions are not uncommon. The classical approach, used initially in [7] 
when only GPS was operational, demanded occupation times of up to several hours 
with simultaneous collection of GPS pseudorange and phase data at both ends of a 
prescribed baseline. This classic paper reported “analyses of data from different ob-
servation periods yielded baseline determinations consistent within less than 1 cm 
in all vector components.” That was in December 1980, the baseline was 92.07m, 
and the occupation time was a minimum of 1 hour. The survey data was processed 
after the fact, as remains typical today. The requirement for the occupation time 
of at least 1 hour was driven by the need to have sufficient movement in the GPS 
satellite constellation to allow the carrier-cycle integer ambiguities to be resolved. 
Another key consideration was the overall lack of GPS satellites, which eliminated 
the use of redundant measurements for resolving the carrier cycle ambiguities. In 
this pioneering work, the ambiguity function method was used for determining the 
integer-cycle ambiguities.

Once the level of accuracy using first GPS then GNSS relative techniques was 
established, it became a natural desire to improve the efficiency of their appli-
cation. The technique of kinematic surveying came into being as a result. Here, 
through use of a known survey point and an existing baseline, the carrier-cycle am-
biguities are first determined. One technique that can be used to do this quickly is 
an antenna swap wherein GNSS data is collected for several minutes at each end of 
the baseline, the receivers/antennas are then exchanged without losing the SV lock, 
and another period of GNSS data is collected. Several minutes of GNSS data, with 
epoch times on the order of 10 seconds, are required during each occupation period 
to collect sufficient data to resolve the ambiguities. Four (and preferably more) SVs 
yielding improved satellite geometry are required to accomplish this. Subsequent 
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to the antenna swap, one receiver/antenna is moved to each of the points making 
up the survey. Generally, the receiver/antenna at the known survey point becomes 
the control point (base station) for the survey and the other becomes the rover. Fol-
lowing a 1- to 2-minute occupation of each survey point, the rover is returned to 
its initial starting location to provide data for closure of the overall survey. In all 
instances, it remains necessary to have continuous track on a minimum of the same 
four (but preferably more) GNSS satellites. The GNSS data are postprocessed and 
the survey results are calculated. For baselines of up to 10 km, the effects of the 
ionosphere are minimal and centimeter-level accuracies can be expected. There are 
variations on the static and kinematic surveying methods, but generally the result-
ing accuracies remain at or near the centimeter level. Further, it is the kinematic 
method that allows for the extension of GNSS relative techniques to the near-static 
or low-dynamic environment mentioned previously.

Nowadays, with complete GPS and GLONASS constellations and the avail-
ability of low-noise receivers that can track multiple frequencies from multiple 
constellations, it has become possible to resolve the carrier-cycle ambiguities with-
out the need of either the presurveyed baseline or an initial period of GNSS data 
collection (e.g., the antenna swap procedure). The term applied to this technique is 
RTK. Implicit in this approach is differential, carrier phase integer-cycle ambiguity 
resolution. As a rule, the base station broadcasts either differential corrections or 
raw measurement data over a datalink and the rover computes its position rela-
tive to the base station by combining its own measurements with the information 
received over the datalink. Such an implementation reduces the dependence on 
postprocessing and permits the user to know immediately whether the survey is 
progressing in a successful manner. In most instances, the base station is located at 
a precisely known surveyed point; thus, the rover can determine its absolute posi-
tion (i.e., latitude, longitude, and elevation), since it has calculated the baseline 
vector between it and the base station. Accuracies on the order of a few centimeters 
are achievable in real time with the rover in motion. Network RTK is the extension 
of RTK over a region, where a set of reference stations is used together to compute 
additional corrections for satellite orbits and atmospheric refraction.

12.3.3  Airborne Application

Flight reference systems (FRSs) using carrier phase or interferometric GNSS (IG-
NSS) techniques have been implemented and flight tested on transport-category 
aircraft. The underlying principle of operation is similar to that used for kinematic 
surveying and is also referred to as differential carrier-phase tracking. Figure 12.11 
depicts such a system where differential techniques are employed. In this case, raw 
observables from all SVs in view are transmitted from a ground subsystem via 
datalink. The carrier- cycle ambiguity resolution is done OTF aboard the aircraft. 
Onboard the aircraft, position relative to the runway touchdown point is calculated 
in near real time and provided to the aircraft autoland system [13].

The objectives of an IGNSS FRS include such things as 0.1-m accuracy RMS 
(each axis), one or more updates per second, UTC time synchronization better 
than 0.1-ms real time, all-weather operation, and repeatable flight paths. The latter 
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requirement calls for full aircraft integration and coupled flight. Specific applica-
tions for such systems include evaluation of approach/landing systems [e.g., instru-
ment landing system (ILS)], and test range instrumentation calibration (e.g., all 
manner of tracking systems: laser, infrared, optical and radar).

Precision instrumentation of test ranges themselves can be accomplished with 
special GNSS receiver/datalink equipment aboard aircraft using the test range. Such 
a system would perform the ambiguity resolution at an appropriate ground site for 
each vehicle using the test range and provide position data to designated test range 
tracking facilities. In addition, feasibility studies in the areas of precision landing/
autoland, low-visibility surface operations (taxiing, docking), high-speed turn-off, 
parallel runway operations, input to electronic charts, and four-dimensional navi-
gation can also be supported.

12.3.3.1  Stand-Alone Ambiguity Resolution

Using the approach outlined in Section 12.3.1, approximately 2 to 5 minutes are 
required to resolve the carrier-phase integer-cycle ambiguities. The time required 
depends upon a sufficiency of satellites, six or more are generally needed. Good 
satellite geometry is also beneficial, as is motion of the airborne platform (though 
not necessarily required). The latter supplements the normal motion of the GNSS 
constellations and reduces carrier-phase and code multipath. Motion of the constel-
lation is vital to the resolution of the carrier-cycle ambiguities. As the various can-
didate ambiguity sets are identified and evaluated over time, there exists only one 
set that can persist given the dynamics of the constellation and, to a lesser degree, 
the added motion of the platform. Simply stated, without motion, the technique 
presented would not work.

Figure 12.11  Interferometric GNSS flight reference system.
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12.3.3.2  Pseudolite Ambiguity Resolution

During the initial feasibility studies for the FAA Local Area Augmentation System 
(LAAS), integrity beacons (a form of pseudolite), were used for rapid GPS carrier-
cycle integer-ambiguity resolution. These devices were low-power transmitters, two 
of which were placed within several miles of a runway threshold along the nominal 
approach path. These transmitters operated at L1 and were modulated with unused 
PRN codes such that they would not be mistaken for an SV. The several minutes 
of time required to resolve the carrier-cycle ambiguities as described above were 
reduced to seconds with this method owing to the rapid change in geometry as the 
aircraft passes through the signal bubble created above the pseudolites. A second 
GPS antenna mounted on the belly of the aircraft was used to acquire the pseudolite 
signals. The presence of the two pseudolites also reduced the requirement of vis-
ible SVs to four and ensured that as the aircraft exits the bubble, the carrier-phase 
integer-cycle ambiguities are resolved. Centimeter-level positioning accuracy was 
thus ensured from this point to touchdown and rollout. Both the real-time cycle 
ambiguity resolution and the centimeter-level positioning accuracy were demon-
strated in flight testing with transport category aircraft [14, 15]. Pseudolites have 
also been investigated as a means of improving local GPS satellite availability [28]. 
However, at the present time, pseudolites are no longer planned for use in civil avia-
tion DGNSS systems for reasons including cost, spectrum regulatory concerns, and 
the emergence of additional GNSS core constellations.

12.3.3.3  Accuracy

Once the carrier-phase ambiguities are resolved, the accuracy of the DD measure-
ment is determined by the carrier-phase measurement. In this case, multipath is the 
dominant error source. If the reflected signal is weaker than the direct signal, the 
phase measurement can be in error by up to 0.25 wavelength. If the reflected signal 
is stronger than the direct signal, cycle slips are likely to occur. Typical wide-lane 
DD measurement errors are on the order of 2 to 10 cm (2 σ). Due to geometry, verti-
cal positioning errors are between 1.5 to 2 times the DD measurement error, result-
ing in up to 20 cm (2 σ) vertical positioning errors. Horizontal positioning errors 
are generally less than 20 cm (2 σ). If both the ground and the airborne antennas are 
placed in a rich multipath environment, vertical positioning error further degrades 
to approximately 40 cm. However, as soon as the aircraft is in motion, airborne 
multipath is mitigated due to the rapid changing path length difference between the 
direct and reflected signals, which tends to average the multipath error.

The use of dual-frequency measurements can be very important for an IGNSS 
FRS in some applications since it allows for the mitigation of ionospheric errors, 
particularly for longer baselines. Once the ambiguities are resolved, the system 
could revert back to a single-frequency system. Because of the shorter wavelength of 
the L1 signal, multipath error would be reduced by approximately a factor of 4.5.

12.3.3.4  Carrier Cycle Slips

The carrier-phase observable must be tracked continuously by the receiver or the 
agreement between the fixed and floating baseline solutions will diverge rapidly. 
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Loss of signal can occur due to the setting of a satellite, excessive maneuvering of 
the user (a large bank angle in the case of an airborne user during approach or take-
off), or an obstructed view of the sky in the direction of the satellite. In any event, 
a loss of signal continuity, no matter how brief, results in an unknown signal loss 
or gain of carrier cycles when the signal is reacquired by the receiver. In a kinematic 
environment, detection of cycle slips is vital, since allowing corrupted carrier phase 
measurements to propagate forward usually causes immediate loss of the fixed so-
lution. As such, identification of the cycle slip becomes paramount and, rather than 
attempt repair, the offending SV is ignored for a predetermined number of epochs 
with the assumption that the signal will quickly return to normal. At the conclu-
sion of this time-out period, the data from the offending SV is once again accepted, 
and the carrier-cycle integer ambiguity resolution process restarted for the SV. In 
the interim, if a minimum of four SVs (not including the offending SV) had their 
ambiguities resolved at the time of cycle-slip detection, the fixed baseline solution 
is maintained. Otherwise, at best only a floating baseline solution can be provided.

12.3.4  Attitude Determination

An additional application of the interferometric techniques described earlier in this 
section is attitude determination. If antennas are placed on a rigid body, such as an 
aircraft, then the baseline vectors between each pair of antennas are known quanti-
ties within the body-frame coordinate frame defined as shown in Figure 12.12. The 
x-axis extends through the nose of the vehicle, the z-axis points downward, and the 
y-axis is mutually perpendicular to the x- and z-axes to form a right-handed coor-
dinate system (e.g., through the right wing as viewed by the pilot for an aircraft). 
Typically, the nominal center of mass of the platform is chosen as the origin. 

If carrier-phase measurements are taken from each of the antennas, the integer 
ambiguities may be resolved, as discussed above, to determine the baseline vectors 
within the local north, east, down (NED) coordinate frame. This may be mecha-
nized by first solving for these quantities in an ECEF coordinate frame (e.g., WGS-
84) and then applying the appropriate transformation (see Chapter 2). At any given 
time, the relationship between the coordinates of three antennas expressed in the 
body frame (known from the installation) and expressed in the NED frame (com-
puted from GNSS carrier-phase measurements) may be written as [17]:

Figure 12.12  Body-frame coordinate system
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	 ned body=R TR 	 (12.47)

where Rned is the matrix of antenna coordinates in the NED frame, Rbody is the 
matrix of antenna coordinates in the body frame, and T is the 3 × 3 transformation 
matrix:
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The desired end-quantities are the Euler angles (ψ, θ, φ) that represent heading, 
pitch, and roll (more formally, heading, elevation, and bank angle [29]), respec-
tively. Following [17], the Euler angles may be found by first determining a least-
squares estimate of T:
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−
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followed by a solution of (12.48):
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where Tij refers to the (i,j)th element of the matrix T.
From an inspection of (12.50), it is apparent that this approach is not stable for 

pitch angles approaching ±90°. Nonetheless, the method outlined above is practi-
cal for a number of applications where such an attitude is not encountered. The 
preferred mechanization for platforms that may experience any attitude is the use 
of quaternions. A quaternion is a mathematical construct that essentially extends 
the notion of a complex number to four dimensions. Whereas a complex number 
can be viewed as a mapping from a 2-vector (a,b) to a complex number a + ib, a 
4-vector (a,b,c,d) can be mapped into a quaternion a + ib + jc + kd (referred to as 
a pure quaternion if a = 0), which has its own associated set of mathematical rules. 
An excellent introduction to quaternions is provided in [29].

GNSS attitude determination systems are often implemented with four an-
tennas or more, even though all three Euler angles can be determined with only 
three. Additional antennas provide redundancy, and are especially important for 
all-attitude platforms that can rotate such that they block visibility of one or more 
of the antennas to the visible GNSS satellites. Whereas four satellites are normally 
required for carrier-phase positioning, only two satellites are needed for attitude 
determination provided that a common receiver is utilized for phase measurements 
for each antenna and that the baseline lengths between the antennas are precise-
ly known [30]. The common receiver results in cancellation of the receiver clock 
bias when single differences of carrier phase measurements between antennas are 
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formed. Although each antenna has a different analog path to the receiver, which 
results from differing electrical path lengths, these line biases can be mostly re-
moved through calibration procedures.

Multipath is the error source that limits performance for most GNSS attitude 
determination systems. Typical one-sigma accuracy for each Euler angle in radians 
is the one-sigma single-difference carrier phase multipath error divided by the an-
tenna baseline length (with both the one-sigma multipath error and the baseline 
length in the same units of length) [30]. Additional error sources that may be signif-
icant for GNSS attitude determination applications that have not been previously 
discussed include structural flexing and tropospheric refraction. Structural flexing 
is the bending of the platform on which the multiple GNSS antennas are installed 
due to applied forces or temperature changes. If flexing is non-negligible, its ef-
fects can be mitigated through estimation or modeling. Tropospheric refraction is 
the bending of GNSS signals as they pass through the troposphere. The very slight 
bending of each GNSS signal path does not significantly alter pseudorange and 
carrier-phase measurements but may introduce unacceptable Euler angle errors for 
some applications. Tropospheric refraction effects can be mitigated through model-
ing (e.g., the use of Snell’s law in conjunction with a slab model for the troposphere 
[30]). More comprehensive treatments of GNSS attitude determination concepts 
may be found in [30, 31].

12.4  Precise Point Positioning

The GNSS processing technique that has come to be known as precise point po-
sitioning (PPP) has quickly grown in use over the past decade and a half, and its 
various forms can be categorized as point positioning and differential positioning. 
PPP’s popularity comes from the fact that nearby reference stations are not required 
for processing, and the technique gives the appearance that only a single (geodetic) 
receiver is needed. The reality is that PPP service providers use widespread (often 
global) networks of reference receivers to produce accurate estimates of GNSS sat-
ellite orbits and clock errors. A PPP ground network is thus similar in form and 
function to a WADGNSS ground network (see Section 12.2.3). Strictly speaking, 
however, PPP is not differential since in most implementations the ground network’s 
clock and ephemeris estimates are supplied directly to the end user to be substituted 
for the broadcast data from each GNSS satellite (as opposed to being in the form of 
differential corrections to the broadcast data as in WADGNSS).

In its conventional (and original form), PPP consists of point positioning 
(see Chapter 11), but using precise satellite orbits and clocks rather than satellite 
broadcast corrections, additional error modeling (which will be discussed), and 
sequential filtering (e.g., via least-squares or Kalman filter approaches) of available 
dual-frequency pseudorange and carrier-phase measurements. The idea of using 
improved ephemerides in satellite navigation can be traced back to TRANSIT in 
1976 [32], initially for pseudorange processing in GPS in 1995 [33], and for what is 
now conventional GPS PPP in 1997 [34]. In this section, the fundamental concepts 
of conventional PPP are described, its performance and utility, followed by recent 
advances in the technology and future prospects.
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12.4.1  Conventional PPP

The idea behind the original PPP technique is to make use of dual-frequency GNSS 
pseudorange and carrier-phase measurements in a functional model where precise 
(centimeter-level) orbits and clocks, for example, from the International GNSS Ser-
vice (see Section 12.6.2.2) replace broadcast (meter-level) products; additional error 
modeling is incorporated to allow for decimeter-to-subcentimeter positioning ac-
curacy; and sequential measurement filtering is used to increase positional accuracy 
over time. 

Mathematical Model
The fundamental PPP functional model parameterization is given in (12.51), in 
which four dual-frequency GNSS pseudorange and carrier-phase observables are 
combined into ionospheric-free linear combinations (see Section 10.2.4.1.)
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Note that in this formulation, the ionosphere-free carrier-phase ambiguity NIF 
is not an integer, as satellite and receiver equipment delays (also referred to frac-
tional phase biases) are not removed as is the case with double-differencing. Also 
note that the magnitude of this pseudorange noise is approximately 100 times more 
than that on the carrier phase, which results in the characteristic positioning per-
formance of PPP that will be shown later in this section. This model effectively 
removes the effects of ionospheric refraction on the measurements, while retaining 
the geometric range, clock terms, and zenith tropospheric refraction in the parame-
terization with only a small (centimeter-level) increase in propagated measurement 
error due to the linear combination.

The effect of applying this parameterization is for the meter-level precision pseu-
dorange measurements to provide initial position accuracy, while the centimeter-
level precision carrier-phase measurements refine this position estimation over time 
as receiver position, receiver clock error, tropospheric refraction and float phase 
ambiguities are more accurately estimated. The necessary estimation process can be 
found in, for example, [35], in this case using a sequential least-squares filter. The 
result is an initial code-like submeter-level positioning performance, followed by 
decimeter- to subcentimeter-level positioning over hours of continuous processing, 
that is, RTK-like performance, but without the need for a nearby reference station.

Error Modeling
In order to obtain these levels of positioning results, the user equipment must ac-
count for a number of error sources that are negligible for most other stand-alone 
or differential GPS applications. These error sources include:

•• Satellite antenna lever-arm: Most often, in orbit determination, it is the loca-
tion of the satellite center of mass that is estimated not the satellite’s antenna 



748	����������������������������������������������� Differential GNSS and Precise Point Positioning

phase center. The satellite antenna lever arm is the vector difference between 
these two locations. 

•• Phase wind-up: Relative rotation between a GNSS satellite and the user an-
tenna can cause carrier-phase measurements to change by up to one cycle. 
This effect is referred to as phase wind-up. A correction for this effect is 
provided in [36].

•• Solid earth tides and ocean loading: The Earth’s surface is not rigid, but 
rather somewhat pliable. Its shape varies with time, dominated by diurnal 
and semidiurnal components, in response to gravitational forces. These 
Earth surface movements are referred to as solid Earth tides. Additional mo-
tion of the Earth’s surface, especially in coastal locations due to ocean tides, 
is referred to as ocean loading. Solid Earth tides and ocean-loading site dis-
placements can be as large as 30 cm and a few centimeters, respectively. By 
convention, ECEF coordinate systems such as ITRF are explicitly defined to 
not include solid Earth tides and ocean-loading effects. Thus, these effects 
should be removed for applications where the user position in ECEF coordi-
nates are desired. Accurate models for the Earth’s deformation due to solid 
earth tides and ocean loading can be found in [37].

Performance Characteristics and Use
The result of this form of measurement processing is a characteristic initial conver-
gence period, followed by steady state position accuracy as can be seen in Figure 
12.13 for 24 hours of static, dual-frequency GPS data. Note in the inset that it takes 

Figure 12.13  GPS PPP performance characteristics of initial convergence period and steady state.
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approximately 15 to 20 minutes from a cold start for the position solution to con-
verge to better than a few centimeters error in the north, east, and up components. 
Initial convergence tends to be defined for PPP applications as the time necessary 
to obtain a specified level of horizontal, vertical, or three-dimensional positioning 
accuracy.

As the conventional PPP technique only utilizes user measurements, PPP is 
more susceptible to the quality of available measurements that is baseline process-
ing. With additional measurements (e.g., from GLONASS satellites) and given the 
appropriate spatial and temporal datum modeling between GPS and GLONASS 
and GLONASS equipment bias modeling, the initial convergence period can be 
reduced by minutes from a GPS-only solution, as is illustrated in Figure 12.14. 
Note that while the addition of GLONASS reduced initial convergence period, 
there is little or no improvement in steady-state performance with good sky view as 
adequate geometric strength is provided by GPS.

Given PPP’s initial convergence period and its consistent performance world-
wide without baseline limitations, the technique has become a dominant GNSS 
technology for precision positioning and navigation in remote areas or regions 
of low economic density, where LADGNSS use is limited or prevented [38]. The 
caveat is that continuous satellite tracking in needed. Commercial uses include off-
shore positioning, precision agriculture, geodetic surveying, airborne mapping; and 
scientific applications include plate tectonics, seismic monitoring, tsunami warn-
ing, and precise orbit determination.

12.4.2  PPP with Ambiguity Resolution

As was the case in the development of DGNSS processing, the question was raised 
as to if carrier-phase integer ambiguities in conventional or float PPP mode could 
be fixed, and if a similar level of performance (in terms of initial convergence, 

Figure 12.14  Reduced initial convergence period with GPS + GLONASS PPP.
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precision, and accuracy) could be attained. The answer is yes, but the process by 
which to obtain fixed PPP solutions requires a hybrid solution combining PPP with 
some elements of carrier-based DGNSS processing.

Equipment Delays and Corrections
The challenge with using undifferenced PPP measurements for resolving carrier-
phase ambiguities is that, referring to (12.51), the satellite and receiver equipment 
delays are not eliminated as is the case in DGNSS double-differencing (see Section 
12.3.1.3). Equation (12.51) can be expanded to explicitly parameterize these equip-
ment delays as:
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where s
IFb  and brIF are the ionospheric-free combination of the satellite and receiver 

equipment delays, respectively. In the literature, these terms are also referred to as 
hardware delays, or hardware biases, and for the phase terms, fractional phase bi-
ases. Note that for the latter, the phase ambiguity is now an integer prior to the lin-
ear combination. There is not enough resolving power to estimate all of the terms in 
this functional model as was the case in the float processing, where the equipment 
biases are absorbed into the measurement error, receiver clock and phase ambiguity 
terms. So an alternate approach must be taken.

References [39–42] describe some of the earliest methods to isolate satellite 
equipment delays and eliminate receiver equipment delays. Typically, the function-
al model is expanded to include the Melbourne-Wübbena linear combination [43, 
44] to estimate wide-lane ambiguities and satellite and receiver equipment delays 
by differencing the narrow-lane pseudorange from the wide-lane carrier-phase, as 
this combination is uncorrelated from the other parameters in (12.52). A relatively 
sparse global network of GNSS reference stations can be used to estimate the satel-
lite equipment delays, usually as part of the same network that is used to estimate 
satellite orbits and clocks. These satellite equipment delays can be broadcast to the 
user along with the traditional PPP precise orbit and clock products to allow user 
receivers to remove the satellite equipment delays, eliminate the receiver equip-
ment delays through between satellite single differences, and therefore estimate 
and fix just the integer carrier-phase ambiguity terms. The result still gives the ap-
pearance of stand-alone positioning, as there is no baseline limitation/restriction. 
Figure 12.15 provides an example of the quality of float and fixed GPS PPP posi-
tioning, noting that fixing begins at hour 1 to conservatively avoid incorrect fixes. 
While ambiguity-resolved PPP (referred to as PPP-AR or occasionally as PPP-RTK 
or RTK-PPP) improves position solution precision and accuracy and reduces initial 
solution convergence period, quick convergence baseline RTK-like performance is 
still not attainable.
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Ionospheric Modeling for Rapid Reconvergence
Another limitation posed by PPP is that in sky obstructed areas, significant mea-
surement gaps result in estimation filter reinitialization, making PPP (unlike RTK 
with its rapid ambiguity fixing capability) unsuitable for many urban environments. 
Reference [45] showed that by estimating slant ionospheric delay, rather than elimi-
nating this refraction effect in the functional model [(12.52)], these slant iono-
spheric delay estimates can be used as bridging parameters through small spatial 
or temporal measurement gaps. As direct GNSS estimated slant ionospheric delays 
contain significant geometric information and vary slowly (e.g., over tens of meters 
and tens of seconds), slant ionospheric estimates and appropriately de-weighted as-
sociated covariances can be used as a priori estimates after a data gap. For example, 
the user receiver travels under a highway overpass or cluster of tall buildings, re-
sulting in very quick filter estimation of other state parameters (especially position, 
user clock error, and float ambiguities). Also, the estimation, rather than elimina-
tion, of ionospheric parameters has allowed for a priori information from regional 
and global ionospheric models to be included in PPP estimation to reduce initial 
position solution error and therefore reduce initial convergence period, as well as 
the seamless integration of CORS and network RTK services into PPP user receiver 
processing (see, e.g., [46]). The overall result is that this innovation has made PPP 
much more robust in obstructed environments.

Performance and Future Prospects
Given that PPP relies so heavily on the number, quality and geometry of the user 
receiver measurements (as opposed to DGNSS approaches making full use of ob-
servable double-differencing), rapid development and upgrade of global and re-
gional navigation systems (GPS, GLONASS, BeiDou, Galileo, QZSS, and NAVIC) 
have led to noticeable improvements in initial positioning filter convergence pe-
riod, and solution precision and accuracy under open-sky and slightly obstructed 

Figure 12.15  GPS PPP and PPP-AR positioning performance.
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conditions. However, significant challenges exist in processing signals from a single 
constellation and from multiple constellations. These well-known issues include be-
tween-code biases, between-phase biases, between-code and between-phase biases, 
between-frequency biases, and between-constellation spatial and temporal datum 
biases. All such biases, as well as appropriate stochastic modeling for all measure-
ments, must be determined for quality multiconstellation PPP. It must be noted that 
at some point, the law of diminishing returns takes effect and additional signals 
only marginally improve the solution. For example, Figure 12.16 illustrates the ef-
fect of the accumulation of GNSS measurements by constellation in dual-frequency, 
float PPP positioning. Note that for this example from Japan, signals from four 
Galileo satellites were available at the start of processing. After significant position-
ing improvement to the GPS solution is made by processing GPS+GLONASS mea-
surements, little advantage is gained by adding Galileo or BeiDou in this example.

Simulations of future PPP performance have tended to be optimistic, and no 
single innovation (e.g., PPP-AR) has produced quick, minute-level initial conver-
gence. However, academic, institutional and commercial PPP research and devel-
opment activities are growing at a significant pace. More and improved correction 
products are available; improved protocols and delivery mechanisms have been or 
are being developed; and, more online and commercial services are available (see 
Section 12.6.3). The introduction of ambiguity resolution, ionospheric estimation 
and modeling, multiconstellation processing, and triple-frequency processing have 
all contributed to reducing initial filter convergence period from many tens of min-
utes to approximately 10 to 15 minutes. As the technology improves in the coming 
decade, this initial convergence issue may be reduced to the point where PPP would 
be practical in all service areas.

Figure 12.16  Dual-frequency float PPP positioning error from accumulated GNSS measurements 
by constellation.



12.5  RTCM SC-104 Message Formats	 753

12.5  RTCM SC-104 Message Formats

Many messaging protocols have been developed throughout the industry for the 
dissemination of code- and carrier-based DGNSS data between reference stations 
and users and for PPP data. This section will present some widely-used DGNSS and 
PPP message standards developed by the Radio Technical Commission for Maritime 
Services (RTCM) Study Committee 104 (SC-104). Although originally developed 
for maritime applications, RTCM SC-104 messages are now supported by the vast 
majority of commercial GNSS receivers, including low-cost recreational devices.

From the 1980s to the mid-2000s, there was only one set of SC-104 messages, 
referred to since 1990 as Version 2, to support both code- and carrier-based local-
area DGNSS services. This message set evolved over time with Version 2.3 with 
Amendment 1 published in May 2010 [47] being the most recent version. In Febru-
ary 2004, RTCM published guidelines for a new set of messages that use a more ef-
ficient protocol referred to as Version 3. This later protocol, now up to Version 3.3 
[48], provides message formats suitable for code and carrier-phase DGNSS as well 
as for PPP. Both protocols (Versions 2.3 and 3.3) describe digital message formats 
that can be broadcast from a reference station or network of reference stations to a 
user using any arbitrary data link. The Version 2.3 and 3.3 standards are described 
in Sections 12.5.1 and 12.5.2, respectively.

As mobile packet-switched cellular networks proliferated around the world, 
delivery of DGNSS and PPP data through the Internet Protocol (IP) has become in-
creasingly popular. Section 12.5.3 describes one last widely used RTCM standard, 
which is for the Networked Transport of RTCM via IP (NTRIP). 

12.5.1  Version 2.3

Figure 12.17 shows the basic frame format of Version 2.3, which consists of a vari-
able number of 30-bit words. The last 6 bits in every word are parity, and the 30-
bit word format is derived from the GPS navigation message. The first two words 
of each frame are referred to as the header. The content of the header is shown in 
Figure 12.18. The first word of the header contains an 8-bit preamble, consisting of 
the fixed sequence 0110110, followed by the 6-bit Frame ID, which identifies one 
of 64 possible message types (see Table 12.2). Next, a 10-bit Station ID identifies 
the reference station. The first 13 bits of the second word in the header, the Modi-
fied Z-count, comprise the time reference for the message. The following three bits 
form the Sequence Number, which increments on each frame and is used to verify 
frame synchronization. The frame length is needed to identify the beginning of the 
next frame, since the length of the frame is variable, depending on the message type 

Figure 12.17  RTCM SC-104 Version 2.3 message frame.
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and the number of visible satellites. The 3-bit Station Health indicates if the refer-
ence station is not functioning properly, or if the reference station transmissions are 
unmonitored. Six of the possible eight patterns of the 3-bit Station Health are used 
to provide a scale factor for a field that appears in various message types referred to 
as User Differential Range Error (UDRE) that will be described later.

For code-based DGNSS systems that only supply corrections for the GPS C/A-
code signal, Message Types 1 and 9 are among the most important messages. The 
content of Message Type 1 is shown in Figure 12.19 (note that the two-word head-
er that is appended at the beginning of every message type is not explicitly shown). 
For every visible satellite, the Type 1 message includes the following parameters:

•• Scale factor: 1 bit to indicate the resolution of the pseudorange and range-
rate corrections to follow. If unset (set), resolutions of 0.02m (0.32m) and 
0.002 m/s (0.032 m/s) apply for the pseudorange and range-rate corrections, 
respectively.

•• UDRE: 2 bits that indicate ranges of expected one-sigma errors of the pseu-
dorange corrections. As mentioned above, 6-bit patterns in the Station Health 
field of the header are used to provide a scale factor for UDRE. UDRE values 
ranging from ≤0.1m to > 8m are possible with the scale factor applied.

•• Satellite ID: 5 bits to indicate the satellite number for which DGPS correc-
tions are being provided.

•• Pseudorange correction: 16-bit correction ( )0
i
m tρ∆  for the indicated satellite, 

applicable at the time t0 provided by the Z-count in the header.

•• Range-rate correction: 8-bit rate correction ( )0
i
m tρ∆  (see discussion in Section 

12.2.1.2).

•• Issue of data (IOD): The IOD indicates the specific set of GPS navigation 
data that was used in generating the corrections. As noted in Chapter 3, 
approximately every 2 hours, the broadcast clock and ephemeris data from 
each GPS satellite is changed. The GPS navigation message tags each set of 
clock and ephemeris data with IOD values referred to as IODC (IOD, clock) 

Figure 12.18  RTCM SC-104 Version 2.3 Message Header.
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and IODE (IOD, ephemeris). IODC is a 10-bit parameter and IODE is an 
8-bit parameter (the 8 LSBs of IODC). IOD in the SC-104 messages are equal 
to IODE in the GPS broadcast message. 

Message Type 1 repeats these fields for every visible satellite. Message Type 9 
uses the same format, except that it only allows up to three satellites per message. 
The use of Message Type 9 requires a more stable clock in the reference station, 
since pseudorange corrections for all visible satellites must be broadcast with dif-
ferent reference times.

For carrier-phase DGNSS, Message Types 18 to 21 are used. Message Types 18 
and 19 convey the reference station’s raw (i.e., uncorrected with the broadcast GPS 

Table 12.2  RTCM SC-104 Version 2.3 Message Types
Message 
Type Status Use

1 Fixed Differential GPS Corrections

2 Fixed Delta Differential GPS corrections

3 Fixed GPS Reference Station Parameters

4 Tentative Reference Station Datum

5 Fixed GPS Constellation Health

6 Fixed GPS Null Frame

7 Fixed DGPS Radiobeacon Almanac

8 Tentative Pseudolite Almanac

9 Fixed GPS Partial Correction Set

10 Reserved P-code differential Corrections

11 Reserved C/A-code L1, L2 Delta Corrections

12 Reserved Pseudolite Station Parameters

13 Tentative Ground Transmitter Parameters

14 Fixed GPS Time of Week

15 Fixed Ionosphere Delay Message

16 Fixed GPS Special Message

17 Fixed GPS Ephemerides

18 Fixed RTK Uncorrected Carrier Phases

19 Fixed RTK Uncorrected Pseudoranges

20 Fixed RTK Carrier Phase Corrections

21 Fixed RTK/Hi-Accuracy Pseudorange 
Corrections

22 Tentative Extended Reference Station Parameters

23 Tentative Antenna Type Definition Record

24 Tentative Antenna Reference Point (ARP)

25–26 — Undefined

27 Fixed Extended Radiobeacon Almanac

28–30 — Undefined

31–36 Tentative GLONASS messages

37 Tentative GNSS System Time Offset

38–58 — Undefined

59 Fixed Proprietary Message

60–63 Reserved Multipurpose messages
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ephemerides) carrier-phase and pseudorange measurements, respectively, so that 
the user can compute the double-differences described in Section 12.3. Message 
Types 20 and 21 are similar, but convey carrier-phase and pseudorange measure-
ments, respectively, that have been corrected using the GPS broadcast ephemerides.

Message Types 31 to 36 provide messages for use with GLONASS. For support 
of Galileo, BeiDou and other GNSS constellations, most multi-GNSS systems are 
using SC-104 Version 3 that is described next.

12.5.2  Version 3.3

The development of the SC-104 Version 3 standard [48, 49] was initially focused 
on the development of a more efficient DGNSS message format to support RTK 
carrier-phase operations. The format is radically different from Version 2.3, in part 
to provide a more efficient parity scheme, designed to protect against bursts errors 
as well as random bit errors, and in part to overcome limitations of the Version 2.3 
format, including an increased efficiency that will allow more timely broadcasts for 
RTK operations.

Version 3.3 messages are broadcast in variable length frames shown in Figure 
12.20. Each frame begins with an 8-bit preamble, followed by 6 reserved bits and 

Figure 12.19  RTCM SC-104 Version 2.3 Message 1 format: Words 3 to 7.
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a 10‑bit message length field. The data message, ranging from 0 to 1,023 bytes, 
is then broadcast followed by 24 bits of parity for error detection referred to as a 
cyclic redundancy check (CRC) code. This message format is much more efficient 
than Version 2.3, which devotes more than 20% of the data link throughput to 
overhead (e.g., parity). Furthermore, the Version 3.3 parity scheme is much stron-
ger than that used for Version 2.3. The first field in every data message conveys a 
12-bit message number, allowing for up to 4,096 message types.

The initial release of Version 3.0 in 2004 included 13 message types, designed 
primarily to support RTK applications using GPS or GLONASS. These message 
types, known as Message Types 1001 to 1013 that are still in use within Version 
3.3, provide the reference station’s pseudorange and carrier-phase measurements 
for L1 or L1/L2, as well as a wealth of auxiliary information including precise sta-
tion coordinates, receiver configuration, and antenna characteristics. Version 3.1, 
released in 2006, added GPS network corrections messages to provide a mobile 
user RTK information valid over a large area. In addition, Version 3.1 introduced 
new GPS and GLONASS messages with orbital parameters to assist in rapid ac-
quisition, a text message, and a set of messages reserved for vendors to encapsulate 
proprietary data. Version 3.2, published in 2013, consolidated five amendments 
made to Version 3.1 and additionally added Multiple Signal Messages (MSM). 
The MSM concept [50] was designed so that SC-104 V3 could be readily applied 
to GNSS constellations beyond GPS and GLONASS, such as Galileo, BeiDou, and 
QZSS. The latest version, Version 3.3, added MSM support for satellite-based aug-
mentation systems (SBAS) and included numerous other improvements.

Version 3.3 supports not only LADGNSS, but also WADGNSS and PPP through 
a set of state-space representation (SSR) messages. Pseudorange corrections and 
raw measurements (pseudorange and carrier-phase) needed for RTK are considered 
to be observation space representation (OSR) messages. SSR messages provide data 
related to, for example, GNSS satellite clocks and ephemeris. SSR messages were 
first added to RTCM SC-104 Version 3 in 2011 within a published amendment 
to Version 3.1. The SSR message set has since been expanded considerably, and is 
used by several operational PPP systems (see, e.g., [51]).

12.6  DGNSS and PPP Examples

12.6.1  Code-Based DGNSS

12.6.1.1  NDGPS

In the late 1980s, the United States Coast Guard (USCG) began the development of 
a maritime DGPS (MDGPS) system to satisfy maritime navigation requirements in 
the United States. In 1989, a radiobeacon located on Montauk Point, New York, 

Figure 12.20  RTCM SC-104 Version 3.3 message frame.
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was modified to broadcast DGPS corrections in the RTCM SC-104 message format. 
By February 1997, 54 radio beacons had been modified to provide DGPS correc-
tion coverage for most U.S. coastal areas and inland waterways and the MDGPS 
service was declared to have achieved FOC. That same year, a decision was made to 
expand radio beacon DGPS coverage throughout the United States. This program, 
referred to as Nationwide DGPS (NDGPS), was supported by a partnership of U.S. 
agencies including the USCG, the U.S. Air Force Air Combat Command (ACC), 
the Federal Railroad Administration (FRA), the Federal Highway Administration 
(FHWA), the National Oceanic and Atmospheric Administration (NOAA), the U.S. 
Army Corps of Engineers (USACOE), and the Office of the Secretary of Transpor-
tation (OST) [52]. By 2005, 84 of 136 originally proposed sites were operational 
providing nearly complete coverage over the United States with two or more sites 
visible to users in many locations.

The number of operational NDGPS sites remained largely unchanged for a 
decade until August 2016. On August 4, 2016, due to declining use, 37 sites were 
shut down out the 83 that were operational at that point in time. Most of the 
decommissioned sites were at inland locations. 46 sites remain in operation. This 
section provides a short description of the NDGPS system.

Network Design
The network architecture for NDGPS is shown in Figure 12.21. These systems es-
sentially utilize the code-based local-area DGNSS technique described in Section 
12.2.1. The network includes reference stations (RSs) to monitor GPS and gener-
ate differential corrections. Each RS consists of two GPS receivers for redundancy. 

Figure 12.21  NDGPS network architecture.



12.6  DGNSS and PPP Examples	 759

Integrity monitors (IMs) are collocated with the RSs. All the equipment is generally 
installed in unmanned equipment sheds with a backup power source (e.g., batter-
ies or a generator). Each IM includes another pair of GPS receivers and also radio 
beacon receivers to monitor the corrections that the site is itself broadcasting. The 
IMs compute their positions using GPS and the differential corrections and com-
pare their computed positions with their known (surveyed) positions. If the position 
exceeds a preset tolerance, problem satellites are expunged from the differential 
correction calculation and the user is notified that the satellite is unhealthy or the 
site is shut down to guarantee accurate and reliable information.

A packet network is used so that a central control station in Alexandria, Vir-
ginia, which is manned 24 hours a day, 7 days a week, can monitor the status of all 
the sites. Personnel at the control station, upon observing an equipment failure, can 
switch in redundant hardware or dispatch a maintenance crew if necessary.

Data Link
Each RS/IM broadcasts digital DGPS corrections in the RTCM SC-104 message 
format. Version 2.1 message types 3, 5, 6, 7, 9, and 16 are currently supported [53]. 
These message types are retained in the later RTCM SC-104 Version 2.3 standard, 
described in Section 12.5.1. The digital data is broadcast in the 285–325-kHz me-
dium frequency (MF) band, which is allocated internationally for radio beacons. 
A digital modulation technique referred to as minimum shift keying (MSK) (see, 
e.g., [54]) is employed either directly on the radio beacon center frequencies or on 
a subcarrier. The use of a subcarrier was originally motivated by the desire to not 
interfere with direction finding receivers that employed existing radio beacon sig-
nals [55]. At present, all marine radio beacons in the United States that are not used 
for NDGPS have been decommissioned, so backwards compatibility is no longer an 
issue. Impulsive noise due, for example, to lightning strikes, is prevalent in the MF 
band at sea because of the excellent conductivity of salt water. This led to a deci-
sion to use Type 9 SC-104 messages rather than Type 1 to broadcast pseudorange 
and range-rate corrections. The use of Type 9 messages provides more frequent 
preambles for user equipment to resynchronize following a strong impulse. The 
standards for NDGPS support data rates of 50, 100, or 200 bps. All of the NDGPS 
sites are currently transmitting at data rates of either 100 or 200 bps.

A large antenna is required to broadcast efficiently at MF because of the large 
wavelength (1 km). Most of the original NDGPS sites (on the coasts and inland 
waters) use converted radio beacon broadcast towers with heights ranging from 
90 to 150 feet. The NDGPS expansion began with the conversion of 47 obsolete 
U.S. Air Force Low Frequency Ground Wave Emergency Network (GWEN) sites in 
one of the largest military to civilian reutilization projects. The GWEN sites were 
already equipped with 299-foot antennas. A minimum field strength of 75 µV/m 
for a 100-bps transmission is specified within each transmitters coverage volume 
[53], which is typically on the order of 250 nmi. 

Performance
The specified accuracy of NDGPS systems is 10m, 2drms, within coverage areas 
[56]. Typical accuracies are much better, typically 1 to 3m. An often-used rule of 
thumb is 1-m accuracy at the base of a transmitter with errors growing by 1m per 
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150 km of separation [56]. The specified availability is 99.9% for selected water-
ways and dual-coverage areas and 98.5% for areas with single-coverage, based 
upon a 1-month average per site and discounting GPS anomalies [56]. Current 
coverage is shown in Figure 12.22.

International Harmonization
International standards for maritime DGPS systems, fully compatible with NDGPS, 
have been developed by the International Maritime Organization (IMO). As of the 
time of this writing, radio beacon-based DGPS services have been deployed in over 
30 nations.

12.6.1.2  Satellite-Based Augmentation System (SBAS)

The International Civil Aviation Organization (ICAO) has developed standards 
[ICAO] for two types of code-based DGPS systems for civil aircraft navigation 
applications. This section will describe systems of the first type, which are referred 
to as Satellite-Based Augmentation Systems (SBASs). The following section will 
describe systems of the second type, which are referred to as Ground-Based Aug-
mentation System (GBASs).

An SBAS is a wide-area DGPS system that provides differential GPS corrections 
and integrity data using geostationary satellites (GEOs) as the communications 

Figure 12.22  NDGPS coverage.
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path [57]. A unique feature of SBASs is that they provide DGPS data using a signal 
broadcast directly at the GPS L1 frequency that can be used for ranging. The goal 
of SBASs is to meet navigation system requirements for civil aviation from the en-
route phase of flight through vertically guided precision approach. A number of 
SBASs had been implemented or were planned as of the time of this writing [57]. 
These include the Wide Area Augmentation System (WAAS) within the United 
States, the European Geostationary Navigation Overlay Service (EGNOS) within 
Europe, the Multifunctional Transport Satellite (MTSAT)-based Augmentation 
System (MSAS) within Japan and Southeast Asia, the GPS Aided GEO Augmented 
Navigation (GAGAN) system in India, the System of Differential Corrections and 
Monitoring (SDCM) in Russia, the BeiDou Satellite Based Augmentation System 
(BDSBAS) in China, and the Korean Augmentation Satellite System (KASS) in the 
Republic of Korea.

History
As discussed in Chapter 11, RAIM or DGNSS are required to provide the neces-
sary levels of integrity to GNSS to support air navigation. In the early 1980s, a 
concept of providing integrity data for GPS over a GEO communications link us-
ing a signal on the GPS L1 frequency emerged. This concept was referred to as a 
GPS integrity channel (GIC) [58]. In 1989, Inmarsat began test transmissions of 
GPS-like spread spectrum signals through a geostationary satellite over the Atlan-
tic Ocean to prove the feasibility of using a navigation repeater to transmit pseu-
dorandom-coded spread spectrum ranging signals. The test results indicated that 
transmitting these signals through geostationary satellites was possible [59]. In the 
same timeframe, organizations including Inmarsat and RTCA’s Special Commit-
tee 159 (SC-159) began establishing a signal format for GIC, which later evolved 
into SBAS. In the 1990s, SBAS programs were well underway within the United 
States, Europe, and Japan. Inmarsat on their own initiative included navigation 
transponders on the five Inmarsat-3 satellites that were launched from April 1996 
to February 1998. In November 1999, Japan attempted to launch their own SBAS 
GEO for MSAS, but experienced a setback when the satellite, MTSAT-1, had to be 
destroyed following a launch failure. In August 2000, the U.S. Federal Aviation Ad-
ministration (FAA)’s WAAS system, using two of the Inmarsat-3 satellites, Atlantic 
Ocean Region West (AOR-W) and Pacific Ocean Region (POR), was declared to 
be continually available for nonsafety applications. In July 2003, WAAS was com-
missioned for safety-of-life services. The MSAS ground segment is complete and 
the replacement satellite, MTSAT-1R, was successfully launched in February 2005. 
EGNOS began its initial operations utilizing three GEOs, two Inmarsat-3 (Atlan-
tic Ocean Region East [AORE], Indian Ocean Region [IOR]) and one European 
Space Agency (ESA) satellite, Artemis, in July 2005. MSAS was commissioned for 
safety-of-life, horizontal-only guidance in September 2007. EGNOS commissioned 
its open service in October 2009 and became certified for safety-of-life service in 
March 2011. GAGAN began providing safety-of-life, horizontal-only guidance in 
February 2014 using two GEOs: GSAT-8 and GSAT-10. GAGAN became certified 
for vertical guidance in April 2015 and a third GEO, GSAT-15, launched in No-
vember 2015 serves as an in-orbit spare. SDCM, BDSBAS, and KASS are all in their 
development phases and anticipate service by 2020. 
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SBAS Requirements
ICAO requirements for SBAS and GBAS for en-route through Category I precision 
approach operations are shown in Table 12.3 [60]. It has become apparent that 
Category I requirements cannot be met by SBAS utilizing only the GPS L1 C/A-code 
signal. Category I service will require L5-capable GPS satellites and perhaps a sec-
ond constellation. New classes of vertically guided approaches, referred to as GNSS 
approach and operations with vertical guidance (APV)-I and II have been defined 
to enable the full utility of the performance that SBASs currently provide. WAAS, 
EGNOS, and GAGAN are all pursuing the most stringent member of this new class 
called Localizer Precision approaches for Vertical guidance with a 200-foot decision 
height (LPV-200). This SBAS service is nearly equivalent to Category I service as it 
shares the same decision height.

SBAS Architecture and Functionality
All SBAS systems are composed of four subelements: monitoring receivers, central 
processing facilities, satellite uplink facilities, and one or more geostationary satel-
lites. Unfortunately, the terminology for these subelements is not consistent among 
the specific implementations. Within the U.S. WAAS, the monitors are referred to 
as wide-area reference stations (WRSs), the central processing facilities are known 
as wide area master stations (WMSs) and the uplink facilities as ground uplink sta-
tions (GUSs) (see Figure 12.23). Within EGNOS, these elements are referred to as 
ranging and integrity monitoring stations (RIMS), mission control centers (MCCs), 
and navigation land Earth stations (NLES), respectively (see Figure 12.24). Within 
MSAS, the respective terms are ground monitoring stations (GMSs), master con-
trol stations (MCSs), and GESs. MSAS contains 6 GMSs and 2 MCSs (see Figure 
12.25). For GAGAN, the terms Indian Reference Station (INRES), Indian Master 
Control Centre (INMCC), and Indian Land Uplink Station (INLUS) are used (see 
Figure 12.26). 

Table 12.3  ICAO GNSS Signal-in-Space Performance Requirements 

Operation

Horizontal/
Vertical Accu-
racy (95%) Integrity Level

Horizontal/
Vertical Alert 
Limit

Time to 
Alarm Continuity Availability

En-route 3.7 km/NA 1–1 × 10-7/h 3.7 to 7.4 km/
NA

5 minutes 1–1 × 10−4/h to 
1–1 × 10−8/h

0.99 to 
0.99999

Terminal 0.74 km/NA 1–1 × 10−7/h 1.85 km/NA 15 
seconds

1–1 × 10−4/h to 
1–1 × 10−8/h

0.999 to 
0.99999

Nonprecision 
approach

220m/NA 1–1 × 10−7/h 556m/NA 10 
seconds

1–1 × 10−4/h to 
1–1 × 10−8/h

0.99 to 
0.99999

Approach with 
vertical guidance 
(APV)-I

16m/20m 1–2 × 10−7/
approach

40m/50m 10 
seconds

1–8 × 10−6 in 
any 15 seconds

0.99 to 
0.99999

Approach with 
vertical guidance 
(APV)-II

16m/8m 1–2 × 10−7/
approach

40m/20m 6 seconds 1–8 × 10−6 in 
any 15 seconds

0.99 to 
0.99999

Category I 16 m/4 to 6m 1–2 × 10−7/
approach

40m/10 to 35m 6 seconds 1–8 × 10−6 in 
any 15 seconds

0.99 to 
0.99999

Source: [60]. NA = Not applicable.
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The functionality provided by the current operational SBAS subelements is 
summarized in Figure 12.27. As observed in Figure 12.27, users receive navigation 
signals transmitted from GPS satellites. These signals are also received by monitor-
ing networks operated by the SBAS service providers. In the near future, satellites 
from other core constellations will also be monitored by some SBASs. Each site 
within the monitoring networks generally includes a number of GPS receivers (for 
redundancy) that provide L1 C/A code and L2 P(Y) code pseudorange and carrier 

Figure 12.23  WAAS ground network.

Figure 12.24  EGNOS ground network.
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Figure 12.25  MSAS ground network.

Figure 12.26  GAGAN ground network.



12.6  DGNSS and PPP Examples	 765

phase data (using semicodeless processing techniques for the L2 measurements; see 
Chapter 8) to the central processing facilities. At each central processing facility, the 
data from the entire network are processed to develop estimates of each GPS satel-
lite’s true position and clock values, corrections based upon the differences between 
the network’s estimates of these parameters and the values in the broadcast GPS 
navigation data, as well as an estimate of the vertical ionospheric delay error across 
the service area. Each central processing facility also checks for problem satellites 
(e.g., those whose signals are distorted or whose clocks are running erratically) that 
the SBAS user may be warned to not use. These estimates and integrity information 
are used to form wide-area differential corrections and integrity messages that are 
then forwarded to the satellite uplink facilities. At the uplink facilities, the spread 
spectrum navigation signal is generated and precisely synchronized to a reference 
time and modulated with the SBAS data. This composite signal is continuously 
transmitted to a geostationary satellite. Onboard the satellite, this navigation signal 
is frequency translated within the navigation payload and transmitted to the user 
on the GPS L1 frequency. The timing of the signal is done in a very precise manner 
so that the signal appears as though it was generated onboard the satellite as a GPS 
ranging signal. Redundant central processing and uplink facilities may be used to 
provide hot standbys in the event of a failure at the primary facility.

SBAS Signal Structure
The signal broadcast via the SBAS geostationary satellite to the SBAS users [61] is 
designed to minimize standard GPS receiver hardware modifications. The GPS L1 
frequency and GPS C/A code type of modulation, including the use of length-1,023 

Figure 12.27  SBAS functional overview.
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Gold codes at a 1.023-MHz chip rate, are used. In addition, the code phase timing 
is synchronized to GPS System Time to emulate a GPS satellite and provide a rang-
ing capability. A data rate of 250 bps is used. The data is convolutionally encoded 
using a rate 1/2 constraint length 7 encoder to generate an overall symbol rate of 
500 symbols/s. The SBAS data symbols are synchronized with the 1-kHz GPS C/A 
code epochs. 

The C/A codes used by SBAS belong to the same family of 1,023-bit Gold codes 
as the 63 PRN codes reserved by the GPS system described in Chapter 3. The SBAS 
C/A codes were specifically selected to not adversely interfere with GPS signals 
(see, e.g., [62]). The 39 current SBAS C/A codes and the associated geostationary 
satellites are shown in Table 12.4. The listing of PRN code assignments is main-
tained by the United States Air Force GPS Directorate, accessible at www.gps.gov/
technical/#prn. The SBAS C/A codes are identified by the PRN number; and the 
G2 delay in chips and the initial G2 state. The definition of either the G2 delay or 
initial G2 setting is required for implementation of the generation of the SBAS C/A 
codes. Like the GPS C/A codes, the PRN number is arbitrary, but for SBAS starts 
with 120 instead of 1. The actual codes are defined by either the G2 delay or the 
initial G2 register setting. In the octal notation for the first 10 chips of the SBAS 
code as shown in the table, the first digit on the left represents a 0 or 1 for the first 
chip. The last three digits are the octal representation of the remaining 9 chips. For 
example, the initial G2 setting for PRN 120 is 1001000110. Note that the first 10 
SBAS chips are simply the octal inverse of the initial G2 setting.

Some current and all future SBAS satellites will be capable of also transmitting 
a signal on the GPS L5 frequency. Such signals use or will use PRN codes from the 
same family as the GPS L5 signals (see Section 3.7.2.2), but without a dataless com-
ponent. The L5 data rate is 250 bps convolutionally encoded into a 500 symbol/s 
stream. This service and the corresponding data content are still in the process of 
being defined.

SBAS Message Format and Contents
The 250-bps data from each SBAS GEO is packed into 1-second blocks of 250 bits, 
as shown in Figure 12.28. Each block includes an 8-bit preamble (one of three parts 
of a 24-bit unique word, 01010011 10011010 11000110, that is distributed over 
three blocks), a 6-bit message type field (allowing for up to 64 message types), a 
212-bit payload with unique meaning specifically defined for each message type, 
and 24 bits of CRC parity for error detection as shown in Figure 12.28. The start 
of every other 24-bit preamble is synchronous with a 6-second GPS subframe ep-
och. The preambles and timing information provided in the messages facilitate data 
acquisition. They also aid the user receiver to perform time synchronization during 
initial acquisition before GPS satellites are acquired, thus aiding the receiver in sub-
sequent GPS satellite acquisitions.

Table 12.5 lists the message types that have been defined thus far for SBAS. 
These message types support the basic wide area GPS concepts discussed in Section 
12.2.3. Message Types 2 to 5 provide broadcast clock corrections. Message Type 25 
provides broadcast orbit corrections. Message Type 26 provides the L1-only user 
with vertical ionospheric delay values over a grid of locations with predefined lati-
tude and longitude values. Each user receiver calculates the latitude and longitude 
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of the intersection points between each GPS signal and the ionosphere, which is 
modeled as a thin shell at 350 km altitude above the surface of the Earth. The 
vertical ionospheric delays at these intersection points, referred to as ionospheric 
pierce points (IPPs), are determined for each visible satellite by interpolating the 

Table 12.4  SBAS Ranging C/A Codes

PRN
G2 Delay 
(Chips)

Initial G2 
Setting 
(Octal)

First 10 
SBAS Chips 
(Octal)

Geostationary Satellite PRN 
Allocations

Orbital 
Slot

120 145 1,106 0671 EGNOS (INMARSAT 3F2) 15.5 W

121 175 1,241 0536 EGNOS (INMARSAT 3F5) 25 E

122 52 0267 1,510 Unallocated —

123 21 0232 1,545 EGNOS (ASTRA 5B) 31.5 E

124 237 1,617 0160 EGNOS (Reserved) —

125 235 1,076 0701 SDCM (Luch-5A) 16 W

126 886 1,764 0013 EGNOS (INMARSAT 4F2) 25 E

127 657 0717 1,060 GAGAN (GSAT-8) 55 E

128 634 1,532 0245 GAGAN (GSAT-10) 83 E

129 762 1,250 0527 MSAS (MTSAT-2) 145 E

130 355 0341 1,436 ARTEMIS (ARTEMIS-1) 21.5 E

131 1012 0551 1,226 WAAS (Satmex 9) 117 W

132 176 0520 1,257 GAGAN (GSAT-15) 93.5 E

133 603 1,731 0046 WAAS (INMARSAT 4F3) 98 W

134 130 0706 1,071 Unallocated —

135 359 1,216 0561 WAAS (Intelsat Galaxy 15) 133 W

136 595 0740 1,037 EGNOS (ASTRA 4B) 5 E

137 68 1,007 0770 MSAS (MTSAT-2) 145 E

138 386 0450 1,327 WAAS (ANIK-F1R) 107.3

139 797 0305 1,472 Unallocated —

140 456 1,653 0124 SDCM (Luch-5B) 95 E

141 499 1,411 0366 SDCM (Luch-4) 167 E

142 883 1,644 0133 Unallocated —

143 307 1,312 0465 Unallocated —

144 127 1,060 0717 Unallocated —

145 211 1,560 0217 Unallocated —

146 121 0035 1,742 Unallocated —

147 118 0355 1,422 Unallocated —

148 163 0355 1,442 Unallocated —

149 628 1,254 0523 Unallocated —

150 853 1,041 0736 Unallocated —

151 484 0142 1,635 Unallocated —

152 289 1,641 0136 Unallocated —

153 811 1,504 0273 Unallocated —

154 202 0751 1,026 Unallocated —

155 1021 1,774 0003 Unallocated —

156 463 0107 1,670 Unallocated —

157 568 1,153 0624 Unallocated —

158 904 1,542 0235 Unallocated —
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delays from the three or four nearest grid points as discussed later in this section. 
The reader is referred to [61] for a complete description of the messages and their 
application.

User Algorithms
SBAS user equipment is modified GPS L1 C/A code receivers. The equipment must 
be modified to be able to generate and track the SBAS PRN codes described above, 

Table 12.5  SBAS Message Types
Type Contents

0 Do not use for safety applications (for SBAS testing)

1 PRN Mask assignments, set up to 51 of 210 bits

2 to 5 Fast corrections

6 Integrity information

7 Fast correction degradation factor

8 Reserved for future messages

9 GEO navigation message (X, Y, Z, time, and so forth)

10 Degradation Parameters

11 Reserved for future messages

12 SBAS Network Time/UTC offset parameters

13 to 16 Reserved for future messages

17 GEO satellite almanacs

18 Ionospheric grid point masks

19 to 23 Reserved for future messages

24 Mixed fast corrections/long-term satellite error corrections

25 Long-term satellite error corrections

26 Ionospheric delay corrections

27 SBAS Service Message

28 Clock-Ephemeris Covariance Matrix Message

29 to 61 Reserved for future messages

62 Internal Test Message

63 Null Message

Figure 12.28  SBAS data block format.
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demodulate the higher-rate (250 bps) convolutionally encoded data, and must in-
clude modified software to apply the corrections and integrity data.

Application of the clock and ephemeris corrections is straightforward. Message 
Types 2 to 5 provide range domain clock corrections that are simply added to the 
receiver’s raw pseudorange measurements for all visible satellites. The SBAS data 
does not include range rate corrections. These are generated within the user equip-
ment itself by differencing successive clock corrections [62, 63]. Message Type 25 
provides broadcast satellite position corrections in ECEF x, y, z coordinates. Satel-
lite broadcast position error rate terms and a clock bias term can also be provided, 
if necessary, in Message Type 25 using a 1-bit velocity code flag.

As mentioned earlier, currently operational SBASs only use L1-only GPS and 
GEO signals. Ionospheric corrections for visible satellites are determined using an 
interpolation algorithm using SBAS broadcast vertical ionospheric delay values. 
Applying the law of sines to Figure 12.29, the user first calculates the angle ψpp, the 
Earth’s central angle between the user position and pierce point:

	
1sin cos

2
E

pp
E

R
E E

R h
π

ψ −  
= − − ⋅ +  	

where RE is the radius of the Earth, h is the altitude of the IPP, and E is the elevation 
angle of the satellite from the user position. The user then calculates the latitude, 
φpp, and longitude, λpp, of the IPP, as follows:

Figure 12.29  Finding the relative IPP position.
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where the angles λu and φu are the azimuth and elevation angles, respectively, of 
the satellite from the user’s position. Then the receiver determines the most suitable 
set of predefined grid points in the proximity of the IPP for each visible satellite. If 
no suitable set is available, then an ionospheric correction is unavailable for that 
particular satellite. If four suitable surrounding grid points are found, the receiver 
determines the IPP position relative to those four points, using Figure 12.29, from 
the following equations:
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The interpolation is weighted, with greater weights given to the nearer grid points. 
The weights are given by
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Finally, the vertical delay, τpp, at the IPP is determined by
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where the τi are the vertical delays at the four grid points provided in the Iono-
spheric Delay Corrections Message (Message Type 26).

If only three of the four suitable surrounding grid points are available, the cal-
culation of the weights is modified slightly, as follows:
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The same delay formula (12.53) is used, except that the sum is over three 
weightings. The remaining ionospheric delay calculation accounts for a difference 
in delay from the vertical, and is a function of the elevation angle to the satellite. 
To obtain the ionospheric correction, which is added to the pseudorange measure-
ment, the vertical delay  τpp(λpp, φpp)is multiplied by the obliquity factor, F, where
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To account for tropospheric delays, the user equipment is required to apply a 
tropospheric delay correction to each raw pseudorange measurement. The UNB3 
algorithm presented in Chapter 10 is employed. After applying all specified correc-
tions, SBAS user equipment computes user position using a weighted least squares 
algorithm.

In addition to application of the SBAS differential corrections, user equipment 
for safety applications must also compute position error bounds, referred to as 
the horizontal protection level (HPL) or vertical protection level (VPL) in the local 
horizontal and vertical directions, respectively. These protection levels represent 
the user position errors that will not be exceeded without a timely warning. They 
are determined using the associated probability levels and time to alerts listed in 
Table 12.3 under “Integrity Level.” The HPL and VPL levels are continually com-
pared to the applicable horizontal and vertical alert limits (HAL and VAL) for the 
current phase of flight and a warning is issued to the pilot if HPL > HAL or VPL > 
VAL pertaining to that operation. For instance, for APV-I approaches, VAL = 50m, 
HAL = 40m, and the time to alert is 10 seconds. An SBAS system is designed so 
that the probability is less than 2 × 10−7 per approach that an aircraft conducting 
an APV-I approach computes VPL < 50m and HPL < 40m when the true vertical 
or horizontal position errors are greater than these levels for longer than 6 seconds 
without a warning being issued.

The user equipment computes HPL and VPL using variances that are broadcast 
in Message Types 2 to 6 for the SBAS fast and long-term corrections and in Message 
Type 26 for the SBAS ionospheric corrections. A set of complicated rules are also 
applied to adjust these variances for latency, missed messages, and other factors 
[61]. Variances for receiver noise, multipath, and residual tropospheric errors are 
computed based upon the elevation angles of the visible satellites. The individual 
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error variances are summed to form overall residual pseudorange error variances 
for the visible satellite. Finally, the geometry matrix and known weighting matrix 
for the WLS solution are used to bound the standard deviation of horizontal and 
vertical position errors. Under the assumption that all errors are Gaussian, multi-
pliers for the horizontal and vertical position error standard deviations are applied 
to determine HPL and VPL. Although it is well known that the true residual errors 
are not Gaussian, the variances in the broadcast message and the variances for 
receiver noise, multipath, and tropospheric errors are inflated by design to repre-
sent Gaussian distributions that overbound the true errors for the probabilities of 
interest [64].

SBAS GEOs
At present, the U.S. WAAS uses the Intelsat Galaxy 15 satellite at 133°W (launched 
in October 2005), the ANIK-F1R satellite at 107.3°W (launched in September 
2005), and the Inmarsat-4F3 satellite at 98°W (launched in August 2008) with cov-
erage as shown in Figure 12.30. The coverage contour for each satellite surrounds 
the user locations where the satellite is visible above 5° in elevation angle. In the 
near future, WAAS will replace one of these satellites with Eutelsat 9 at 117°W. A 
functional overview of the Inmarsat-4 navigation payload, which is a representative 
design for SBAS GEO transponders, is provided in Figure 12.31 [65].

The current EGNOS space segment is composed of the INMARSAT 3F2 satel-
lite at 15.5°W (launched in September 1996) and the SES 5 satellite at 5°E (launched 
in July 2012). An ASTRA 5B satellite at 31.5°E, launched in March 2014, is in test 
mode and expected to be entered into service soon. The current EGNOS GEO cov-
erage is shown in Figure 12.32 (the dashed coverage contour is for the ASTRA 5B 
satellite, which is in test mode).

MSAS currently only has a single GEO, MTSAT-2, which is capable of broad-
casting two PRN codes. This is a unique capability of MSAS. Each PRN code signal 

Figure 12.30  Current WAAS GEO coverage and primary service area.
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is generated from a separate MCS. Thus, although the spacecraft has no redundant 
backup, if either MCS or uplink station experiences a fault, a redundant signal is 
available to the users. The first GEO used for MSAS, MTSAT-1R, was retired from 
service in December 2015. The coverage of MTSAT-2 at 145°E and the MSAS pri-
mary service area are shown in Figure 12.33.

GAGAN currently uses the GSAT-8 and GSAT-10 satellites at 55°E and 83°E, 
respectively. A third GEO, GSAT-15, is also equipped with an SBAS transponder 
and was launched in November 2015. GSAT-15 is located at 93.5°E and is cur-
rently not broadcasting SBAS signals but could do so if either GSAT-8 or GSAT-10 
experienced an SBAS transponder failure. Figure 12.34 shows the current GEO 
coverage for GAGAN (with the coverage of the reserve GSAT-15 GEO shown with 
a dashed line).

Figure 12.31  Inmarsat-4 navigation payload.

Figure 12.32  Current EGNOS space segment and primary service area.



774	����������������������������������������������� Differential GNSS and Precise Point Positioning

Utilization by Non-aviation Users
Although the SBAS signal format described in this chapter was developed to sup-
port aeronautical requirements, the signal may also be used by non-aviation users 
with a suitable receiver. The vast majority of current SBAS users are not involved 
with aviation applications; many, if not most, low-cost, GNSS receivers include an 
SBAS reception capability.

Figure 12.34  GAGAN GEO coverage.

Figure 12.33  MSAS GEO coverage and primary service area.
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Modernization
As mentioned earlier an L5 capability is being developed for SBAS. The new mes-
sage format and associated services will be capable of supporting the use of the 
GPS L5 signal. Further, these messages will also support the use of the other core 
constellations. Users of this new service will combine signals at the L1 and L5 (or 
equivalent) frequencies so as to form the ionospheric-free combination. This allows 
users to directly eliminate the major effects of ionospheric delay. Ionospheric delay 
has the largest associated uncertainty for the current L1-only user. As a result, users 
will experience much smaller protection levels. Further, they will not require grid 
corrections that limit availability to the immediate regions around the reference sta-
tions. Users will experience a much reduced drop in availability as they move away 
from the reference stations.

The ability to use more than one constellation further reduces the protection 
levels and improves availability. Having extra satellites in the WLS solution greatly 
reduces the risk of experiencing poor geometries. By eliminating ionospheric delay 
effects and significantly increasing the number of corrected satellites, SBASs may be 
able to offer new services such as the ability to automatically land aircraft in certain 
weather conditions. The new L5 messages will allow for continued vertical service 
in more ionospheric conditions. The current L1 service can be limited in equato-
rial regions and during ionospheric storm events. This new service is still being 
developed and will require a significant effort to be able to utilize the new signals 
from GPS and from the other GNSS core constellations. A preliminary definition 
of the service is intended for review in 2018 and the full definition should be ready 
in 2022.

12.6.1.3  GBAS

In a Ground Based Augmentation System (GBAS), the GPS SPS is augmented with 
a ground reference station to improve the performance of the navigation services 
in the local area surrounding an airport. The ultimate objective for GBAS is to 
support all phases of flight within its area of coverage including the precision ap-
proach, landing, departure, and surface movement [66]. At the time of this writing, 
international standards had been developed by ICAO for GBAS through Category 
III precision approaches, although only standards through the less demanding Cat-
egory I precision approaches have been validated and implemented.

As shown in Figure 12.35, GBAS is split into three separate segments: the space 
segment consisting of the GPS satellites, the ground segment or GBAS ground fa-
cility, and the airborne segment. Pseudorange corrections and correction rates are 
computed at the local reference station and broadcast to the airborne GBAS re-
ceiver via a communication link. In the aircraft the corrections and correction rates 
are applied to the local pseudorange measurements and used to obtain an improved 
position estimate.

RTCA published Minimum Aviation System Performance Standards (RTCA 
DO-245A) [66] for the U.S. version of GBAS (formerly referred to as the Local 
Area Augmentation System [LAAS]) describing the requirements allocation be-
tween ground facility and airborne avionics. RTCA also published Minimum Op-
erational Performance Standards (RTCA DO-253C) [67] with airborne equipment 
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requirements and an Interface Control Document (RTCA DO-246D) [68] describ-
ing the communication link signal-in-space. The airborne standards and interface 
control document are being updated to support Category III precision approaches. 
These updates are anticipated to be completed in 2017. New standards for GBAS 
to support multiple GNSS constellations and dual-frequency airborne equipment 
are planned to be developed and validated by 2023.

Pseudorange Correction Computation
Originally, three GBAS alternatives were investigated [69]: single frequency (L1) 
carrier-smoothed code-phase DGPS [70, 71], kinematic dual-frequency carrier-
phase GPS [72], and kinematic single-frequency carrier-phase with integrity bea-
cons [73]. Eventually, carrier-smoothed code-phase DGPS was selected. The ground 
facility in the specified architecture reduces the noise component on the pseudor-
anges at each reference receiver (RR) by carrier-smoothing the code pseudorange 
measurements for each satellite. Carrier-smoothing can be implemented using: 

	 [ ]1 1
( ) ( 1) ( ) ( 1) ( )smooth smooth meas

N
k k k k k

N N
ρ ρ f f ρ

−
= − + − − + 	 (12.54)

where k = the time epoch, φ = the carrier-phase measurement, N = the number of 
measurements used for smoothing purposes

Figure 12.35  GBAS ground facility. (Courtesy of the Federal Aviation Administration.) 
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The carrier-smoothed pseudoranges are used to compute the pseudorange 
correction:

	 , , , , , _ ,sc n m n m smooth n m sv gps nR tρ ρ∆ = − − 	 (12.54)

where R = predicted range, n = satellite index, m = RR index, and tsv_gps  = correc-
tion due to the satellite clock from the decoded GPS Navigation Data.

The broadcast correction can be computed from (12.54) following:
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where Mn = number of elements in set Sn, Sn = set of RRs with valid measurements 
for satellite n, Nc = number of elements in set Sc, and Sc = set of valid ranging 
sourcestracked by all RRs.

After reception and application of the broadcast ground facility corrections the 
three-dimensional aircraft position is calculated using a weighted least squares or 
equivalent algorithm [67].

Performance Requirements
The GBAS Approach Service Types (GAST) [67] are a set of GBAS performance 
and functional requirements that include navigation performance parameters such 
as accuracy, integrity, continuity, and availability. Furthermore, [60] defines the 
coverage area within which the GBAS service should be available. Table 12.6, based 
on [60, 61], assigns values to the navigation performance parameters accuracy and 
integrity for GAST-C covering Category I (CAT I) precision approaches. GAST-D 
will include some additional requirements to support operations through Catego-
ries II and III (CAT II/III). The GAST-D requirements are omitted from Table 12.6 
as their validation and implementation have not yet been completed. The end-state 
goal for GBAS is to support all categories of precision approach and landings; CAT 
I, II, IIIa, and IIIb. Each of these landing categories is defined by the decision height 
(DH) at which the pilot or aircraft must make the decision to either continue or 
abort the landing. This decision depends on the runway visual range (RVR) at the 
corresponding decision height. Table 12.7 shows the DH and RVR for each of the 
categories.

Table 12.6   GBAS Performance Requirements for GAST-C
Accuracy Vertical position accuracy, 95% 4.0m (NSE)

Lateral position accuracy, 95% 16.0m (NSE)

Integrity Vertical alert limit (VAL) 10m (200 ft HAT*)

Lateral alert limit (LAL) 10m (200 ft HAT*)

Time to alert 2 seconds

Exposure time 15 seconds

Allowable integrity risk 2 × 10−7/approach

*Height above touchdown.
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Integrity Monitoring
GBAS includes an integrity monitoring function that determines, with a certain 
level of probability, that the code and carrier phase corrections do not contain mis-
leading information. The integrity monitor function can be subdivided into multiple 
monitors: a signal quality monitor (SQM) to detect anomalous behavior in the sat-
ellite and pseudolite signals, a data quality monitor (DQM) to check if the satellite 
navigation data contains anomalies, a measurement quality monitor (MQM) to de-
tect anomalies in the measurements such as pseudorange steps, a multiple reference 
consistency check (MRCC) to check the consistency of the corrections among the 
ground facility RRs, and a sigma monitor (SM) to check the nominal error charac-
teristics of the ground facility.

Ground Facility Antennas, Airport Pseudolites, and Data Broadcast
The presence of ground multipath at the ground facility could introduce large er-
rors in the airborne position and velocity computations. To mitigate the error due 
to ground multipath antennas can be designed that limit the multipath error. One 
example is the Integrated Multipath Limiting Antennas (IMLAs) [74]. To increase 
the availability of GBAS, at one time airport pseudolites (APLs) were envisioned 
[75]. APLs transmit a GPS-like signal that can be processed by the RRs and aircraft 
avionics in a similar fashion as the GPS signals. APLs eventually fell out of favor 
and were removed from GBAS standards years ago. The communications link used 
to transmit corrections from the ground facility to the GBAS avionics is referred to 
as the very high frequency (VHF) data broadcast (VDB). 

12.6.2  Carrier-Based

In the past, geodetic positioning required line of sight connections to a network of 
monumented points in the ground. This geodetic network defined a consistent refer-
ence frame and helped control measurement error. Now a network of continuously 
operating GNSS receivers may replace the traditional geodetic network of monu-
mented points. The network of receivers has an authoritative set of coordinates and 
also supplies base station carrier phase and code range data for accurate differential 
processing. Continuously operating networks are popular and numerous examples 
exist. We shall focus on two, the U.S. CORS and the global IGS system.

Table 12.7  Decision Height and 
Runway Visual Range for GBAS
Category DH RVR

CAT I 200 ft HAT >2,400 ft

CAT II 100 ft HAT > 1,200 ft

CAT IIIa <100 ft HAT >700 ft

CAT IIIb <50 ft HAT >150 m

*Height Above Touchdown (HAT) zone
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12.6.2.1  Continuously Operating Reference Stations (CORS)

The National Geodetic Survey (NGS) of the National Oceanic and Atmospheric 
Administration (NOAA) manages a CORS system to support non-navigation, post-
processing applications of GNSS. GNSS receiver data are collected throughout the 
country and are archived at the main site in Silver Spring, Maryland, and at a par-
allel facility in Boulder, Colorado. The U.S. CORS system provides code range and 
carrier phase data from a nationwide network of GNSS receiver stations through 
the Internet. The CORS home page is at www.ngs.noaa.gov/CORS/.

The NGS makes use of stations established by other groups rather than by 
building an independent network of reference stations. In January 2016, the CORS 
network had over 1,900 operational stations run by 156 partners. CORS typically 
collect GNSS data 24 hours/day, 7 days/week, and are expected to conform to 
the guidelines at www.ngs.noaa.gov/CORS/Establish_Operate_CORS.shtml. NGS 
seeks a CORS station spacing of about 70 km.

The fundamental data of CORS are RINEX format (version 2.11) files con-
taining dual-frequency carrier phase and pseudorange measurements. For many 
sites, Doppler data are also available. If supported by a receiver, the L1 pseudor-
anges derived from both C/A code (the C1 pseudorange) and the P(Y) code (the P1 
pseudorange) are provided. As GNSS modernization progresses, triple-frequency 
data are becoming available. The principal translation package that converts the 
varieties of manufacturers’ binary data into RINEX is program TEQC, maintained 
by UNAVCO. TECQ is documented at www.unavco.org/software/data-processing/
teqc/teqc.html.

CORS reference coordinates and velocities are key values needed to use CORS 
as base stations for carrier-based differential GNSS applications. CORS coordi-
nates and velocities are provided in two distinct reference frames, NAD 83 and 
ITRF08. The formal datum label for the CORS NAD 83 is NAD 83 (2011), and 
they are realized with an epoch of 2010.00. Stations in the Pacific are an exception, 
since they are on differing tectonic plates. These CORS are in the NAD 83 (PA11) 
or the NAD 83 (MA11) frames. 

It should be noted that the CORS ITRF positions and velocities are established 
in a reference frame denoted IGS08.Users may treat IGS08 and ITRF08 as equiva-
lent for most purposes. All published IGS08 positions and velocities carry a com-
mon datum tag IGS08 (2010.00), and are realized with the epoch date of 2010.00. 
The price of such ITRF global uniformity is that tectonic plate motion, as well as 
local motion, is expressed in the velocity values, and is seldom negligible for preci-
sion applications. More detail on the computation of CORS coordinates can be 
found at www.ngs.noaa.gov/CORS/coords.shtml. A conversion utility [Horizontal 
Time Dependent Positioning (HTDP)] between the NAD 83 and ITRF08 reference 
frames is located at www.ngs.noaa.gov/TOOLS/Htdp/Htdp.html. 

Coordinate locations for a CORS antenna are referred to two different station 
reference points, the antenna reference point (ARP) and the L1 phase center (L1 
PC). The ARP is defined as the center of the bottom-most, permanently attached, 
surface of the antenna. The L1 PC is a notional, electrical location for receipt of 
the L1 signal. Under most antenna designs the L1 (and L2) phase center varies 
with the elevation angle to a given GPS satellite. Establishment of an L1 PC origin 
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is done in conjunction with a companion model of the L1 phase center variation 
(www.ngs.noaa.gov/ANTCAL/). Due to the abstract character of the L1 PC and its 
dependence on specific calibration models, NGS considers the ARP as the definitive 
location for a CORS site. Also note that since June 30, 2012, the preferred antenna 
models are the absolute models.

Extensive metadata are also available for stations in CORS. This includes avail-
ability profiles, detailed data sheets and site logs, maps, photos, and time series of 
daily coordinate solutions. These metadata answer many questions on stability and 
reliability.

Other data that are not RINEX receiver data or metadata are available at the 
CORS site. In particular, both broadcast and precise GPS orbits can be obtained. 
The broadcast orbits are collected from the IGS global tracking network and do 
not show the satellite dropouts common to single site collections. The IGS orbits 
are combined products and include NGS contributions. Further discussion on IGS 
orbits is continued in the next section. For CORS sites that have a weather sensor, 
RINEX meteorological files are produced. As described earlier, users may obtain 
files and diagrams describing receiver antenna phase center offsets and phase center 
variation.

CORS RINEX data are stored in standardized directory locations. Users may 
access these files though the standard method, or through user-friendly CORS (UF-
CORS). Standard access is most readily obtained by clicking on the coverage map 
found on the CORS home page (www.ngs.noaa.gov/CORS/). Successive clicks on a 
location of interest will enable a user to zoom down to a specific site with a unique 
4 character ID (e.g., GODE). A menu to the left will enable a user to select RINEX 
data or other metadata. A request for RINEX data will transfer the user from the 
map interface to the standard download interface. One must then again select the 
station of interest and the request for RINEX data and then add the year month 
and day of interest. This will lead the user to the directory holding the RINEX data.

The standard method is convenient for access of the various metadata. But, 
if one is interested solely in RINEX data, it can be obtained by directFile Trans-
fer Protocol (FTP) access though a Web browser at ftp://geodesy.noaa.gov/cors/
rinex/2017/ (for example). Multiple years are stored under the “rinex” directory, 
multiple days under the “year” directory, the various “site id’s” under the “day” 
directories, and the RINEX files under the “site id” directories. A schematic of the 
FTP directory structure can be found at: ftp://geodesy.noaa.gov/cors/README.txt. 
Note that the FTP structure is most convenient for those software products that 
automatically download data for local processing.

In contrast to the standard access method, the UFCORS interface provides a 
customized file collection that is automatically compressed and downloaded to a 
user’s computer (www.ngs.noaa.gov/UFCORS/). The user fills in a menu, indicat-
ing the desired block of time and the CORS site. Other options include receipt of 
the data sheet, IGS precise orbits, compression options, and alternative data rates. 
When selecting an alternative data rate, the collected data can be decimated to 
accommodate the desired target rate. The UFCORS interface frees the user from 
knowing specifics about the RINEX file storage system.

This section cannot be closed without addressing some of the support tools 
available from the CORS and NGS site. Earlier in this section, HTDP was discussed 
as a utility for conversion of coordinates between reference frames and epochs. A 
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dynamic map utility linked at the CORS home page allows one to build custom-
ized views of CORS coverage. A multifeatured Geodetic Toolkit at www.ngs.noaa.
gov/TOOLS/ supports numerous online computations and coordinate conversions.

Special remarks must be made about the Online Positioning User Service 
(OPUS) tool (www.ngs.noaa.gov/OPUS/). This service allows users to upload any-
where from 15 minutes to 48 hours of dual-frequency RINEX data from a station-
ary antenna for automated, remote processing at NGS. In the static processing 
algorithm single baselines are computed and merged from three nearby CORS sta-
tions. In the rapid static algorithm the submitted data are processed simultaneously 
with the nearby CORS station data. In both cases, the results are e-mailed back to 
the user. Turnaround is typically just a few minutes. At its heart, OPUS uses the 
CORS as a subsystem in computation of the user’s coordinates. This is suggestive 
of new directions and roles that continuously operating reference stations can take 
in the future.

12.6.2.2  International GNSS Service (IGS)

The International Association of Geodesy established the IGS in 1993 to support 
geodetic and geophysical research activities by providing GNSS data and prod-
ucts. The IGS serves a coordination role, sets standards and specifications, and 
encourages international adherence to its conventions. The IGS operates through a 
Governing Board and a Central Bureau (its executive arm) and functions through 
the cooperation of international groups of GNSS satellite tracking networks, data 
centers, analysis centers, and various working groups. The IGS home page is found 
at both www.igs.org/ and igscb.jpl.nasa.gov/.

IGS is known foremost as the source of precise GNSS orbits. However, IGS also 
produces GNSS satellite clock and ground receiver clock solutions, and Earth Ori-
entation Parameter (EOP) products (polar motion, polar motion rate, and length of 
day). The IGS solutions are combined products that integrate the solutions gener-
ated by the individual analysis centers. 

IGS products come in 3 varieties, with progressively greater latencies and ac-
curacies. The ultra-rapid products are 48 hours in length. The first 27 hours are 
observed, and the remaining 21 hours are predicted. Ultrarapid products are pro-
duced four times a day, so that one can always utilize the early part of the predic-
tion interval. Accuracies range from 3 to 5 cm (orbit) and 0.15 to 3 ns (clock). The 
rapid products have 17-hour latency, and are better than 2.5-cm orbit accuracy 
with 0.075-ns clock accuracy. The final combination products have a 12–18-day 
latency with slightly better orbit and clock accuracies.

The IGS products are organized by GPS week number and are available for 
FTP access through any browser. For example, ftp://igscb.jpl.nasa.gov/igscb/prod-
uct/1881 contains precise orbit, clock, and EOP products for the week of January 
24, 2016 (GPS week 1881). The nomenclature is described at: igscb.jpl.nasa.gov/
components/dcnav/igscb_product_wwww.html. For example, “igr18810.sp3.Z” 
refers to the Rapid product, week 1881, day 0 (Sunday, January 24, 2016) orbit 
in the SP3 format, and compressed with a UNIX-compatible algorithm. Note that 
slightly different directory trees are used at the 5 sites that archive IGS products.

IGS also archives and disseminates GNSS continuously operating reference sta-
tion (CORS) data globally. The master index, igscb.jpl.nasa.gov/components/data.
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html, shows CORS data grouped by update intervals and archive sites. Directory 
paths vary between archive sites. For example, SOPAC data is mapped at http://
igscb.jpl.nasa.gov/components/dcnav/sopac_rinex.html. Continuing the example, 
GPS observation CORS data for Sunday, January 24, 2016, can be found at ftp://
garner.ucsd.edu/pub/rinex/2016/024/. The “2016” refers to the year, and the “024” 
refers to the day number for January 24. The file name, “algo0240.16d.Z,” refers 
to ALGO, a site in Ontario, Canada, day number 024, a daily (not hourly) file, year 
2016, GPS receiver data, and compressed with a UNIX-compatible algorithm. Not 
all CORS sites are found at all the IGS servers.

An overview map of the IGS international cooperative GNSS tracking net-
work is found at igs.org/network and at igscb.jpl.nasa.gov/network/maps/allmaps.
html. One can immediately note the global distribution of the sites. Some sites 
upload their data hourly, while others do so daily. The Web page at itrf.ensg.ign.
fr/ITRF_solutions/2014/ITRF2014_files.php contains authoritative ITRF14 Carte-
sian coordinates and velocities for the IGS sites. Weekly network solutions are also 
available.

The IGS site has a rich set of resources, as would be expected from an inter-
national scientific operation. In addition to the items above, one may also find 
products for tropospheric zenith path delay and global grids of ionospheric Total 
Electron Content (TEC). Data are available from GPS sensors in LEO satellites. 
Publications are found at kb.igs.org/hc/en-us, mail archives are at igscb.jpl.nasa.
gov/pipermail/igsmail, and analysis conventions are stored at www.iers.org/IERS/
EN/Publications/TechnicalNotes/tn36.html.

12.6.3  PPP

As described in Section 12.4, due to the required initial position solution conver-
gence period of a few tens of minutes in PPP, the technique has a specific user 
base for real-time positioning and navigation, and postprocessed positioning. At 
the same time, the great advantage of PPP over baseline processing approaches is 
that its corrections are generated from regional or global GNSS reference networks, 
which removes baseline limitations. As a result, PPP has become the ubiquitous 
method of precise positioning and navigation in remote areas of limited economic 
activity that would otherwise spur the development of continuously operating refer-
ence networks. Commercial uses include offshore positioning, precision agriculture, 
geodetic surveying, airborne mapping; and scientific applications include plate tec-
tonics, seismic monitoring, tsunami warning, and precise orbit determination. Note 
that modern, conventional PPP was initially developed to significantly reduce the 
huge computational burden in the daily operational processing of data from large 
geodetic GNSS networks.

The following sections provide summary listings of current popular PPP ser-
vices in two categories: free Internet-based PPP data processing services and com-
mercial services. Clearly, there is significant research and commercial activity in 
the PPP arena as the technology is still maturing, so the presented material should 
be read with the caution that certainly services may cease operation, be altered, or 
new services may be introduced in the coming years.
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12.6.3.1  Web-Based Services

Web-based services typically consist of a website with, in some cases, a free regis-
tration process. Subscribers submit RINEX-formatted GNSS observation files via 
http or e-mail. The GNSS observations files are processed by the service’s PPP mea-
surement processing engine, and the results then sent back via http or e-mail to 
the client in a range of timescales from near instantaneously to minutes or longer. 
Positioning results are accompanied by a variety of plots, analysis, and statistics, 
depending on the service provider. As PPP research advances, additional functional-
ity can be found in some of these online processing services: dual-frequency GPS, 
single-frequency GPS, static data, kinematic data, additional ionospheric modeling, 
ambiguity resolution, GLONASS data processing, multiconstellation data process-
ing, and nongeodetic receiver data processing. The services can be public, private, 
and academic, each sector with its own objectives and target user constituency. 
Note that other Web-based GNSS data processing services currently exist, but they 
make use of the network baseline rather than PPP processing technique and there-
fore are not listed here. A nonexhaustive list (in alphabetical order by operator) of 
Web-based PPP services is given in Table 12.8.

12.6.3.2  Commercial Services

Numerous commercial PPP services have been introduced over the past almost two 
decades, and a great deal of research and development activity and mergers and 
acquisitions has occurred. Service providers are either GNSS original equipment 
manufacturers (OEM) or precise positioning and navigation service providers from 
particular industrial sectors (e.g., offshore positioning or precision agriculture). 

Table 12.8  Web-Based PPP Services
Web-Based PPP Service Operator

PPP-Wizard Centre National D’Etudes Spatiales

magicGNSS GMV

APPS – The Automatic Precise Position-
ing Service of the Global Differential GPS 
(GDGPS) System

Jet Propulsion Laboratory, California 
Institute of Technology

Canadian Spatial Reference System Precise 
Point Positioning – CSRS-PPP

Natural Resources Canada

GAPS – GPS Analysis and Positioning 
Software

University of New Brunswick

Table 12.9  Commercial PPP Services
Global, Commercial 
Real-Time PPP Service Operator

Starfix Fugro

Atlas Hemisphere GNSS

StarFire NAVCOM

CORRECT NovAtel

CenterPoint RTX Trimble

Apex and Ultra Veripos



784	����������������������������������������������� Differential GNSS and Precise Point Positioning

Services typically consist of multifrequency, multiconstellation geodetic receivers 
and antennas that include communication satellite-based PPP correction reception 
capability, as well as PPP user processing engines. The customer pays for the user 
equipment as well as a subscription to the PPP corrections. Some service provid-
ers maintain their own global reference GNSS networks that are used to generate 
GNSS satellite orbit and clock corrections, and possibly satellite equipment delay 
correction and ionospheric and tropospheric corrections, whereas other service pro-
viders make use of corrections generated by their commercial partners. Most of the 
services offer a variety of global, real-time positioning/navigation products ranging 
from DGPS/DGNSS to baseline and network RTK to different versions of PPP. A 
nonexhaustive list (in alphabetical order by operator) of commercial PPP services 
is given in Table 12.9.
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C H A P T E R  13

Integration of GNSS with Other Sensors 
and Network Assistance

J. Blake Bullock and Mike King

13.1  Overview

In the previous chapters, we have observed that GNSS receivers can be thought 
of as discrete-time position/velocity sensors with sampling intervals of approxi-
mately 1 second. The need to provide continuous navigation between the update 
periods of the GNSS receiver, during periods of shading of the GNSS receiver’s 
antenna, and through periods of interference is the impetus for integrating GNSS 
with various additional sensors. The most popular sensors to integrate with GNSS 
are inertial sensors, but the list also includes dopplerometers (Doppler velocity/
altimeters), altimeters, speedometers, and odometers to name a few. The method 
most widely used for this integration is the Kalman filter, a mathematical estimator 
[1]. A Kalman filter can provide optimal estimates of the instantaneous state of a 
linear system perturbed by Gaussian white noise, and update them in near real time 
or through postprocessing. One of the key attributes of the Kalman filter is that it 
provides a means of inferring information by the use of indirect measurements. It 
does not have to read control variable(s) directly, but it can read an indirect mea-
surement (including associated noise) and estimate the control variable(s). In GNSS 
applications, the control variables as we will see later on in this chapter are posi-
tion, velocity, time, and possible attitude errors. The indirect measurements are the 
GNSS pseudorange (PR) and pseudorange rate (PRR) and/or delta range.

In addition to integration with other sensors, it can also be extremely benefi-
cial to integrate a GNSS sensor within a communications network. For example, 
many cellular handsets now include embedded GNSS engines to locate the user in 
the event of an emergency, or to support a wide variety of location-based services 
(LBS). These handsets are often used indoors or in other areas where the GNSS 
signals are so highly attenuated that demodulation of the GNSS navigation data by 
the handset takes a long time or is not possible. With network-assistance, however, 
it is possible to track weak GNSS signals and quickly determine the location of the 
handset. The network can obtain the requisite GNSS navigation data from other 
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GNSS receivers with clear sky view or other sources. Further, the network can as-
sist the handset in a number of other ways such as the provision of timing and a 
coarse position estimate. Such assistance can greatly increase the sensitivity of the 
GNSS sensor embedded in the handset enabling it to determine position further 
indoors or in other environments where the GNSS signal is highly attenuated.

In military and other applications of GNSS/inertial integration, the inertial 
navigation system (INS) is generally viewed as the primary sensor, providing a 
reference trajectory which is immune to jamming and interference, with GNSS 
providing measurements which can be used to periodically update absolute posi-
tion and reduce error growth. Such integrations are addressed in Section 13.2. 
However, in many commercial systems, this role can be reversed. In such systems, 
a very low cost set of inertial or other sensors or even digital maps can be used to 
augment GNSS (i.e., fill in the coverage gaps as might occur in an urban canyon). 
Such systems are addressed in detail in Section 13.3.

This chapter consists of four major sections beyond this overview. In Section 
13.2, the motivations for GNSS/inertial integration are detailed. Because of the 
importance of the INS in this class of integrations, the discussion begins with a 
review of inertial navigation, including the error behavior of the inertial sensors as 
well as the full INS. The Kalman filter is described, including an example of a typi-
cal Kalman filter implementation. Various classes of GNSS/inertial integrations are 
introduced and discussed.

Section 13.3 addresses sensor integration for land vehicles. The implementa-
tion issues related to a GNSS/inertial integration for land vehicle applications are 
discussed. A description of the sensors, their integration with the Kalman filter, and 
test data taken during field testing of a practical multisensor system are presented.

Section 13.4 discusses methods of enhancing GNSS performance using network 
assistance. This section includes descriptions of network assistance techniques, per-
formance, and emerging standards.

Section 13.5 introduces the topic of extending positioning systems into indoor 
and other areas with GNSS signal blockage using hybrid positioning systems incor-
porating GNSS, low-cost inertial sensors, and various other RF signals available 
on mobile devices.

13.2  GNSS/Inertial Integration

Navigation employing GNSS and inertial sensors is a synergistic relationship. The 
integration of these two types of sensors not only overcomes performance issues 
found in each individual sensor, but also produces a system whose performance 
exceeds that of the individual sensors. GNSS provides bounded accuracy, while 
inertial system accuracy degrades with time. Not only does the GNSS sensor bound 
the navigation errors, but the GNSS sensor can calibrate the inertial sensor. In 
navigation systems, GNSS receiver performance issues include susceptibility to in-
terference from external sources, time to first fix (i.e., first position solution), inter-
ruption of the satellite signal due to blockage, integrity, and signal reacquisition 
capability. The issues related to inertial sensors are their poor long-term accuracy 
without calibration and their cost.
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This section first discusses in more detail the relative weaknesses of GNSS (Sec-
tion 13.2.1) and inertial sensors (Section 13.2.2) as outlined earlier. Next, an intro-
duction to Kalman filtering is provided (Section 13.2.3), followed by a description 
of a variety of practical GNSS/inertial integrations and their performance features 
(Sections 13.2.4 through 13.2.6). 

13.2.1  GNSS Receiver Performance Issues

One primary concern with using GNSS as a stand-alone source for navigation is sig-
nal interruption. Signal interruption can be caused by shading of the GNSS antenna 
by terrain or manmade structures (e.g., buildings, vehicle structure, and tunnels) 
or by interference from an external source. An example of signal interruption is 
shown in Figure 13.1. Each vertical line in this figure indicates a period of shad-
ing while driving in an urban environment. The periods of shading (i.e., less than 
three-satellite availability) are caused by buildings and are denoted by the black 
lines in the lower portion of Figure 13.1. (This experiment was conducted with 
a GPS-only receiver when five to six GPS satellites above a 5° mask angle were 
available for ranging.) When only three usable satellite signals are available, most 
receivers revert to a two-dimensional navigation mode by utilizing either the last 
known height or a height obtained from an external source. If the number of us-
able satellites is less than three, some receivers have the option of not producing a 
solution or extrapolating the last position and velocity solution forward in what is 

Figure 13.1  Effects of signal blockage on GNSS receiver operation.
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called dead-reckoning (DR) navigation. INSs can be used as a flywheel to provide 
navigation during shading outages. 

The discrete-time nature of the GNSS solution in some equipment is also of 
concern in real-time applications, especially those related to vehicle control. As 
shown in Figure 13.2, if a vehicle’s path changes between updates, the extrapola-
tion of the last GNSS measurement produces an error in the estimated and true 
position. This is particularly true for high-dynamic platforms such as fighter air-
craft. In applications where continuous precision navigation is required, inertial 
sensors can be employed. An alternative solution is the use of a GNSS receiver 
that provides higher-rate measurement outputs. In principle, if phase lock on the 
L-band carrier is maintained, a nearly perfect velocity reference is available internal 
to the GNSS receiver through its carrier phase tracking output, which is main-
tained at a minimum rate of 50 Hz. Such a reference may require a customization 
of the receiver’s output, and the carrier phase would need to be corrected for the 
rollover associated with wavelength transitions (i.e., exceeding 360°). The GNSS 
delta range measurement, discussed as a Kalman filter input later in this chapter, is 
constructed from a carrier phase difference.

In addition to providing navigation continuity during short GNSS shading out-
ages and between GNSS sensor position outputs, an INS, when calibrated using 
a Kalman filter (see Section 13.2.3), can be used to improve the GNSS receiver 
performance in two other ways. First, the information that is maintained by the 
integration filter can be used to reduce the time to reacquire GNSS signals that have 
been lost through interference or obscuration; and second, the integration filter 
can be used to aid the receiver’s tracking loops, extending the thresholds for signal 
tracking. Both techniques have been used since the very first GPS sets were de-
signed [2]. The first enhancement, often referred to as prepositioning, computes an 
a priori estimate of a signal’s code phase and Doppler using the integration filter’s 
estimates of position and velocity, and time and frequency error. If the combined 
position and timing errors are less than one-half a chip [e.g., roughly 150m for the 
GPS C/A code, and 15m for the GPS P(Y) code], then nearly instantaneous reacqui-
sition of a lost signal is possible, since the prepositioning limits the tracking error to 
the linear range of the loop’s error detector (see Section 8.7). Similarly, Doppler on 
the signal to be reacquired can be predicted from the integration filter’s estimates 

Figure 13.2  Extrapolation of a GNSS navigation solution in a dynamic environment.
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of velocity and signal frequency, and if those estimates are within the linear range 
of the frequency error detector (see Section 8.6.1.3), nearly instantaneous signal ac-
quisition may be possible. For example, if using an arctangent error detector with 
a 5-ms predetection integration interval (PDI), the combined frequency error can 
be as large as 50 Hz (see Section 8.6.1.3), which translates to a velocity accuracy of 
10 m/s, which is readily achievable using a navigation grade inertial measurement 
unit (IMU), and potentially achievable with tactical grades [3]. Generally speaking, 
if the navigation filter is a robust design (i.e., its covariance matrix is consistent 
with the error in its navigation solution), then the uncertainty associated with the 
predicted code phase and Doppler can be determined from the filter’s covariance 
matrix. For example, if P4 represents the 4 × 4 partition of the filter’s covariance 
matrix corresponding to position and time error, then the error variance associated 
with a predicted code phase can be computed using:

	 2
cpσ = T

4h P h 	 (13.1)

In (13.1), h is the filter’s measurement gradient vector to the satellite of inter-
est, comprised of the line-of-sight (LOS) unit vector to the satellite of interest (first 
three elements) and the unity sensitivity of the user’s clock phase error (fourth ele-
ment). Generally, the elements of the covariance matrix P4 in (13.1) are expressed 
in units of m2. In this case, the code phase error variance 2

cpσ  will also be expressed 
in m2. Given the error variance predicted by (13.1), suitable search ranges can be 
determined about the predicted code phase. Often, the search region is selected as 
three sigma, corresponding to 3σcp. This ensures a high probability (roughly 99% 
under a jointly Gaussian assumption for the probability distribution) that the sig-
nal is within the selected search region. Figure 13.3 illustrates the two-dimensional 
nature of the search region for a code phase and frequency search. For the select-
ed example, which corresponds to a relatively strong GPS P(Y) signal (42 dB-Hz 
carrier-to-noise ratio), prepositioning information has limited the search region to 

Figure 13.3  Prepositioning supports the acquisition/reacquisition process.
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a 1 kHz Doppler uncertainty (which corresponds to roughly 40 frequency bins as 
illustrated) and a 200-m code uncertainty (corresponding to roughly 15 half-chips 
as illustrated). These uncertainty regions are symmetric about the expected code 
phase and Doppler, which corresponds to the center of the search space in the 
figure. The signal location in the search space is clearly visible, offset relative to its 
expected location, but nonetheless within the established region. 

Prepositioning, as just described, offers the potential for drastically reducing 
the search space by collapsing both dimensions. If the number of cells remaining 
(i.e., subsets of the two-dimensional search region one-half chip by the chosen 
Doppler bin size) are less than or equal to the available number of receiver cor-
relators, then parallel searching can be performed to reacquire the signal. This 
technique can also be used for initial acquisition of the GNSS signals using an INS 
that has been calibrated by other means.

As mentioned earlier in this section, the use of INS velocity outputs, corrected 
by the Kalman filter, can be used to extend signal tracking in adverse signal condi-
tions. Fundamentally, any tracking loop performs three functions: attenuation of 
the noise in the observables that are passed to the Kalman filter; tracking of the 
dynamics of the host vehicle in which the receiver is installed; and finally, tracking 
of the dynamics of the receiver’s oscillator. Use of INS aiding effectively removes 
the second requirement, enabling significant reduction of the tracking loop band-
widths, thus enabling tracking at lower signal-to-noise ratios. It is, in general, the 
requirement to track the dynamics of the receiver’s oscillator that sets a floor on the 
bandwidth reduction and track extension. As discussed in Section 13.2.8, tracking 
loop aiding can be performed for both code and carrier tracking. The ability to ex-
tend code track can reach J/S levels approaching 75 dB, when used in combination 
with data aiding, with a higher quality IMU (e.g., high-end tactical grade) and a 
higher-quality reference oscillator within the GNSS receiver [4, 5].

An area of concern in the use of GNSS, especially in commercial aircraft ap-
plications, is integrity (see Section 11.4). An anomalous GNSS satellite signal most 
likely will result in the calculation of an erroneous position. The use of inertial 
components allows the GNSS pseudorange measurement to be compared against 
statistical limits (typically 3-sigma deviation) and reject those measurements that 
are beyond the limits. The components of the INS (i.e., gyros and accelerometers) 
can fail as well. Historically, the use of redundant INS or gyros and/or accelerom-
eters has been used to increase reliability. 

13.2.2  Review of Inertial Navigation Systems

13.2.2.1  Classes of Inertial Systems 

Before addressing the sensors utilized in all inertial systems, a few remarks about 
the distinction between the two essential classes of inertial systems are needed. INSs 
can be broadly classified as either gimbaled or strapdown [6, 7]. The basic distinc-
tion between the two lies in the method by which the coordinate frame utilized for 
navigation is maintained: in gimbaled systems, the frame is mechanized physically 
by preserving a platform which is generally either the navigation frame itself or a 
frame related to the navigation frame by a known transformation (e.g., the azimuth 
in a wander azimuth mechanization of a gimbaled system). The platform is usually 
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kept local-level (i.e., level with respect to the horizon), where the accelerometers 
are able to directly sense the horizontal components of host vehicle acceleration. 
However, use of a space-stable gimbaled orientation (e.g., as was used for the Space 
Shuttle’s inertial system) is an example of a gimbaled system which is not locally 
level. To summarize, in a gimbaled inertial system, the sensors are maintained in 
a preferred orientation, and generally isolated from the vehicle’s changes in atti-
tude. In a strapdown mechanization, on the other hand, the instruments are fixed 
in the vehicle (e.g., along the nose of an aircraft, out the left wing, and with third 
axis completing the set). The navigation frame is maintained mathematically, not 
physically, by the calculation of a transformation between the vehicle’s body frame 
(where the instruments reside) and the navigation frame: this transformation is 
most commonly referred to as a direction cosine matrix, but its mechanization is 
usually as a quaternion or rotation vector [6, 7] for improved efficiency.

The relative advantages and disadvantages of the two types of systems are 
fairly well known. The gimbaled systems tend to be more expensive, owing to 
the additional hardware required for maintaining the physical platform, while the 
computational requirements for the strapdown system (largely for maintenance of 
the direction cosine matrix) are higher. Historically speaking, gimbaled systems 
were used almost exclusively decades ago in navigation systems where accuracy 
was a significant driver, while strapdown systems were relegated to applications 
with very short flight times (e.g., a missile interceptor problem). However, advanc-
es in microprocessor and inertial sensor technology have changed this trend, mak-
ing strapdown inertial systems the selection in most applications. Microprocessor 
improvements have made the high-rate computation of the direction cosine matrix 
relatively easy, and the advent of optical gyros (i.e., ring-laser and fiber optic) have 
produced designs without the significant acceleration sensitivity of their mechani-
cal counterparts. This is quite important since the strapdown sensors see the full 
vehicle dynamics, which leads to additional errors relative to their gimbaled coun-
terparts in high dynamic applications. Strapdown inertial navigation systems will 
be the focus of the remainder of the discussion of inertial navigation, as it has the 
widest use in GNSS/INS systems. Consult [7] for a more thorough treatment of 
strapdown navigation.

13.2.2.2  Inertial Navigation System Sensors

Returning now to the inertial sensors, there are two types, gyroscopes and acceler-
ometers. The output of a gyroscope is a signal proportional to angular movement 
about its input axis (∆θ) and the output of an accelerometer is a signal proportional 
to the change in velocity sensed along its input axis (∆ν). Both gyroscopes and ac-
celerometers can also be designed to sense more than one axis of angular velocity 
or acceleration: each can therefore be referred to as either Single Degree of Freedom 
(SDOF) or Two Degree of Freedom (TDOF) sensors. A three-axis IMU would then 
require three SDOF gyroscopes and three SDOF accelerometers to determine posi-
tion and velocity in three dimensions.

Errors in the gyro sensed inertial angular velocity can generally be expressed 
by (13.2), which summarizes the impact of misalignments, scale factor error, bias, 
and acceleration sensitivity:
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	 gyr gyr= M + b + Gadv v 	 (13.2)

where dv is the three-dimensional angular velocity error vector; v is the three-
dimensional angular velocity vector; bgyr is the three-dimensional gyro bias; a is the 
three-dimensional vector of accelerations in sensor axes; Mgyr is a matrix of gyro 
scale factor errors and misalignments; and G is a matrix of acceleration sensitive 
error effects. 

The diagonal elements of Mgyr represent the scale factor errors, while the off-
diagonal elements represent misalignments. The misalignments are composed of 
the misalignments of each of the individual sensors relative to the IMU case and 
the misalignments of the case installed on its host vehicle. The sensor axis mis-
alignments are generally controlled and specified by the vendor and represent six 
uncorrelated error components. The installation misalignments can be represented 
as three orthogonal rotations and often are much larger than the internal misalign-
ments of the sensors relative to the case. Scale factor asymmetry can be significant 
and warrant inclusion in any high fidelity model: asymmetry models are generally 
sensor specific and can be proportional to the absolute value of angular velocity 
for some designs or proportional to angular velocity squared for other designs. The 
gyro bias components may be represented as bounded, time-correlated random 
processes with a defined correlation time (i.e., a Markov process) or an initial bias 
level driven by white noise (i.e., a random walk), or a bias level driven by a second 
bias component (i.e., a random ramp). There also are temperature sensitivities of 
each of these error sources which are generally compensated by the vendor to error 
levels which are not significant. Additional sources of error that can be significant 
include g2 sensitivity (an error term which is proportional to products of accelera-
tions across axes), vibration rectification error (a bias component proportional to 
vibration), anisoinertial effects proportional to products of angular velocity com-
ponents across axes, and angular acceleration sensitivities.

Errors in the accelerometer sensed specific force can be summarized by (13.3), 
which summarizes the impact of misalignment and scale factor error and bias:

	 acc accd = +f M f b 	 (13.3)

where df is the three-dimensional specific force error vector; f is the three-dimen-
sional specific force vector; bacc is the three-dimensional accelerometer bias; and 
Macc is a matrix of accelerometer scale factor errors and misalignments. 

Note the use of specific force, in place of acceleration, since the sensor cannot 
separate inertial and gravitational acceleration components. The diagonal elements 
of Macc represent the scale factor errors, while its off-diagonal elements represent 
misalignments. The misalignments are comprised of the misalignments of each of 
the individual sensors relative to the IMU case and the misalignments of the case 
installed on its host vehicle. The sensor axis misalignments are generally controlled 
and specified by the vendor and represent six uncorrelated error components. The 
installation misalignments can be represented as three orthogonal rotations and 
often are much larger than the internal misalignments of the sensors relative to 
the case. Scale factor asymmetry can be significant and warrant inclusion in any 
high fidelity model: asymmetry models are generally sensor specific, proportional 
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to the absolute value of specific force for some designs, or proportional to specific 
force squared for other designs. The accelerometer bias components may be rep-
resented as bounded, time-correlated random processes with a defined correlation 
time (i.e., a Markov process) or an initial bias level driven by white noise (i.e., a 
random walk), or a bias level driven by a second bias component (i.e., a random 
ramp). There also are temperature sensitivities of each of these error sources which 
are generally compensated by the vendor to error levels which are not significant. 
Additional sources of error which can be significant include g2 sensitivity (an er-
ror term which is proportional to products of accelerations across axes), vibration 
rectification error (a bias component proportional to vibration), angular velocity 
cross-product effects scaled by error offsets of each sensitive element relative to 
the instrument center, and angular acceleration sensitivities, again scaled by error 
offsets of the sensitive element.

The upper curves of Figure 13.4 show the performance of three classes of in-
ertial sensors. (Note that CEP is an indicator of delivery accuracy. It is the radius 
of a circle in which 50% of the projectiles are expected to fall within the given ra-
dius. See Section 11.2.3.) When these systems are integrated with GNSS, the lower 
curve dictates the performance of the integrated GNSS/inertial (GNSSI) system. 
Therefore, during operation of a navigation system when both GNSS and inertial 
components are operational, the inertial navigation errors are bounded by the ac-
curacy of the GNSS solution.

One significant contribution the GNSS receiver makes to the operation of the 
inertial subsystem is the calibration of the inertial sensors (see Figure 13.5). (Note 
that MRE is another indicator of delivery accuracy. Mean radial error is the mean 
of the miss distance of all projectiles.) Inertial instruments are specified to meet a 
turn-on to turn-on drift requirement. (Each time a gyro is powered up, its initial 
drift rate differs.) The major errors are gyro and accelerometer bias, which are typi-
cally six of the states within an inertial or GNSSI Kalman filter, which is discussed 
later in the section. 

Figure 13.4  Comparison of navigation accuracies.
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13.2.2.3  Inertial Navigation System Error Behavior

Inertial navigation systems can be further classified as tactical, navigation, or stra-
tegic grades, as summarized in [3]. Levels of gyro and accelerometer bias and scale 
factor error levels can be used to distinguish the grade: for the tactical grade, gyro 
bias levels generally exceed 1°/hr, and can reach more than 1,500°/hr for commer-
cial designs, while scale factor errors generally exceed 100 PPM and can reach more 
than 1000 PPM. For navigation grades, gyro bias levels generally exceed 0.001°/
hr, and can reach 1°/hr, while scale factor errors generally exceed 10 PPM and can 
reach more than 100 PPM. Finally, the expected gyro performance for strategic 
grades is better than their navigation-grade counterparts. For the tactical grade, ac-
celerometer bias levels generally exceed 1 mg, and can reach more than 10 mg for 
commercial applications, while scale factor errors generally exceed 100 PPM and 
can reach more than 1000 PPM. For navigation grades, accelerometer bias levels 
generally exceed 1 μg, and can exceed 100 μg, while scale factor errors generally ex-
ceed 1 PPM and can reach more than 10 PPM. Finally, the expected accelerometer 
performance for strategic grades is better than their navigation-grade counterparts.

INS error performance has traditionally been characterized using a nautical 
mile per hour rating. Navigation-grade INS are expected to be in the neighborhood 
of 1 nm/hr, with corresponding levels at 0.02 and 20 nm/hr for strategic and tacti-
cal grades, respectively. While such ratings have merit for an INS operating alone, 
they are generally not useful when characterizing integrated GNSS performance. 
The traditional nautical mile per hour rating corresponds to the position error drift 
corresponding to the effective level axis gyro bias levels; for example, a 1°/hr ef-
fective “east” gyro bias produces a Schuler oscillation (84-minute period INS error 
dynamic reviewed later in this section) about a bias level in the north component 
of INS velocity error. This bias level is the gyro bias, converted to radians per hour, 
scaled by the radius of the Earth, which produces the ramp in position error over 

Figure 13.5  Inertial navigation before and after GNSS calibration.
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time periods on the order of hours (longer-term INS error dynamics give rise to er-
ror effects with roughly a 24-hour period, which reduces the longer-term effective 
position drift rate). A 1-nm/hr rating corresponds roughly to a gyro bias of 0.016°/
hr [3], which matches the scaling by the Earth radius. GNSS outages are generally 
not hours in duration, and the short-term error propagation of an INS can exceed 
that implied by the nautical mile per hour rating, as discussed later in this section. 

13.2.2.4  Inertial Navigation System Error Dynamics

INS error dynamics have been analyzed for decades, and many textbooks have been 
dedicated to the subject [8–10]. The treatment herein will therefore simply review 
the inherent error dynamics without deriving them. All derivations rely upon a 
fundamental assumption that the INS attitude errors are sufficiently small such 
that they can be treated as three-dimensional vectors and that sines of attitude er-
ror components can be replaced by the attitude error in radians, while their cosines 
can be replaced by unity. The error dynamics can then be placed in the following 
general form:

	 d dt = +x Fx b 	 (13.4)

where dx/dt represents the time rate of change of the error vector x; x is a nine-
dimensional vector that represents three components of INS position error, fol-
lowed by three components of INS velocity error, followed by three components of 
INS attitude error; F is a nine-by-nine matrix which expresses the (unforced) error 
dynamics of the INS; and b is a nine-dimensional forcing function which represents 
the effects of gyro and accelerometer error (including gravity modeling error).

In representing (13.4), the error vector x will be expressed in a navigation 
frame, denoted by the superscript N. This frame could be selected as a number of 
local-level frames (see Section 2.2.3), for example, East North Up (ENU), North 
East Down (NED), or a frame in which the local level frame is not fixed in its 
azimuth direction (e.g., wander azimuth or free azimuth coordinates [7]). Alter-
natively, because of the emphasis on GNSS integration, an Earth Centered Earth 
Fixed (ECEF) frame (see Section 2.2.2) is frequently selected. The GNSS satellite 
position and velocity calculations are optimized for an ECEF frame, and so there 
are computational savings associated with representing the INS error dynamics in 
this frame. This frame will be the basis of the more detailed equations that follow. 
Returning to (13.4), the dynamics matrix F will dictate how initial position, veloc-
ity, and attitude errors propagate over time, and so enables determination of the 
frequency content of the underlying error dynamics (i.e., Schuler and Earth rate 
dynamics referenced above) and the instability associated with the vertical channel, 
to be addressed later. The forcing vector b has the following form in a navigation 
frame:

	
NT T T T

v ϕ
 =  b 0 b b 	 (13.5)

where T denotes vector transpose; 0 denotes a zero vector; bv denotes a vector forc-
ing the velocity error equations; and bj denotes a vector forcing the attitude error 
equations.
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Because gyro and accelerometer errors live in the Sensor (S) frame in a strap-
down mechanization, bv and bj can be expressed in the following form:

	 N
v N Sd d= +b C f g 	 (13.6)

	 N Sϕ =b C dv 	 (13.7)

where NCS = NCBBCS, and NCS denotes the direction cosine matrix from the S (sen-
sor) frame to the N (navigation) frame; BCS denotes the fixed transformation be-
tween B (body) and sensor frames; and dgN represents gravity modeling error, best 
represented in the N frame.

Before presenting the general form of the F matrix and reviewing what it re-
veals about the frequency content of the underlying INS error dynamics, it is worth 
noting that even gyro and accelerometer biases which are relatively constant can 
produce time-varying error effects in the navigation frame as the orientation be-
tween body and navigation frames changes (i.e., the modulating effect of the di-
rection cosine matrix NCB). The general form for F matrix, again with the naviga-
tion error vector represented in a navigation frame, is most easily represented and 
understood in terms of its nine 3 × 3 partitions, given by the following equations:

	

[ ] [ ]
[ ]

[ ] [ ]
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= = =

= = =
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F F F F F f

F F F F
	 (13.8)

where [0] represents a 3 × 3 matrix of zeroes; I represents the 3 × 3 identity matrix; 
and [fX] represents the 3 × 3 skew symmetric matrix constructed using the compo-
nents of the specific force vector.

Before presenting the equations for the remaining partitions of F, two com-
ments are worth making: first, the F12 partition implies that the INS ECEF position 
frame components are simply driven by the corresponding INS ECEF velocity error 
components, a simplification resulting from the use of ECEF coordinates (the F11 
partition is nonzero for local level frame coordinate options). Second, the F23 parti-
tion, which couples the INS attitude error into the rate of change of INS velocity 
error, is largely what enables calibration of the gyro biases through processing of 
GNSS range rate information. Here, unfortunately, the use of ECEF coordinates 
obscures the message about the underlying error dynamics: if expressed in a local 
level frame, it becomes clear that gravitational acceleration alone enables estima-
tion of the attitude errors about local axes, while some kind of maneuver in a 
horizontal plane is necessary to observe heading error. Such sensitivities are not as 
apparent when using an ECEF representation.

The Fvv partition represents a Coriolis coupling between the velocity compo-
nents related to the rotational rate between ECEF and inertial frames:

	 [ ]vv = ΩF x 	 (13.9)
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where Ω is the vector representing earth rate in an ECEF frame.
The Fvp partition represents the impact which INS position error has upon the 

gravity modeling error component of acceleration error, and gives rise to the verti-
cal channel instability, producing an exponentially divergent altitude error in all 
inertial navigators using a gravity model with an altitude dependence. Stated an 
alternate way, the employed gravity model is used to correct the vertical accelera-
tion component of the transformed accelerometer outputs. A positive altitude error 
results in a gravity compensation error which is too small, leading to a positive 
vertical acceleration error which, through two integrations, leads to an even greater 
altitude error. 

	 ( ) T
vp 0 e h hg R 3 = − − F I u u 	 (13.10)

where g0 is the gravitational acceleration at zero altitude; Re is the Earth’s equato-
rial radius; and uh denotes a unit vector in the vertical direction expressed in ECEF 
coordinates.

Finally, the Fjj partition of the F matrix also simplifies in the ECEF frame: 

	 [ ]xϕϕ = ΩF 	 (13.11)

The full 9 × 9 F matrix is now complete. Recall it represents the unforced error 
dynamics of the INS: as such, it is of interest to consider its frequency content, as 
referenced earlier. If the INS is nonaccelerating, the Laplace transform of the un-
forced dynamic equation can be used to examine the underlying frequency content 
of the errors [8]:

	 ( ) ( ) ( )s s s s= +X FX W 	 (13.12)

	 ( ) ( ) ( )1
s s s

−= −X I F W 	 (13.13)

where ()−1 denotes matrix inversion.
The determinant of the matrix inverted in (13.13) gives the desired character-

istic equation, which, once factored, indicates the presence of an Earth rate (i.e., 
24-hour period) oscillation, an oscillation at the undamped Schuler frequency ref-
erenced earlier (84-minute period), and a damped Schuler oscillation at a Foucalt 
frequency (Earth rate scaled by the sine of latitude). Noting the frequency content 
of the errors motivates consideration of approximations to the INS error equa-
tions, which leads to useful insights, particularly in understanding error behavior 
over relatively short (i.e., relative to the Schuler dynamics) periods of GNSS loss. 
Consult [7] for a derivation of the “medium-term” and “short-term” approxima-
tions to the INS error dynamics. The short-term dynamics apply to outages of 10 
minutes or less, and lead to the following simplifications of the impact of gyro bias 
and accelerometer bias on INS position error growth:

	 2
accp b t 2d = ∆ 	 (13.14)
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	 3
gyrp gb t 6d = ∆ 	 (13.15)

where bacc and bgyr represent accelerometer and gyro biases, g represents gravita-
tional acceleration, and Δt represents the duration of the GNSS outage.

Equations (13.14) and (13.15) can provide insights into error growth between 
GNSS updates. Note these error effects can greatly exceed the nautical mile per 
hour rating of the INS which characterizes the error behavior over multiple Schuler 
periods: a residual (i.e., uncalibrated) accelerometer bias produces a quadratic po-
sition error growth in the short term, while a residual gyro bias produces a cubic 
error growth. This completes our discussion of INS error dynamics, and the design 
of a Kalman integration filter can now be reviewed in this light.

13.2.3  The Kalman Filter as System Integrator

13.2.3.1  Review of Kalman Filtering

The Kalman filter readily satisfies the requirements for GNSS integration with 
an INS: as was just discussed, the error equations associated with the INS error 
propagation fit into a linear state space model which matches the dynamic model 
assumed by the Kalman filter. Similarly, the periodic GNSS pseudorange and pseu-
dorange rate or delta range measurement updates available from the receiver are 
well represented by the measurement model of the Kalman filter. Before reviewing 
the filter at an equation level, some high-level remarks are appropriate. Under cer-
tain conditions relating to the underlying error dynamics [11], it is an optimal esti-
mator in the sense that it minimizes the mean square error in its state estimates. In 
addition, the Kalman filter is unique among filters in that it carries an estimate of its 
accuracy in the form of a covariance matrix. As will be discussed later, this feature 
permits a level of robustness relative to erroneous measurement updates. However, 
inadequate statistical modeling can significantly degrade filter performance and 
even lead to divergence of the filter, which will also be addressed. 

The Kalman filter algorithm is presented in Figure 13.6. The filter is a math-
ematical algorithm to produce estimates of the state vector x at discrete epochs of 
time (indexed by subscript k) using a vector of noisy measurements z with (possibly 
time-varying) covariance R that is assumed to be available at each epoch. In gen-
eral, the state vector x is the set of variables of interest (e.g., INS errors in some in-
tegrated navigation systems) and x̂ denotes the filter’s estimates of the state vector. 
For INS state vector variables, the filter’s dynamic model follows that of the INS 
error dynamics, as summarized in (13.4). As a minimum, unless the INS linearized 
error dynamics as expressed by (13.4) are approximated (using, e.g., the short-term 
or medium-term representations), a minimum of nine states are required to ad-
equately represent them. Selection of additional states is a function of the desire for 
real-time calibration of the INS when GNSS is available, and the dynamics of the 
host: a hierarchy of possible state selection is reviewed in the next section. Since the 
Kalman filter algorithm necessarily operates in discrete time, the dynamics matrix 
F can be assumed piece-wise constant and well approximated over discrete time 
intervals by the corresponding Φ matrix:
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	 2 2 2 ...t tΦ = + ∆ + ∆ +I F F 	 (13.16)

where I represents the n × n identity matrix; n is the dimension of the state vector; 
and Δt represents the propagation interval.

Depending on the severity of the host’s dynamics, an approximation to Φ of 
first or second order in Δt is generally adequate. As an alternative to including more 
terms in the expansion of Φ, the size of Δt can be reduced, resulting in multiple 
propagation steps of the filter for each measurement update step in Figure 13.6. 

In addition to its use in state propagation, the Φ matrix is used to propagate 
the covariance matrix P, as indicated in Figure 13.6. The covariance matrix, fol-
lowing initialization, tracks the uncertainty of the filter in each of its estimates: for 
example, a value of 4.0 m2 in the first diagonal element of the covariance matrix 
implies that the filter believes it has estimated the x component of position error 
(in an ECEF frame) to 2m, one sigma. In addition to the term that propagates the 
covariance matrix through the modeled INS error dynamics embedded in Φ, the 
discrete process noise (Qd) matrix is added to the propagation equation as a means 
of representing the increase in state uncertainties induced by unmodeled dynam-
ics. The unmodeled dynamics include the effects of error states that have not been 
included in the state vector, in addition to sources of error which are best modeled 
as truly random effects. Random effects generally include the velocity random walk 
associated with each accelerometer and the angle random walk associated with 
each gyro, at least for tactical grade IMUs. Finally, the process noise matrix is used 
to model state dynamic components, which are represented as random variables, 
for example, a gyro bias that is represented as a random walk. Note that the Qd 
matrix represented in Figure 13.6 is the discrete process noise, which can be deter-
mined from its continuous time counterpart in a manner analogous to the relation-
ship between F and Φ:

	 Tdt= Φ Φ∫Q Q 	 (13.17)

Figure 13.6  Kalman filter processing architecture
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where the integral above is over the propagation interval Δt, and Q is the process 
noise covariance that appears in the differential equation describing the covariance 
matrix evolution in time.

In many applications of the Kalman filter in GNSS/INS integration, (13.17) is 
simply but adequately approximated as Qd = QΔt. Finally, the elements of the Q 
matrix are often viewed as tuning parameters in designing the Kalman filter, dis-
cussed further when a specific filter design is reviewed.

As illustrated in the Measurement Update block in Figure 13.6, the filter mea-
surement model includes an H matrix and an R matrix. The H matrix, already 
introduced in the discussion of PDOP (see Section 11.2.1), represents the linear-
ized relationship between the GNSS measurements and the state vector. As such, it 
includes the unit LOS vector between the estimated host and satellite positions and 
the sensitivities to any other modeled states associated with GNSS. As a minimum, 
those states include the time and frequency errors associated with the GNSS re-
ceiver oscillator. For the GNSS PR measurement, the unit LOS vector represents the 
observability of position error, and the oscillator’s time offset from GNSS system 
time is directly observed, as indicated here:

	
T

i i ...1 0 =  h u 	 (13.18)

where hi represents the ith row of H for the PR measurement, corresponding to 
the ith satellite in code track, ui is the unit vector referenced above expressed in an 
ECEF frame, and 1 represents the clock time error observability.

Note that, for numerical stability considerations, the timing error of the GNSS 
clock is best represented in meters to avoid the use of the speed of light in H, which 
would produce a dynamic range of eight orders of magnitude. Also note that the 
clock time and frequency error are assumed to be the last two states modeled by 
the filter in (13.18) and (13.19).

For the GNSS PRR or Doppler measurement, the unit LOS vector represents 
the observability of velocity error, and the oscillator’s frequency offset from the 
frequency standard maintained by each GNSS control segment is directly observed, 
as in (13.19):

	
T T

i i ...0 1 =  h 0 u 	 (13.19)

where 0 represents a three-dimensional vector of zero elements, hi represents the ith 
row of H for the PRR measurement, corresponding to the ith satellite in at least fre-
quency track, and 1 represents the frequency error observability in meters/second.

Inclusion of additional states is discussed later when a typical filter design is 
presented, as are the treatment options for the GNSS delta range measurement. The 
measurement error covariance matrix is denoted as R and models the measurement 
error. The Kalman filter assumes that the measurement error characterized by R 
is white in its update equations (i.e., z is completely uncorrelated from sample to 
sample). Such an assumption is rarely the case in dealing with GNSS: even nearly 
white measurement noise, which is incident upon the GNSS receiver antenna, is 
bandlimited in the front end and then further correlated by the finite bandwidth 
of the tracking loop. Nonetheless, there is generally a component of the assumed 
measurement error variance assigned to each measurement which is a function of 
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the estimated C/N0, which is assumed to be white. Given a measurement update 
rate of once per second, this implies tracking bandwidths which are a fraction 
of 1 Hz, generally a good assumption for carrier tracking (producing the PRR 
measurements), but often violated for code tracking (producing the PR measure-
ments). Other components which contribute to the measurement error variance 
often dominate the noise component and include uncompensated ionospheric and 
tropospheric delay, residual satellite position and timing error, and multipath ef-
fects. These error components tend to be near bias-like, with time constants that 
persist over multiple updates of the filter, and so do not behave like white noise. 
These error components therefore deserve special attention and will be addressed 
when specific Kalman filter designs are reviewed. 

The measurement vector z that appears in the measurement update step repre-
sents a linearization of the measurements available from the receiver. In the case of 
the PR measurement, a prior estimate of the range to each satellite is required for 
the linearization:

	 m
i i iz PR R= − 	 (13.20) 

where m
iPR  denotes the measured PR, and Ri denotes the estimated range that is 

required for linearization.
Such a range estimate is typically determined from the inertial position (prefer-

ably corrected by the prior history of GNSS measurements) and the satellite ephem-
eris. Generally speaking, position errors approaching a kilometer are acceptable 
for linearization, which should be satisfied except for very long periods of inertial 
growth prior to GNSS acquisition or very long outages following initial conver-
gence. Note that it is not necessary to subtract the current estimate of the timing 
error in the GNSS oscillator in (13.20), as it enters the equation linearly.

The measurement vector z corresponding to the PRR measurement is more 
nearly linear:

	 ( )T
i si

m
i iz PRR= − −u v v 	 (13.21)

where v is the current best estimate of velocity and vsi is the satellite’s velocity for 
the PRR of interest.

Given the preferred ECEF frame mechanization of the GNSSI navigator, v and 
vsi are best represented in an ECEF, as the unit LOS vector must be. Note that the 
velocity error enters (13.21) linearly. Nonlinear effects in forming the measurement 
z arise from the product of position error (as it impacts the LOS vector calculation) 
and velocity error and are generally only significant for situations of very large er-
ror levels for each (i.e., nearly a km and several meters per second, respectively). 
The PRR measurement is available from the receiver when in either frequency or 
phase track, so is more robust than the more accurate delta range measurement, 
discussed later. 

Before leaving this Kalman filter review, the general issue of filter robustness 
needs addressing: as indicated in the Measurement update block of Figure 13.6, 
each vector of measurements processed by the Kalman filter is first adjusted by 
subtracting the filter’s expected value for this vector –ˆ( )k kH x . This difference is com-
monly referred to as the measurement residual or innovation sequence, and its 
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relative magnitude can be used to make judgements about the robustness of the fil-
ter’s measurement model. Many filter designs will compare the magnitude of the re-
sidual with its expected variance (given by HTPH + R) [11]. Should the residual be 
excessively large with respect to its expected variance, one or more of the current 
measurements can be rejected, or at least deweighted since it is highly unlikely that 
it the residual can be induced by the measurement error (as modeled by the filter). 
While such a test is well motivated, its blind application can lead to divergence of 
the filter. In general, a residual that is excessive in a statistical sense can imply that 
either the measurement or the propagated solution is inconsistent with the model 
assumed by the filter: in the case of an erroneous propagated solution, rejection of 
GNSS measurements is removing the only means the filter has to correct the (exces-
sive) error in its propagated solution. There is no uniformly applicable approach to 
solving the problem of distinguishing whether the measurement or the propagated 
solution is in error: however, an understanding of the possible failure mechanism 
signatures can lead to an effective strategy. In the case of GNSS, an erroneous mea-
surement could be caused by a failure to declare loss of track in an environment 
of low signal-to-noise ratio or an excessive multipath condition. Such error condi-
tions should not persist indefinitely. Errors associated with the propagated solution 
could correspond to excessive error conditions associated with the IMU (e.g., an 
excessive scale factor or bias) or the GNSS receiver oscillator (e.g., a micro-jump 
in the reference frequency). Such error conditions produce errors in the propagated 
solution that will persist until the GNSS measurements remove them and are not 
associated with a specific satellite. Thus, a strategy is suggested for discriminating 
between “failures” associated with the propagated solution and the GNSS mea-
surements: successive, multiple excessive residual magnitudes across many satel-
lites would be indicative of IMU or clock errors, while single, momentary rejections 
isolated to fewer satellites should lead to measurement edits. Certainly, significant 
tuning of the filter thresholds in these situations is required for best performance. 
In the situations where the propagated solution is suspect, a reset of position and 
velocity to a GNSS-only solution is often the best strategy. Simultaneously with 
this reset, the error estimates associated with the IMU errors are sometimes reset to 
zero, and/or their error variances boosted to uncalibrated levels to force the filter to 
recompute them as dictated by the future GNSS measurement history. 

13.2.3.2  Hierarchy of Kalman Filter Designs

Given the preceding general discussion of GNSS/INS filter design issues, a specific 
design can now be reviewed in greater detail: prior to this, the general hierarchy of 
designs is reviewed in Table 13.1. Certainly, this cannot include all filter designs, 
but represents those which have been used in different applications of GPS/INS in-
tegration over the last several decades. GNSS/INS designs are similar, but to process 
multiple constellations may include additional states, for example, for GNSS system 
time differences (see Section 11.2.5). It should be noted at the outset that the classes 
of applications identified in the table are qualitative (e.g., there are not precise 
boundaries between low to moderate dynamics and high dynamics). That transition 
is determined as much by the type of maneuvers as their magnitude (i.e., a relatively 
slower maneuver may enable estimation of scale factors and misalignments associ-
ated with the instruments). Similarly, the GPS Anti-Jam (AJ) Application is largely 
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a function of the relative criticality, which receiver aiding plays in the AJ solution. 
For example, designs that incorporate a control reception pattern antenna (CRPA) 
(see Section 13.2.7) to steer electronic nulls in the direction of jamming sources may 
come close to satisfying an AJ requirement without significant attention being given 
to receiver aiding (see Section 13.2.8). 

The 17-state filter is perhaps most often used for GPS/INS integrations. It pro-
vides a level of IMU calibration, as gyro and accelerometer biases are included as 
filter states. Only two GPS states are part of the design, corresponding to the time 
and frequency error associated with the GPS receiver oscillator. Because of its fairly 
wide use, it is selected as an example for a more detailed description in the next 
sections. When higher dynamics of the platform are expected, additional states can 
be added to represent the IMU scale factor errors (a total of six states, bringing the 
total to 23), as well as the installation (orthogonal) misalignments, adding another 
six states, bringing the total to 29. Further, for applications using nonoptical (i.e., 
ring laser or fiber optic) gyro technology, three additional states can be added to 
represent the gyro g-sensitivities, bringing the total to 32.

For high AJ applications where the advantages associated with receiver aiding 
are prominent, additional states can offer advantages; included among these are a 
clock frequency rate and three frequency g-sensitivities, bringing the total to 36. 
Finally, for best aiding performance, the latency error associated with the INS aid-
ing can be estimated, as well as any error associated with the lever arm between 
the IMU and phase center of the GPS antenna assembly, bringing the total to forty. 
Additional states can be added beyond these; for example, in supersonic and hyper-
sonic applications, the error coefficients associated with products of specific force 
components can be significant (three additional states). For GPS integrations where 
only a single frequency is available and differential correction data is not available, 
bias states associated with residual ionospheric delay can be introduced (the num-
ber of additional states correspond to the number of parallel tracking channels in 
the receiver, but could be up to 12).

13.2.4  GNSSI Integration Methods

One approach to GNSS/INS integration, referred to as loosely coupled, is gener-
ally used when raw measurement data is not available from the GNSS receiver. An 
approach which makes use of the raw measurement data has been the focus of the 
treatment to this point and is preferred to the loosely coupled approach. When 
loosely coupled, the GNSS receiver will output its position and velocity solution. 

Table 13.1  Hierarchy of GPS/INS Kalman Filter Designs
State Size 
Ranges Description Application

17 Minimal GPS, IMU bias calibration Minimal GPS outages, Low 
to moderate dynamics

23 to 32 Improved INS calibration, IMU 
scale factors, IMU misalignments, 
Gyro G-sensitivities

High dynamics

36 to 44 Improved GPS clock model, aiding 
error estimation 

GPS low signal application, 
high dynamics
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Such a solution could be obtained using a Kalman filter within the GNSS receiver 
(which could also make use of inertial information), as indicated in Figure 13.7, or 
preferably through the use of least squares (LS) or weighted least squares (WLS) for 
ease of external integration with the INS. If the receiver outputs to the external Kal-
man integration filter have already been filtered by its internal Kalman filter, time 
correlations are introduced into the position and velocity solutions that are passed 
out, which, for best operation, should be modeled by the external Kalman filter. 
These correlations are removed if an LS or WLS solution is output; however, the 
components of position and velocity error are nonetheless correlated by the satellite 
geometry. More rigorous treatments of these correlation issues are beyond the scope 
of this introductory discussion and are dealt with elsewhere [12]. 

Returning to Figure 13.7, a loosely coupled architecture is illustrated that in-
cludes an IMU, a navigation processor that contains an external Kalman filter, and 
a strapdown navigation algorithm. The navigation processor, as shown in Figure 
13.7, accepts the GNSS position and velocity from the GNSS receiver, and Δθ and 
Δν from the inertial unit. 

Although used in many early applications, the potential for the two separate 
Kalman filters requires special attention: as a minimum, the second filter must be 
retuned to the presence of correlated errors in its measurements. Mission scenarios 
for this configuration must be thoroughly simulated to ensure the best performance 
of the retuned filter.

Today, most GNSSI systems are tightly integrated, as shown in Figure 13.8. 
This configuration is also referred to as tightly coupled. In tightly integrated sys-
tems, the Kalman filter in the GNSS receiver is eliminated or bypassed and PR and 
PRR or delta range data from the GNSS channel processor is sent directly to the 
navigation processor. In this configuration, unmodeled errors resulting from the 
GNSS receiver’s Kalman filter are eliminated and the system designer is allowed to 
set gains as a function of the GNSS error characteristics. 

In the tight integration of a GNSSI system, as in most inertial systems, the Kal-
man filter estimates the error in the strapdown navigator and uses the estimated 
error state vector x to correct the output of the navigation equations, as shown 

Figure 13.7  Loosely coupled GNSSI system.
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in Figure 13.8. Also typical in the tight integration of a GNSSI, especially in ap-
plications where AJ enhancement of the GNSS receiver is needed, is some form of 
tracking loop aiding. This subject deserves special attention, and is addressed in 
Section 13.2.8, after the performance potential associated with adaptive arrays is 
discussed.

13.2.5  Typical GPS/INS Kalman Filter Design

Given the preceding, more general discussions of Kalman filter design for GPS/
INS integration as a background, the specifics of a particular design can now be 
reviewed in detail. The 17-state option identified in Table 13.1 is selected for the 
review.

13.2.5.1  Filter Dynamic Model

The filter’s dynamic model begins with the (9 × 9) F matrix specified in (13.8) 
through (13.11). The next six states correspond to the accelerometer and gyro bias 
states, respectively, bringing the total to 15, and the last two states represent the 
receiver oscillator’s time and frequency error. Three additional nonzero partitions 
need to be added to the new 17 × 17 F matrix to represent the dynamics of the 
added states. The following partitions are needed: the velocity errors are driven by 
the accelerometer biases, producing the Fva partition:

	 va E S=F C 	 (13.22)

where ECS represents the direction cosine matrix between ECEF and Sensor frames. 
The transformation into the sensor frame is necessary since the accelerometer 

biases are defined in the Sensor frame. The attitude errors are driven by the gyro 
biases as described by the Fjw partition:

	 E Sϕω =F C 	 (13.23)

Figure 13.8  Tightly coupled GNSSI system.
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Finally, the last new partition represents the oscillator’s frequency error driving its 
time error, producing a unity value for that element in F (i.e., the seventeenth col-
umn in row 16).

Calculation of the state transition matrix from the F matrix is straightforward, 
with the only issues being the rate at which the propagation needs to occur, and the 
order of the expansion as in (13.16). Note that these two issues are not indepen-
dent, as pointed out previously; use of smaller value for the propagation step im-
proves the accuracy associated with a first-order expansion of the state transition 
matrix. Since a relatively low dynamic application is targeted by this filter design, 
a first-order expansion using a 1-second propagation interval should be adequate. 
The only potential issues that should be confirmed via simulation relate to how 
quickly some of the elements of F could change over 1 second, notably the specific 
force vector elements and the direction cosine matrix between ECEF and Sensor 
frames. The rate of change of the specific force is limited by the maximum jerk 
which the host can achieve, which are expected to be low for the applications best 
suited by this filter design, as should the maximum attitude rates that determine the 
validity of the piece-wise constant ECS. Should either of these implicit assumptions 
appear questionable, a higher rate for the propagation interval may be appropriate. 
Alternatively, the filter’s process noise covariance matrix could include increments 
which adjust for approximations in the state transition matrix. Such increments are 
discussed in the next section. 

Process Noise Covariance Matrix Selection
As discussed previously, when the filter’s covariance propagation was reviewed, 
proper selection of the process noise variances can be critical to achieving best 
performance of the filter. As will be shown in this section, selection of proper levels 
for these variances to represent unmodeled sources of error is not straightforward, 
so often becomes a tuning parameter for achieving acceptable performance. Use 
of levels that are too large generally produces measurement overweighting, which 
reduces the ability of the filter to reduce measurement errors. Selection of levels that 
are too low (i.e., which underestimate the effects of unmodeled effects) can lead 
to measurement underweighting, possible erroneously induced measurement edit-
ing, and even filter divergence. For the selected 17-state filter design case, certain 
elements of the process noise covariance matrix can be set directly; process noise 
variance levels corresponding to angle random walks (added to the propagated 
covariance matrix for the attitude error states) and process noise levels for velocity 
random walks (added to the propagated covariance matrix elements for the velocity 
error states) are generally set from corresponding vendor specification levels.

The unmodeled sources of error of significance for our design include:

•• Gyro and accelerometer scale factor and misalignment errors, including 
asymmetry;

•• Random error components of gyro and accelerometer bias;

•• Gyro and accelerometer temperature sensitive drifts;

•• Vibration-induced gyro and accelerometer bias components;

•• Gravity modeling error.
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Each of these sources of error can contribute to the process noise covariance. For 
the scale factors and misalignments, the variance associated with a velocity or at-
titude increment can be computed as:

	 2 2 2 2 2 2 2
vi aSFi i amisij j amisij kv v vσ σ σ σ∆ = ∆ + ∆ + ∆ 	 (13.24)

	 2 2 2 2 2 2 2
i gSFi i gmisij j gmisij kθσ σ θ σ θ σ θ∆ = ∆ + ∆ + ∆ 	 (13.25)

where i, j, k denote the sensor axes, Δv and Δθ represent the velocity and angular 
increments, respectively, and σaSF and σamis and σgSF and σgmis represent the one-
sigma levels for the scale factor and misalignment for the accelerometers and gyros, 
respectively.

While (13.24) and (13.25) are correct representations of the variance change, 
they remain so only as long as the captured Δv and Δθ changes represent the com-
plete host maneuver. This matching cannot be guaranteed, as the Kalman filter 
propagation step size will not match the maneuver duration, which cannot be pre-
dicted by the filter. Stated in strictly mathematical terms, the sum of the propa-
gation step size variance increments given by (13.24) and (13.25) will not equal 
the variance of the sum of the delta-velocity and delta-theta increments over the 
maneuver. To illustrate this point, assume that the host is changing heading at a 
rate of 10°/sec and completes a 90° course change in 9 seconds. Also assume a 
2,000-PPM gyro scale factor error about the vertical axis. Application of (13.25) 
produces the following estimate of the variance increase of heading error at the end 
of the maneuver:

	 ( ) ( )2 22 2
est 9 2000e-6 10 1.8degθσ Α = = 	 (13.26)

The actual variance increase is given by:

	 ( ) ( )2 22 22000e-6 90 16.2degθσ ∆ = = 	 (13.27)

Thus, blind application of the variance matching over the propagation step does not 
give the correct estimate of the variance increase; in fact, the prediction is optimis-
tic, and the optimism will worsen the longer the maneuver is present. Adjustments 
to the filter are required to mitigate this condition, and several approaches can be 
taken. The simplest is to scale up the variance increase by a fudge factor or tuning 
parameter such that the variance change for the expected worse-case maneuver is 
matched. In the example above, if a 90° heading change is indeed the worst-case, 
a scaling of nine would produce the desired agreement. This would make the filter 
conservative for other maneuvers, a welcome change from the disparity produced 
by the blind application of (13.24) and (13.25) in each filter time step. Other ap-
proaches to improving the approximation are based upon running sums of the 
delta-v and delta-theta increments which better match the variance change, that is,

	 ( )2 2 2
k sum k k sum sum2θ θ θ θ θ θ∆ + ∆ = ∆ + ∆ ∆ + ∆ 	 (13.28)
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where Δθk is the current angle increment and Δθsum is the accumulated sum of the 
angle increments during the current maneuver.

Both random and temperature sensitive error components of gyro and accel-
erometer bias are frequently represented by an additive process noise component, 
with its variance increase (linear and proportional to corresponding continuous 
process noise element) chosen to represent the random drift of the bias. The gyro 
and accelerometer temperature sensitivities are compensated internal to the IMU, 
so it is only the residual effect which is modeled by the process noise increment.

Vibration of the host platform induces shifts in the effective gyro and accel-
erometer biases: such shift levels, if significant, are characterized by vendors over 
worst-case environments. To first order, the worst-case level can be considered a 
three-sigma condition, and a one-sigma level can be root-sum-squared with the 
nominal one-sigma bias level to produce a level of conservatism in the design. The 
solution for the gyro bias will then correspond to the sum of the bias levels for 
constant vibration levels. Should the bias levels change dramatically, more sophis-
ticated approaches that explicitly model the sensitivity over a range of measured 
vibration magnitudes and frequencies can be considered. Such approaches are con-
sidered in [13]. 

Finally, gravity model errors, although expected to be small (on the order of 
tens of micro-gs in magnitude), can become noticeable if they persist long enough 
as effective biases: this is largely a function of the host speed over the surface of the 
earth, since the gravity modeling error is spatially correlated. For a correlation dis-
tance of 10 nm, for example, and a vehicle speed of 100 m/s, this bias level persists 
for roughly three minutes. A 20 micro-g gravity model error integrates to a velocity 
error of roughly 0.04 m/s, which is roughly at the noise level of the carrier mea-
surements. However, slower speeds could produce larger error growth and so their 
effects should be included as process noise (with appropriate scaling to produce 
sufficient accumulated error over the filter’s propagation step). Before moving on 
to the measurement model used in the filter case study, it is important to note that, 
although the guidelines given in this subsection for process noise computation are 
well motivated and technically quite sound, it is nonetheless required, in general, to 
run any candidate reduced state filter design against a higher order truth model in 
a realistic simulation that can at least envelope the expected range of host dynamic 
and GNSS coverage conditions to ensure filter robustness.

13.2.5.2  Filter Measurement Model

As referenced earlier, there are two general sets of measurement data generated 
by the receiver in conventional (i.e., excluding integrated tracking and navigation 
architectures considered in Section 13.2.7.3) receiver architectures. The PR mea-
surement, introduced earlier, is an output of code tracking, and is available for pro-
cessing by the Kalman filter even after carrier tracking has been lost, since the code 
loop is often aided using corrected inertial information (discussed in Section 13.2.7) 
in expected weak signal tracking environments. The second set of measurements is 
derived from tracking the carrier and includes the PRR or Doppler measurement 
and/or the delta range or integrated Doppler measurement. Both sets require at least 
frequency track, but are more accurate when phase locked on the carrier.
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Code-Based Measurements 
The treatment of the PR measurement provided in Section 13.2.3.1 does not need 
to be repeated here, the expressions for the residual formation (13.21) and measure-
ment gradient vector h (13.18) can be applied directly in this design. In the case of 
the measurement gradient vector, the unity element corresponds to the sixteenth ele-
ment of the state vector. The emphasis here will therefore be on the proper calcula-
tion of a measurement noise variance to assign to each measurement. As referenced 
earlier, this is not straightforward, since the measurement error can be dominated 
by sources of error that are time correlated and so violate a fundamental assump-
tion of the filter. In particular, for commercial designs which do not support track 
on a second (e.g., the L2 frequency for GPS), and which cannot receive differential 
corrections, residual ionospheric delay will dominate the PR error budget, and have 
a correlation time sufficiently long to appear bias-like in the filter’s 1-second up-
dates. Several approaches exist to mitigate this problem, including augmenting the 
state vector in an attempt to estimate the residual delay or introduction of the biases 
as consider states [14], which are beyond the current focus of the seventeen state 
filter design: hence we will assume track on the second frequency and/or receipt of 
differential correction data in the design. 

Even with the assumption of compensation for ionospheric delay, there are 
nonetheless multiple sources of error that can comprise the PR measurement error 
that do not adhere to the filter’s implicit assumption of white (uncorrelated) noise, 
including:

•• Residual tropospheric delay (if not compensated by differential);

•• Residual satellite position and timing error (if not compensated by 
differential);

•• Tracking loop error, including the effects of multipath.

Each of the sources of error above are correlated over many filter (1-Hz) updates, 
ranging from tens of seconds for tracking loop error, to several minutes for residual 
tropospheric delay, to periods approaching an hour for residual satellite position 
error. The nature and range of magnitudes of each of these error sources is discussed 
in Chapter 10 and so need not be repeated here. While it seems intuitive to simply 
assign an error variance to each of the above error sources, and root-sum-square 
each magnitude with an assigned noise variance which is a function of the receiver’s 
estimated signal-to-noise ratio, as in (13.29), such an approach can lead to opti-
mism in the filter’s estimates.

	 ( )2 2 2 2
0 tropo pos satPR nR C Nσ σ σ σ= + + + 	 (13.29)

where C/N0 is the estimated signal to noise ratio from the receiver.
The cause of the potential optimism is quite simply the fact that the filter as-

sumes that the lump sum assigned error variance is uncorrelated noise of that mag-
nitude, and so, as a function of how well it has estimated the INS error in the 
propagated solution, it will believe that it can average away the measurement error 
from second to second. It cannot due to the unmodeled nature of the error. This 
problem can be solved by the addition of consider states to represent the correlated 
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error as in [14] or through the addition of scale factors on each of the error source 
magnitudes. These scale factors boost up the assumed error variances to avoid the 
potential for optimism. As a worst-case guideline, an error source that is correlated 
over 100 filter steps should be scaled by a factor of 10 (at its sigma level) to avoid 
optimism, since the filter can, at best, average as the square root of the number of 
samples. However, as was the case with the selection of process noise variance for 
the filter, measurement noise variance parameters should be tuned for best perfor-
mance using a higher-fidelity simulation exercised over an envelope of dynamic 
and GNSS coverage scenarios that includes representative models for each of the 
sources of error. 

Carrier-Based Measurements
The prior discussion of carrier based measurements in Section 13.2.3.1 focused 
on the more straightforward PRR (or Doppler) measurement, as it more readily 
fit into the Kalman filter framework. The discussion here will focus on the more 
accurate delta range measurement, which requires the receiver to be in phase lock 
for full accuracy. When phase lock is lost, the less accurate Doppler measurement 
is processed as long as frequency lock is maintained. The delta range is derived by 
the receiver by differencing its estimate of carrier phase (the outputs of each loop’s 
numerically controlled oscillator) over a predetermined interval, nominally 1 sec-
ond. The measurement residual is found by subtracting the change in the estimated 
pseudorange, as in:

	 ( ) ( )m
res est est est est k k k 1 k 1k k 1

DR DR R Rdϕ dϕ − −−
= − + − + = −T Th x h x 	 (13.30)

where Rest denotes the best estimate of range, and djest denotes the best estimate of 
clock phase error at the indicated times.

Most designs use a computed state transition matrix over the delta range inte-
gration interval (tk−1, tk) to collapse the residual to an estimate of the state error at 
a single point in time:

	 ( )T T
k k-1 k 1 kt tDR −= − Φ −h h h 	 (13.31)

Note that the state transition matrix indicated in (13.31) corresponds to the 
inverse of the transition matrix over the delta range integration interval (i.e., it 
propagates the state from the end of the interval to the start). While the modeling 
approach embodied in (13.31) seems reasonable and is often used, the propagation 
step adds the uncertainty associated with the state dynamics to the delta range mea-
surement uncertainty. Stated another way, this formulation correlates process and 
measurement noise, which violates a fundamental assumption of the Kalman filter. 
Nonetheless, many designs proceed with this formulation by root-sum-squaring 
the clock phase and frequency noise contributions to the assumed delta range mea-
surement noise variance. For some designs, since the delta range measurement can 
be accurate to a very small fraction of a carrier wavelength, this has the potential 
to degrade the achievable accuracy. For those situations, consideration of alternate 
formulations, including the delayed state model [15], could be considered. The 
delayed state formulation essentially augments the state vector to include estimates 
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of the state at each end of the delta range interval, doubling the state size in the 
worst case. The increased state size collapses to the original state vector as the last 
available delta range measurement is processed. Further consideration of this for-
mulation is beyond the scope of discussion for the selected 17-state option. Finally, 
in contrast to the PR measurement, the residual correlated errors in the delta range 
measurement, including multipath on the carrier, satellite frequency, and velocity 
error, and variations in the atmospheric delay over the delta range integration in-
terval, can be expected to be much smaller than the delta range measurement noise 
and so can be neglected. 

Measurement Residual Editing
As referenced earlier in Section 13.2.3.1, measurement residuals can be compared 
with the predicted error variance (hTPh + R) as a means of predicting and poten-
tially screening against excessive measurements errors, as could occur near thresh-
olds of signal track, or in situations where the signal has taken a reflected path to 
the GNSS receiver. Also as discussed previously, such measurement editing can lead 
to divergence of the filter if the excessive residual is induced by error in the propa-
gated inertial solution, rather than measurement error. Stated more simplistically, 
the propagated inertial is lying to the filter, and GNSS is telling the truth and so 
should not be ignored. For the 17-state filter design, a means for distinguishing be-
tween these two error conditions is highly desirable. The selected approach is based 
upon two separate but related observations: if the INS position or velocity error is 
excessive, it should produce significant bias error in the residual in the short term 
and so lead to multiple, successive measurement rejections from different satellites. 
Although similar behavior could be observed if several tracking channels were near 
threshold conditions, that should only occur at a relatively low estimated signal-to-
noise ratio. The second tool at our disposal is the ability to do a consistency test on 
the GNSS measurements themselves when the GNSS measurement set is overdeter-
mined. The magnitude of the residual of the overdetermined LS or, preferably, WLS 
solution (the very same statistic used in RAIM; see Section 11.4.3.1) can be com-
pared to a threshold to determine the consistency of the overdetermined set. Should 
the GNSS measurement set prove to be consistent, the GNSS measurement data can 
be trusted, and successive rejections across multiple satellites, in combination with 
large residual bias levels, indicates that the GNSS measurements should not be ed-
ited. In fact, depending upon the relative magnitudes of the confidence statistic and 
the residual bias relative to the established thresholds, the smartest strategy may be 
to reset the current GNSS/INS solution to the overdetermined GNSS solution lead-
ing to a reset of the position and velocity to the GNSS solutions. A decision then 
needs to be made what should be done with the estimates of INS attitude error and 
gyro and accelerometer bias estimates, in addition to the clock error state estimates. 
As a minimum, their covariance levels should be increased to permit the Kalman 
filter to develop new estimates; at question is whether or not the former estimates 
should be carried forward or similarly reset to zero. The foregoing discussion can 
lead to an effective strategy for use of the residual test: however, such tests must be 
evaluated using a high-fidelity simulation with failures injected to assist in optimiz-
ing the performance of the editor. 
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13.2.6  Kalman Filter Implementation Considerations

Two issues worthy of addressing at this level are data synchronization and the 
numerical stability of the Kalman filter. In general, the outputs of the IMU and the 
GNSS measurements will not be synchronously generated. The Kalman filter design 
which was reviewed assumed the time of the GNSS measurement and that of the 
inertial system propagation were identical. Imperfect synchronization of the mea-
surement data produces an unmodeled error effect when the measurement residual 
is formed. Should the expected synchronization error be random from sample to 
samples and small relative to the assigned measurement noise, it can generally be 
neglected or modeled as an increase in the noise variance assigned to each measure-
ment. However, even a relatively small biased synchronization error may require 
special attention. In the worst case, depending upon its magnitude, it can be mod-
eled as an error state and estimated or introduced as a consider state in the filter to 
force a level of conservatism. Independent of the approach which is taken by the 
filter, the design should do everything possible to ensure synchronous measurement 
data. The key elements of an accurate synchronization are discussed next. 

The two key elements required for an accurate synchronization are the timing 
associated with the inertial data, and the buffering of the inertial data to permit 
interpolation and/or extrapolation. Timing of the inertial data is accomplished by 
having the GNSS receiver transmit a 1-PPS signal to the navigation processor. This 
signal, tied to a high-level interrupt, forces the inertial clock to the next second. The 
inertial clock is a software clock that is incremented by each inertial measurement 
received by the navigation processor (typically at a rate of 100 Hz to 800 Hz). The 
inertial clock is thus resynchronized to GNSS receiver clock time once per second. 
To initialize the inertial clock, the GNSS receiver must implement a specific mes-
sage that will inform the navigation processor of the GNSS receiver time at the 
next interrupt. This must be accomplished well before the receipt of the interrupt 
to give the navigation processor time to respond to the interrupt and the message 
and prepare to set the inertial clock before the next interrupt is received. Since the 
GNSS receiver and the inertial are asynchronous, a circular queue, called a history 
queue, contains 1 or 2 seconds of inertial position data. By examining the time of 
the GNSS measurement, the latest inertial position whose time tag is less than that 
of the GNSS measurement can be extracted from the queue. Using the next queue 
entry, the data is then interpolated to the time of the GNSS measurement.

Finally, as is fairly well known in Kalman filter circles, the filter is susceptible 
to numerical stability issues, which, in the worst case, can lead to loss of positive 
definiteness of its covariance matrix [16]. Experience with Kalman filtering has led 
to the conclusion that a wide range of magnitudes associated with measurement 
processing, coupled with the conventional covariance update using the matrix [I 
– kTh] are the likely sources of the instability. Two relatively simple steps can be 
taken: as referenced above, making sure that time and frequency are represented 
using the same set of units as position and velocity, avoids use of the speed of light 
in the filter h matrix, reducing the potential dynamic range required. Second, use 
of the Joseph formulation (see the covariance update equations in Figure 13.6) 
replaces the simple matrix subtraction with a matrix equation that closely approxi-
mates a matrix root-sum-square. Given these two adjustments, simulations should 
be performed which exercise the covariance update over the maximum number of 
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iterations expected, with tests for positive definiteness performed. Should problems 
be observed, additional measures should be taken. The first is resymmetrizing the 
covariance after each update by simply averaging the corresponding off-diagonal 
elements [i.e., P(k, j) and P(j, k)]. The second is giving consideration to increasing 
the precision of the calculations (i.e., using double precision in lieu of single preci-
sion). Finally, the use of covariance factorization [16] can be used and effectively 
maintains the covariance as its square root, further increasing the effective preci-
sion associated with the calculations. 

13.2.7  Integration with Controlled Reception Pattern Antenna

This section discusses the integration of a controlled reception pattern antenna 
(CRPA), originally discussed in Section 9.2.3.2, with a GNSS/inertial system. The 
gain pattern of the CRPA antenna as compared to a standard fixed reception pat-
tern antenna (FRPA) when a source of interference is present is illustrated in Figure 
13.9.

The CRPA minimizes gain towards the interference source adaptively by uti-
lizing an array of N antenna elements, as shown in Figure 13.10, with N = 7. 
The signal from each element is weighted and combined to minimize the incom-
ing power. Since the GNSS signals are more than 30 dB below the receiver’s noise 
floor, any significant incident power can be attributed to jamming or unintentional 
interference. The Degrees of Freedom (DOF) of the CRPA is the number of an-
tenna elements minus one. The CRPA can generate independent nulls up to its 
DOF, implying that nulls can be generated in the direction of that many jammers. 
Another aspect of the CRPA is that it allows for the gain towards the GPS satellites 
can be increased, maintaining the GNSS signal strength with nulling. Null steer-
ing and beam steering antennas have been successfully used to mitigate the effects 
of interference and multipath for GNSS applications for a number of years. Null 
steering antennas are currently used on a number of military platforms. Drawbacks 
of the use of CRPAs include high cost (relative to FRPAs), and weight/size issues. 
There have been a number of programs trying to address these concerns and reduce 
the size of the antenna from 14 inches down to 5.5 inches [17–19]. Many current 

Figure 13.9  Antenna patterns of FRPA and CRPA.
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CRPA applications implement null steering without beam steering. The reason is 
that beam steering requires knowledge of the platform attitude, which is not always 
available or easily accessed, and the processing burden imposed by beam steering.

A diagram of the antenna electronics (AE), which in airborne installations is 
usually housed within the aircraft rather than in the antenna, is shown in Figure 
13.11. The electronics consists of circuitry to control the weighting of the signal 
from each element, a combiner used to combine the weighed signal from each 
antenna element, a microprocessor (occasionally referred to as an antenna control-
ler), a combiner to reconstruct the GNSS signal, and optionally a downconverter 
and a power detector to measure the amount of jamming coming into the receiver 
if not available from the GNSS receiver. The microprocessor used within the anten-
na controller executes an iterative algorithm that computes the weight applied to 
each element that will minimizes the incoming power from the antennas. AE used 
to implement beam forming additionally must incorporate platform attitude and 

Figure 13.10  Layout of the seven-element CRPA.

Figure 13.11  CRPA block diagram.
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satellite location information into the adaptive algorithm, in combination with the 
measured voltages from each antenna element, to optimize the weighting applied 
to each element. Electronics used for currently available CRPAs also include the 
first downconversion and automatic gain control (AGC) electronics of the GNSS 
receiver (see Section 8.3). This allows the power detector of the AGC circuitry to 
be included in the antenna electronics.

In some implementations, a time delay line with M taps is added to each of 
the N antenna elements. The combiner then weights the M × N delay line taps. 
This technique, referred to as space-time adaptive processing (STAP), can improve 
nulling performance when operating against CW jammers by exploiting their time 
correlation. For an N element array with M time taps per RF channel, the CRPA 
DOF against CW jammers can be increased to MN – 1 [20].

As mentioned earlier, to implement beam steering, the AE must know the LOS 
direction to the satellites being utilized by the GNSS receiver. This is accomplished 
by means of a serial interface between the navigation processor and antennal elec-
tronics. Satellite azimuth and elevation relative to the antenna and usually the ve-
hicle are periodically sent to the antenna electronics to use in optimizing the gain 
towards the satellites.

13.2.8  Inertial Aiding of the Tracking Loops

As introduced in Section 13.2.1, this aiding can occur at both carrier and code loop 
levels. Aiding the code loop is most commonly implemented. Aiding the phase lock 
loop within the receiver is much more difficult. The difficulty is obviously driven 
by the relatively tight requirements, from a navigation perspective, for maintain-
ing phase lock on the carrier. Phase lock generally requires that tracking loop error 
is less than a fraction of the carrier cycle. For example, allowance of 90° of phase 
error (one-quarter cycle) translates to roughly 5 cm of navigation error. Analysis 
performed in Section 13.2.8.1 indicates that this translates to a very tight GNSS/
INS velocity accuracy requirement. This requirement can be attained, but only with 
very careful estimation and control of certain IMU error sources and with IMU data 
extrapolation to achieve the needed update rate for phase lock. In addition, special 
care is necessary in the installation of the GNSS antenna on the vehicle, relative 
to the IMU, to avoid contamination by flexible body motion between the two. In 
fact, for best operation of carrier phase aiding, consideration should be given to 
minimizing the physical separation between the INS and the GNSS antenna in the 
host vehicle. Notwithstanding the difficulty of aiding phase lock within the GNSS 
receiver, aiding frequency lock is relatively easy to do. Further discussion of this 
alternative appears in Section 13.2.8.1.

Since aiding the code loop is commonly done, let us explain its nature at a con-
ceptual level with reference to Figure 13.12. Note that the code loop nonlinearity 
is neglected in this simplified model (the detector is represented by a gain of unity), 
and the numerically controlled oscillator (NCO) within the receiver is represented 
as an integrator. Also note that the code loop filter is represented simply as a gain, 
Kc, and a continuous time model is shown. First, to explain the action of an aided 
code loop with reference to Figure 13.12, the range delay, r, minus the loop’s esti-
mate, ρest, measures the range delay tracking error dρ, which is computed perfectly 
by the detector with an additive noise error, n. The loop bandwidth is proportional 
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to the code loop gain Kc. The INS velocity is subtracted from the satellite’s velocity 
(in a common coordinate frame) and then projected along the LOS to the satellite 
which is tracked by the loop to construct dρ/dtINS. The INS aiding signal is added 
to the output from the code loop filter to drive the NCO. As mentioned previously, 
oscillator imperfections lead to a frequency error, df, which also drives the NCO, in 
addition to an additive clock phase error dj. The very simple form for this model 
makes certain observations intuitive. Lowering the bandwidth (reducing Kc) re-
duces the effect of noise, n, or interference on the loop, and places more weight on 
the INS aiding. As a limiting case, setting Kc to zero drives the range delay estimate 
entirely with inertial aiding. Even in the case of perfect INS information, this is un-
wise, since the frequency error of the local oscillator will integrate to a range delay 
error, which cannot be removed by the zero-bandwidth loop. This range delay er-
ror will grow without any corrective action by the loop, and, eventually, force the 
loop to lose lock. Thus, the clock instability sets a floor for the aided bandwidth. 
One additional observation can be made using this simple model: if the INS aiding 
signal is expressed as the sum of the true range rate plus a range rate error induced 
by INS velocity error, it can be shown that the tracking loop error dρ is a function 
only of the INS errors: thus, the aiding makes the loop’s performance insensitive to 
the actual motion (i.e., velocity and acceleration) of the host, replacing it with the 
dynamics of the INS errors.

13.2.8.1  Carrier Loop Aiding

As previously mentioned, aiding a phase lock loop with inertial velocity is quite dif-
ficult, due to the small GNSS wavelength (e.g., 19 cm for 1,575.42 MHz). A simpli-
fied, linear continuous time model for an aided carrier loop can be constructed in a 
manner very similar to that used for the aided code loop. In Figure 13.12, the range 
delay ρ and related quantities (i.e., ρest and dρ) are replaced by their counterparts θ, 
θest, and dθ, respectively. The code loop filter Kc is replaced by the carrier loop filter 
(also a gain Kθ in this simple model), and the rate of change of the range delay dρ/
dtINS is replaced by dθ/dtINS. The resultant model for an aided carrier loop can be 
used to derive (13.32), expressed in terms of Laplace (continuous time) transforms:

Figure 13.12  Simplified (linear) model for an aided code loop.
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	 ( ) ( ) ( ) ( ) ( )INSs s s K s s s K sθ θd    Θ = + Θ − + Θ    	 (13.32)

where ΘINS represents a carrier phase estimate constructed from the INS velocity 
following initialization. Note that ΘINS(s) is simply a mathematical construct in-
troduced in the equation derivation: it is not calculated in the carrier phase aiding 
process. The INS constructed carrier phase estimate can be expanded as:

	 ( ) ( ) ( )INS INSs s sdΘ = Θ + Θ 	 (13.33)

Substituting into (13.32), we see the aided tracking loop error is independent of 
Θ(s), the actual carrier phase history, and dependent only upon the INS error (we 
have neglected the effects of noise and clock error in starting with (13.32) to reach 
a conclusion about the required INS velocity accuracy).

	 ( ) ( ) ( )INSs s s K sθd d Θ = − + Θ  	 (13.33)

However, dΘINS(s) can be related to the satellite LOS component of INS velocity 
error using:

	 ( ) ( )T INSINS s s sd dΘ = u v 	 (13.34)

Finally, we can express the carrier phase error of an aided loop in terms of the 
INS velocity error:

	 ( ) ( ) ( )T INS1s s K sθd d Θ = − +  u v 	 (13.35)

From (13.35), the carrier phase error in steady state [determined by setting s to 
0 in (13.35)] is the LOS INS velocity error component divided by Kθ. Equivalently, 
the aided carrier phase error is the LOS INS velocity error times the time constant 
of this simple loop model (the time constant is just the inverse of the gain Kθ in this 
first order loop model). Thus, to limit carrier phase error to 90° (assuming a time 
constant of 10 seconds is used), requires a LOS velocity error in steady state of 
no greater than 5.0 mm/s, a very tight requirement indeed. As the aided loop time 
constant is increased (and the corresponding loop bandwidth is reduced to further 
attenuate the effects of jamming), the INS velocity requirement becomes more diffi-
cult to meet. Corresponding requirements for peak transient velocity errors are less 
stringent: for example, a velocity error component as large as 5 cm/s, if it persists 
for less than 1 second, may not induce loss of track, depending upon the tracking 
state when the velocity transient occurred. 

This very tight requirement for INS velocity error implies that certain error 
sources are carefully controlled, including the nonstatic component of accelerom-
eter bias (the static component is generally cancelled by the platform misalignments 
generated during initial alignment), accelerometer scale factor and misalignments, 
and even the quantization level associated with the delta velocity derived from each 
accelerometer. For example, consider a residual accelerometer scale factor of 100 
parts-per-million (ppm). Assume that the host vehicle is a high-performance fighter 
aircraft doing a highly dynamic maneuver, producing a 5g acceleration along its 
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lateral axis for 5 seconds. This single error source integrates to a velocity error of 
2.5 cm/s, which could jeopardize carrier phase aiding with a bandwidth as narrow 
as that considered in our simplified analysis. Recall that it was mentioned ear-
lier that oscillator instability also limited the potential bandwidth reduction which 
can be generally be achieved when receiver aiding. For the dynamic example, it is 
possible that the g-sensitivity of the local oscillator (see Section 8.9.6) will limit 
the utility of carrier phase aiding to as great an extent as the identified INS error 
sources. This point will be addressed in more detail in Section 13.2.7.8. 

Common output rates of delta angle and delta velocity information from an 
IMU range from 10 to 100 Hz. These output rates may be unacceptable for car-
rier phase aiding, and can lead to large transient errors in the aiding source under 
worst-case dynamics. This transient error can be reduced using an extrapolation 
algorithm. For example, a constant-jerk model could be hypothesized for the delta 
velocity history, and the coefficient of the jerk term periodically determined from 
sets of delta-velocities output from the IMU; the model would then be used to 
generate modeled delta velocities to supply to the carrier loop at a higher rate. Not-
withstanding these technical challenges, carrier phase aiding is possible and can be 
used to extend phase track in stressful signal environments [21].

Given the difficulties associated with aiding the phase lock loop, it is attractive 
to consider aid of the frequency tracking loop as a fallback position. Frequency 
track, as discussed in Section 8.6.1.3, is more tolerant of dynamic and interference 
induced errors than phase track. A typical error detector (see Section 8.6.1.3) used 
for frequency track can tolerate up to 50 Hz of frequency error. It is the use of 
frequency track that enables many commercial GNSS receivers to maintain track 
under foliage. Obviously, maintaining an INS velocity aiding error less than 10 m/s 
(corresponding to the 50-Hz limit at L1) is relatively easy to do and will guarantee 
frequency lock as long as excessive frequency error is not induced by the receiver’s 
oscillator. Enhancements on the order of 10 dB in AJ performance are expected. 

13.2.8.2  Code Loop Aiding

As mentioned in Section 13.2.1, code loop aiding is the most commonly exercised 
option. To gain additional insight into the operation of an aided code loop, let us 
return to Figure 13.12, and consider the decomposition of the aided range delay 
estimate, ρest, in terms of an INS component and a GNSS component: 

	 ( ) ( ) ( ) ( ) ( )est c c rcvr c INSP s K s K P s s s K P s   = + + +    	 (13.36)

Equation (13.36) is an expression for a classic complementary filter in the fre-
quency (i.e., Laplace) domain, in that it represents the combination of a lowpass fil-
ter operation on receiver information with a highpass filter operation on INS infor-
mation. Thus, as the bandwidth of the receiver is reduced (i.e., Kc is reduced, or the 
loop’s time constant is increased), the aided loop is constructing an estimate of the 
range delay based largely upon simply integrating the INS velocity from the esti-
mated range delay when the loop was unaided. Thus, in the limit, as Kc approaches 
0, the loop’s estimated range delay is completely determined from the INS behavior 
since the onset of aiding. This observation should assist in understanding some of 
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the problems that are encountered when attempting to process the estimated range 
delay in a conventional Kalman filter design. These problems are discussed in [22]. 

Consider the aided code loop, including the Kalman filter operation, depicted 
in Figure 13.13, referred to in the discussion that follows as a partitioned design. 
The estimated range delay, ρest, is used to close the code loop, with its filter repre-
sented as the gain Kc as before; it is also used as a code phase measurement input 
to the Kalman filter. The Kalman filter generates an estimate of the INS velocity 
error dvest, which is used to correct the INS velocity. The known satellite velocity 
vs is then subtracted from the corrected INS velocity and projected along the LOS 
(represented by the unit vector u) to the satellite tracked by this loop. Based upon 
the complementary filter model derived for the aided code loop model, the utility 
of the Kalman filter correction when aided can be questioned. The aided configu-
ration can become unstable as the bandwidth is lowered below the effective band-
width of the Kalman filter [22, 23]: this is also driven by the fact that there are two 
loop filters. The first, the code loop itself, is using a very low gain (Kc) closure; the 
second loop closure is through the Kalman filter. The Kalman filter, expecting to 
receive measurements corrupted by uncorrelated measurement error, is processing 
measurements whose error is strongly correlated in time. This is a classical filter 
modeling problem and contributes to the potential for instability.   

There are a number of approaches that can be used to stabilize the aided code 
loop [23]. Two of the more straightforward approaches include simply turning off 
the Kalman filter corrections to the INS while the loop is aided and reducing the 
effective bandwidth of the Kalman filter (i.e., reducing its gains) to be less than the 
lowest bandwidth that the code loop itself (determined by the lowest value used for 
Kc) can achieve. The referenced analysis [23], which represents the Kalman filter as 
a fixed gain Butterworth filter (to enable conventional stability analysis), motivates 
the frequency-domain interpretation in Figure 13.14. Stability problems generally 
arise when the Kalman filter effective bandwidth exceeds the code loop bandwidth, 
as illustrated in Figure 13.14. 

The aided code loop depicted in Figure 13.13 is referred to as a partitioned 
design because the tracking loop and navigation filter are considered separate func-
tions: the bandwidth of the tracking loop can be varied as a function of sensed 

Figure 13.13  Partitioned tracker/navigator block diagram.
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signal-to-noise ratio, but is independent of the Kalman filter operation. In the next 
section, the navigation and tracking functions will be considered a single, inte-
grated function, which will lead to a receiver aiding formulation which has been 
referred to as ultratight integration.

13.2.8.3  Integrated Tracking and Navigation

Figure 13.15 provides a block diagram of the integrated tracker/navigator, also 
referred to in the literature as ultratight or deeply integrated. The very first recogni-
tion of the benefits of this level of integration occurred in [24]. In that paper, the 
essential observation is made that the optimal estimators for navigation and signal 
tracking differ only in their coordinates (i.e., that a best estimator for position, ve-
locity, and clock phase and frequency error should be equivalent to a best estimator 
for the set of satellite code phases and Dopplers). This essential observation does 
not depend upon the inertial augmentation of GNSS. Applications of this high-level 
concept have therefore arisen in commercial applications of GNSS [25, 26], where 
the INS is absent. These applications have extended the original concept to include 
direct use of I and Q signal correlations from the GNSS receiver, in place of the 

Figure 13.14  Aided code loop frequency-domain perspective.

Figure 13.15  Integrated tracker/navigator block diagram.
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assumed detector outputs in [24]. Such implementations are sometimes referred to 
as vector tracking, since the individual tracking loops within the GNSS receiver are 
no longer independent: they are coupled through their response to the position and 
velocity of the host vehicle and the common clock errors.

Returning to Figure 13.15, it can be seen that this architecture removes the 
conventional code tracking loop, replacing it by a single loop that is closed through 
the Kalman filter. A by-product of this new architecture is a solution for the stabili-
ty problem: without the separate loop which produces an unmodeled measurement 
error correlation for the Kalman filter, a well-designed filter will not cause stability 
problems in this aided configuration. Note the optional prefilter. The receiver cor-
relator outputs in-phase (I) and quadrature (Q) correlations at a rate ranging from 
a few milliseconds to up to 20 ms. This is obviously an extremely high rate for 
Kalman filter execution: one solution to this problem is to average the outputs of 
the detector up to a more typical processing rate for a Kalman filter (e.g., once per 
second). Recent applications of ultratight coupling have made use of reduced order 
Kalman prefilters to feed the Kalman tracking and navigation filter (the centralized 
filter) in a federated filter architecture [5, 27, 28]. Alternatively, a multirate mecha-
nization for the Kalman filter can be used, where the state propagation and update 
occur at the highest rate at which the code loop detector output is generated, but 
gain calculation, covariance propagation and update (where the bulk of the Kal-
man computations occur) are performed at a more typical lower rate (e.g., 1 Hz). 

Simulations are used to compare the performance of the integrated or tightly 
coupled and partitioned designs in [24]. Although the improvements in its response 
to increasing noise levels are not significant (the first simulation case considered in 
[24]), substantial improvements are realized when significant dynamics are com-
bined with near-threshold noise levels (the second simulation case considered). The 
results are somewhat intuitive: in the first case, since both designs are able to adapt 
to an increasing noise level by lowering the effective aided receiver bandwidth, 
their performance is quite similar. In the second simulation case, it is in fact the 
recognition of the receiver oscillator’s g-sensitivity by the integrated design that 
leads to the substantial performance improvement. Recall from Section 13.2.1 that 
tracking the dynamics of the local oscillator is a requirement that sets the floor 
on the aided bandwidth. As the host vehicle performs highly dynamic maneuvers 
near threshold tracking conditions, the ultratightly coupled design increases the 
aided bandwidth just enough to maintain lock. Even though the Kalman filter of 
the partitioned design similarly correctly models the clock g-sensitivity (its model 
is identical to that of the integrated design), its tracking loop does not adapt in 
recognition of this error source. The ultratightly coupled design thus affords an-
other dimension of bandwidth adaptivity. More generally, the improvements of 
the integrated design can be understood by observing that its bandwidth adapts to 
everything which is modeled by the Kalman filter, including INS quality and clock 
dynamics. The maturity of the simulations used in [24] for the comparative evalu-
ations was questionable, in that the receiver motion and satellite geometry were 
limited to a plane; however, more thorough and detailed evaluations have been 
reported more recently [29] and confirm the fundamental conclusions of this very 
early paper. Simulations with higher-quality GNSS oscillators [4, 5] indicate the 
higher potential associated with designs which more fully exploit direct use of I and 
Q information with data aiding and Kalman prefilter designs. 
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Given the potential performance improvements reported in [24], it is natural to 
ask why it has taken so long for the ultratightly coupled design to gain more accep-
tance. The reason for its delay in recognition as a worthy design approach may in 
part be cultural: not many individuals are skilled in both the art of Kalman filtering 
and receiver design. A more technical reason for the lack of acceptance are some 
of the significant modeling issues for the ultratightly coupled design, two of which 
can be addressed here. The first technical issue is the modeling of the code loop 
nonlinearity by the Kalman filter; the second is loss of lock detection. The code 
loop model embedded in the Kalman filter is quite important, especially as the loop 
thresholds are approached. Ignoring the nonlinear nature of the detector gener-
ally leads to performance degradations. A quasi-linear or describing function-based 
[30] approach is preferred, where the representation of the detector gain and/or the 
associated assigned error variance to the code phase measurement depend upon the 
input signal-to-noise ratio. As the signal-to-noise ratio is lowered, the quasi-linear 
gain approach calculates a probability that the detector may be operating outside 
of its linear range [denoted as pl in (13.37)], and weights the gain in this region 
(often zero) by the probability in computing a quasi-linear gain:

	 ( )1q l l l nK p K p K= − + 	 (13.37)

where Kl is the detector gain in the linear range and Kn is the detector gain in the 
nonlinear range of the detector. The probabilities are evaluated using the uncer-
tainty, embedded in the filter’s covariance matrix, projected along the LOS to the 
satellite which is tracked. Thus, as loss-of-lock conditions are approached, the inte-
grated design recognizes the limited utility of each code phase measurement: in the 
limit as the effective detector gain becomes zero, it is using only INS information to 
close the code loop. 

Finally, loss-of-lock becomes difficult for either the partitioned or integrated 
designs as threshold conditions are approached. This is fundamentally because all 
parameters that can be used to assess lock (see Section 8.13.2) are unreliable. So-
phisticated approaches based upon hypothesis testing and parallel filter operations 
can be considered. Such approaches, for the one or more receiver channels close to 
threshold, consider the lock state unknown and process the receiver outputs with 
parallel filters, one assuming the channel (or channels) is (are) in lock, the other 
assuming that lock has been lost. This can obviously become computationally in-
tractable very quickly, especially as most of the channels are near thresholds, and 
passing in and out of a lock state. Use of the quasi-linear model for the code (or 
other tracking loop) detector as described above can make the design highly resis-
tant to missed loss-of-lock detection, as the loop gain becomes 0 as that condition 
is approached. Thus, appropriate modeling of the code (or carrier) loop nonlinear-
ity can reduce the criticality of loss-of-lock detection.

13.3  Sensor Integration in Land Vehicle Systems

This section examines integrated positioning systems found in land vehicle systems 
including automotive applications. Low-cost sensors and methods used to augment 
GNSS solutions are presented, and example systems are discussed. 
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13.3.1  Introduction 

Ever since GPS was first conceived, it was envisaged that receivers would be used 
for positioning in motor vehicles. By the early 1990s, GPS receiver technology had 
advanced to the point where GPS products functioned reliably in automotive en-
vironments and costs had dropped to a point where widespread use was possible. 
Now GNSS receivers are used in automotive systems for locating vehicles, tracking 
vehicles, controlling vehicles, and providing navigation assistance to drivers, and 
for Advanced Driver Assistance Systems (ADAS).

For many land vehicle applications, GNSS positioning has adequate accuracy 
and coverage. For example, vehicle tracking systems used for asset management or 
delivery typically do not need positioning inside tunnels and parking garages, so 
GNSS without any augmentation provides sufficient coverage. Precision monitor-
ing and control systems on heavy equipment or farm implements use carrier phase 
tracking and differential GNSS techniques, but additional sensors are not typically 
required unless vehicle platform attitude is important for the application.

Vehicle navigation systems are available on most vehicle models in the market 
today. The purpose of these systems is quite simply to help a driver get to a destina-
tion as quickly and/or efficiently as possible. A generic vehicle navigation system 
architecture is depicted in Figure 13.16. Major components include a user interface 
to enter a destination, a GNSS receiver to determine the absolute position of the 
vehicle, possible auxiliary sensors for augmenting the positioning solution, access 
to a digital map database for planning routes and determining maneuvers, and 
means to present the directions to the driver by voice, graphics, or both via the user 
interface. Access to digital map data is essential for route planning and guidance 
and when available in the vehicle, may also be used to improve the positioning as 
will be discussed in this chapter. GNSS is used for positioning in every vehicle navi-
gation system on the market. Differential GNSS corrections may be provided and 
applied to improve the positioning accuracy of the solution. 

Figure 13.16  Generic vehicle navigation system architecture.

GNSS
receiver
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There are many diverse applications that involve vehicle tracking, most of 
which use GNSS for positioning. In vehicle tracking applications, the position of 
the vehicle is determined and then is sent via wireless data connection to a cen-
tralized monitoring facility or fleet dispatcher. A typical vehicle tracking system 
architecture is shown in Figure 13.17. Like the navigation system, the tracking 
system has a GNSS receiver, auxiliary sensors and a computer processor to control 
the components and calculate the optimized position solution. In addition, there 
is a wireless data radio for communicating the vehicle position data and possible 
status to the central monitor. At the central monitor, the vehicle position and other 
attributes may be displayed or overlaid on a digital map. The digital map can also 
be used to lookup the nearest street address, a process known as reverse geocoding.

There are many wireless technologies that may be used as the data radio in-
cluding cellular data networks, satellite links, and private radio networks. Some 
systems track the vehicles on a continuous basis with position reports broadcast at 
certain intervals, while other systems are designed to record data to be uploaded 
periodically or on demand. Enterprises that own or operate fleets of vehicles (e.g., 
taxis, delivery trucks, service vehicles) use vehicle tracking systems to monitor the 
usage of the vehicles and improve efficiency in logistics through optimum dispatch-
ing. Public safety departments (police, fire, ambulance) use vehicle tracking to re-
duce call response time and to locate workers in the case of distress calls. 

Individual vehicles can be located in emergency situations using GNSS and 
wireless communications. These emergency messaging systems, also known as tele-
matics systems, are offered by many automobile manufacturers today. A generic 
emergency messaging system architecture is shown in Figure 13.18. Typically, these 
systems use a cellular phone for wireless data communications because of the dual 
purpose voice and data capabilities, extensive coverage throughout most developed 
countries, and relative low cost. These devices are connected to vehicle systems and/
or to the vehicle bus and can notify a service provider automatically when an air-
bag is deployed or some other crash sensor is triggered. The user interface includes 

Figure 13.17  Generic vehicle tracking system architecture.
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one or more buttons to activate the system, a hands-free voice call capability, and 
may also include a display to indicate status. The GNSS position of the vehicle is 
sent via the cellular data connection so that emergency services or other assistance 
can be sent to the exact location of the vehicle. These devices are also used for road-
side assistance, theft tracking, and direction assistance and navigation.

In navigation, tracking, and emergency location, the availability of an accu-
rate GNSS position fix is essential. In all of these applications, an L1-only GNSS 
receiver with 12 or more channels is typically used. The receiver should have rapid 
signal reacquisition to minimize the effects of urban canyon signal blockage from 
buildings and structures. The removal of SA had a large impact on the accuracy of 
low-cost GPS sensors. Adding support for GLONASS and other GNSS constella-
tions provides greater coverage in areas where satellite visibility is severely degrad-
ed since more satellites are available in the sky. Using multiple GNSS constellations 
also further improves the accuracy by providing greater redundancy in these areas 
with high signal blockage. Differential GNSS is used to improve the accuracy fur-
ther; however, in the presence of multipath, the multipath error typically dominates 
all errors that DGNSS can mitigate. Most modern GNSS receivers include support 
for SBAS signals for ready access to differential correction data. As discussed in 
Section 12.6.1.2, SBAS including WAAS is a free service and adds little cost to the 
GNSS receiver. The improvement in accuracy due to SBAS is modest, but meaning-
ful in open areas and integrity information prevents the use of erroneous satellite 
data. In rare cases, a separate radio may still be used to receive differential correc-
tions such as the Radio Technical Commission for Maritime (RTCM) corrections 
(see Section 12.5) broadcast by the Nationwide DGPS service in the United States 
(see Section 12.6.1.1). 

GNSS signal blockage in urban canyons and in parking garages can still se-
verely impact the availability of GNSS positions. Figure 13.19 shows the results 
of a GPS drive test in downtown Phoenix, a moderate urban canyon environment. 

Figure 13.18  Generic emergency messaging system architecture.
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Figure 13.20 shows the results of a GPS drive test in downtown Chicago, a severe 
urban canyon environment due to the taller and more numerous buildings. The 
GPS receiver used is a L1-only 12-channel C/A code receiver and the positioning is 
determined by least squares with no filtering applied in the position domain. Some 
level of filtering and the use of a high-sensitivity receiver design (whose enhanced 
acquisition capabilities are discussed in Chapter 8) can be expected to improve the 
performance. As can be seen, there are several position jumps and gaps, which are 
caused by signal blockage and reflection due to the tall buildings. In the moderate 
urban canyon, the jumps are as large as half a block, or 50 to 70m, and there are at 
least a few position fixes in each block. In the severe urban canyon, the jumps reach 
500m and sometimes the receiver goes a block or more without a position fix. 
Clearly, it is highly desirable to augment the performance of GNSS with additional 
sensors and filtering methods. Integration of one or more of the auxiliary sensors 
listed in Figure 13.16 should ensure complete position coverage, and also improve 
navigation accuracy and reduce susceptibility to gross positioning errors—these 
issues are discussed further in the following sections.

There is only one factor as important in system design as performance: cost. 
The overall cost of the system impacts market adoption and then once the systems 
are made in high volume, every dollar saved in system cost represents a large im-
provement in profitability. The total annual volume of navigation and telematics 
systems is in the millions of devices and the cost of the GNSS components includ-
ing antenna implementation has dropped to a few dollars per unit, and with highly 
integrated chipsets, the antennaa system is the dominant cost component. There is 
a natural reluctance amongst equipment manufacturers to include expensive aug-
mentation sensors. Systems integrators are finding ways to use lower grade (and 

Figure 13.19  GPS performance in moderate urban canyon (Phoenix).
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lower cost) sensors and still achieve complete coverage and improved accuracy 
over the performance provided by GNSS alone.

13.3.2  Land Vehicle Augmentation Sensors

13.3.2.1  Inertial Systems and Sensors

The use of inertial and various automotive sensors to augment GNSS performance 
in automotive applications is often termed dead-reckoning (DR). Since this term 
may appear strange to the reader, and since there is some controversy associated 

Figure 13.20  GPS performance in severe urban canyon (Chicago).
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with its origin, some explanation is in order. The term is much broader than au-
tomotive in its application and in fact originated long before automobiles were 
invented. A popularly held belief is that it derives from deduced reckoning, and it 
is often abbreviated as “ded. reckoning,” consistent with this interpretation. Cer-
tainly, this view is consistent with its meaning, that is, to deduce one’s current posi-
tion by applying course and distance traveled to a previously determined position. 
However, according to the Oxford English Dictionary, the phrase “dead reckoning” 
dates from Elizabethan times, in 1605 to 1615. At that time, it applied to naviga-
tion in ships in the absence of stellar observations. With stellar observations, navi-
gation was viewed as navigating “live,” working with the stars and the motion of 
the Earth; however, navigating without sky visibility, by using logs (the process of 
determining speed by timing the transit of a log dropped in the water from bow to 
stern), compasses, and clocks, was viewed as navigating “dead,” and hence the term 
dead reckoning. So either expression is valid, both consistent with the modern day 
application, and both consistent with the abbreviation DR.  

Inertial sensors measure change in direction, speed, or orientation directly by 
means of physically measuring magnetic heading, acceleration, or rotation, re-
spectively. Sensors on vehicles can be used to measure speed by monitoring the 
drive train or heading by monitoring two different wheels as will be discussed. The 
use of inertial sensors to augment GNSS in automotive applications offers several 
advantages over approaches based upon measuring wheel rotation. The quality 
of inertial sensor information does not vary with tire wear or road conditions, 
whereas measures of distance traveled using wheel rotation certainly do, as their 
performance will vary with tire wear, tire slipping, and skidding due to nonideal 
road conditions. However, very low-cost inertial sensors require nearly continuous 
calibration: large bias and scale factor errors are typical, as are high sensitivities to 
temperature variations.

In terms of their usage in automotive and other land vehicle applications, the 
following inertial system options have emerged as attractive alternatives, with 
varying limits of practicality:

•• Three orthogonal gyros, three orthogonal accelerometers, and three orthog-
onal megnetometers; 

•• Three orthogonal gyros and three orthogonal accelerometers;

•• Three orthogonal gyros and two level axis orthogonal accelerometers;

•• Three orthogonal dual accelerometers;

•• Two-level axis orthogonal accelerometers;

•• Single longitudinal axis accelerometer and a vertical gyro;

•• Single, lateral axis accelerometer with an interface to the vehicle’s odometer;

•• A single vertical gyro with an interface to the vehicle’s odometer. 

Obviously, since the last two options above make use of an interface to the ve-
hicle’s odometer, they do not take full advantage of purely inertial instrumentation, 
and so are sensitive to both tire wear and road conditions. To better understand the 
relative strengths and weaknesses of the various options, it is helpful to first review 
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the basics of inertial sensing. An in-depth treatment of inertial sensors and systems 
is beyond the scope of this text and can be found in [6]. 

A common misconception is that an accelerometer directly measures a compo-
nent of acceleration: in fact, the accelerometer senses what is often referred to as 
“specific force” [6], the difference between the component of acceleration along 
its input (sensitive) axis and the component of gravity along the same axis. Fig-
ure 13.21 illustrates the specific force measurement for an accelerometer mounted 
along the lateral axis of an automotive vehicle. Note that it is implicitly assumed 
that the input axis of the accelerometer is perfectly aligned with the vehicle’s lateral 
dimension in the figure, which is not realistic. More generally, the misalignment 
between the accelerometer’s sensitive axis and the vehicle’s lateral axis is a source 
of error which must be considered in the design of the navigation system. Neglect-
ing this misalignment in Figure 13.21, the angle j (in radians) represents the roll of 
the automobile, or the rotation of the vehicle’s vertical axis about its longitudinal 
axis with respect to the local vertical, b the inherent bias of the accelerometer (in 
m/s2), and aL the lateral acceleration component (also in m/s2). Accounting also for 
a dimensionless scale factor error sL, the output of the accelerometer can be mod-
eled (in m/s2) as:

	 ( ) ( )1 sin 1m
L L L L L L La s a b g s a b gϕ ϕ= + + − ≈ + + − 	 (13.38)

where the indicated approximation is valid for small roll angles and the m su-
perscript denotes measured value. A similar equation exists for an accelerometer 
mounted along the longitudinal axis of the vehicle, with independent bias and scale 
factor errors and with the roll angle replaced by the pitch angle of the vehicle. 
Equation (13.38) and Figure 13.21 illustrate the difficulty in directly measuring 
acceleration.

A similar misconception exists relative to the gyro (i.e., that it simply measures 
the rate of rotation of the vehicle in which it is mounted along its sensitive axis). 
While this is true to excellent approximation even for low cost gyros, the gyro, in 
theory, senses inertial angular velocity along its sensitive axis, which will include a 
component of the earth’s rotation rate. It is this property that has been exploited 
in initializing the heading of inertial systems, using a process generally referred to 
as gyrocompassing [6]. Because the sources of error associated with low cost gyros 
are orders of magnitude greater than earth rate (e.g., drift rates approaching 1º/s, as 
contrasted with 15º/h), an alternate means of initializing heading is necessary until 
low cost gyro technology dramatically improves.

Let us return now to the issue of gyro and accelerometer initial alignment. Any 
misalignment of either sensor, due either to imperfect mounting of the sensitive 

Figure 13.21  Error effects upon lateral accelerometer.
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element(s) within the sensor’s housing, or imperfect alignment of the sensor hous-
ing within the vehicle upon installation, will lead to a cross-axis sensitivity which 
can be significant. For the lateral accelerometer equation above, a misalignment 
about the vertical axis of the host will cause the accelerometer to sense a compo-
nent of longitudinal acceleration, and a misalignment about the roll axis will cause 
the accelerometer to sense gravitational acceleration, even when the vehicle is level 
(i.e., at zero roll angle). In each case, the magnitude of the error, for small misalign-
ment angles, is the product of the angle (in radians) and the off-axis acceleration. 
For example, a 5° misalignment about the vehicle’s roll axis will produce an error 
in the lateral accelerometer of roughly 0.1g, or about 1 m/s2. A gyro mounted with 
its sensitive axis in the vertical direction, intended to sense the turns of the vehicle, 
will produce an output that may be modeled (in units of rad/s) as:

	 ( )1m
H H H Hs b m mϕ θ θ ϕω ω ω ω= + + + + 	 (13.39)

where sH is the gyro’s scale factor error, bH is the gyro bias, mj and mθ are the small 
angle misalignments (in radians) of the gyro sensitive axis about the roll and pitch 
axes, respectively, and wθ and wj are pitch and roll rate (in rad/s), respectively. In 
addition, any misalignment of the gyro with respect to the local vertical will appear 
as a component of gyro scale factor error, since it will contribute an error which is 
proportional to the angular rate about its sensitive axis. The scale factor error term 
is expressed in (13.40), where α (in radians) is the misalignment value:

	 2cos 1 2Hsd α α= − = − 	 (13.40)

So, for a gyro that is misaligned by 5° relative to the vertical axis of the car, the ef-
fective scale factor error is changed by 0.5%, which is generally not significant for 
low-cost gyros (the nominal scale factor error can be 10 times this level).

Now, given this very basic review of inertial sensing technology, we can return 
to the issues associated with the options for inertial sensor augmentation of GNSS 
in automotive vehicles. The first option includes magnetometers to measure com-
pass heading directly once calibrated and magnetic deviation is accounted for. This 
INS configuration is the most robust; however, it is also the most expensive. Recent 
advances in low-cost sensors have made this configuration more practical for many 
applications. 

The second and third options do not have magnetometers so monitor head-
ing must change by initial calibration and using gyro/accelerometer solution to 
deduce heading change. These two options differ only in that the third abandons 
the vertical accelerometer, based upon the fact that the vertical motion of an auto-
mobile is not expected to be significant, and GNSS aided by an altitude constraint 
may suffice. Referring to (13.38) and Figure 13.21, initialization of the pitch and 
roll angles for both systems begins (upon turn-on of the system) by assuming that 
the car is stationary and level, which implies that the accelerometers (after grav-
ity compensation for the vertical axis for the first option) should read as 0. Under 
zero acceleration, the accelerometers will read the bias error level associated with 
its current operation. Under the assumptions of the initial-level operation, which is 
probably a good assumption for an aircraft on a runway, or in a hangar, is gener-
ally not a good assumption for an automobile. Even if the road which the car is 
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parked on is level, the road crown will induce a nonzero roll angle. In general, both 
the car’s pitch and roll angles will be nonzero at IMU turn-on. From (13.38), this 
implies that each level accelerometer will sense a component of gravity. The sum 
of the sensed gravity component will be nulled by assumed roll and pitch angles 
as part of the process which initializes the vehicle’s attitude: this so determined 
pitch and roll will not, in general, match the actual pitch or roll of the vehicle. 
These initial attitude errors, through the actions of the inertial system, will induce 
a Schuler oscillation [6] in attitude and position and velocity error in the level axes. 
The Schuler oscillation period is 84 minutes. This error oscillation, if not disturbed 
by other error inducing effects (e.g., maneuvers), will persist until the Kalman or 
integration filter has had time to estimate the sensor errors. Typical Kalman filter 
designs will be addressed in Section 13.3.3. 

Unlike the initialization of pitch and roll, however, because low-cost gyros have 
bias errors that are very large relative to earth rate, the heading of the vehicle must 
be initialized by an auxiliary sensor (e.g., a magnetic compass), and/or use of a 
GNSS determined heading, and/or use of the vehicle heading as last computed by 
the navigation system. In the case of a GNSS heading, care should be taken that 
a minimum speed has been attained, and that at least four GNSS satellites are 
tracked to ensure adequate accuracy.

Returning to the two-accelerometer INS, use of a vertical accelerometer in an 
INS brings a potential stability problem. As is well-known [6], an INS vertical chan-
nel is inherently unstable due to the dependence of gravitational acceleration upon 
altitude (in general a gravity model is needed to remove gravitational acceleration 
from the accelerometer outputs to enable sensing of inertial acceleration). The fact 
that modeled gravitational acceleration may decrease with altitude increase leads 
to an effective positive feedback loop in the error equations for the vertical channel 
[6], which produces an exponential error growth. This error growth will produce 
more than a doubling of altitude error roughly every 10 minutes if not corrected. 
Thus, an independent source of altitude information is needed, which could be pro-
vided by an additional sensor (e.g., a barometric altimeter) or an altitude constraint 
(e.g., the assumption that the vehicle is at mean sea level or at the known altitude 
for a certain road).

Because gyro design and development are generally more complex and less reli-
able than accelerometer design and development [31], it is attractive to consider an 
accelerometer-only INS, which develops angular acceleration estimates by placing 
dual accelerometers at known displacements (referred to as lever arms) from the 
vehicle’s center of gravity. For example, as illustrated in Figure 13.22, the two ac-
celerometers illustrated could be used to sense both linear and angular acceleration. 
Before discussing a reference [32] where such a prototype system is constructed, 
some high-level comments are worth making. First, since we have replaced the 
gyro, an angular rate sensor, with an angular acceleration sensor, accelerometer er-
rors will have a different effect upon the INS position and velocity error. Any biases 
in the accelerometers will produce a time-varying rate error in angular velocity: the 
accelerometer biases add, while error effects due to sensing of gravitational accel-
eration from pitch or roll error is largely cancelled. The quality of the angular ac-
celeration sensing improves as the separation between the accelerometers increases. 
To understand this, consider the treatment in (13.41), valid for two accelerometers 
placed along the longitudinal axis of the vehicle:
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	 ( )1 2 2ma f f= − 	 (13.41a)

	 ( )1 2 2md dt f f Lω = + 	 (13.41b)

	 ( )1 1 11 sinf s a Ld dt b gω ϕ= + + + − 	 (13.41c)

	 ( )2 2 21 sinf s a Ld dt b gω ϕ= − + + + + 	 (13.41d)

	 ( ) ( )1 2 1 2 2d dt s s a b b Ld ω  = − + +  	 (13.41e) 

In (13.41), (13.41a) and (13.41b) represent the equations that would be used 
to measure linear and angular acceleration, labeled am and dw/dtm, respectively; 
(13.41c) and (13.41d) represent the error equations associated with the measured 
quantities in (13.41a) and (13.41b): thus, a represents the true acceleration of the 
vehicle along the sensitive (lateral) axis, and b1 and b2 are the accelerometer biases, 
all preferably represented in units of m/s2. As used previously, j is the roll angle 
of the vehicle in radians, and g represents gravitational acceleration in m/s2. The 
accelerometer scale factor errors (unit-less quantities) are denoted as s1 and s2, 
respectively. The lever arm is represented by the variable L, expressed in meters to 
maintain consistent units. Finally, note that (13.41c) is an equation for the rate of 
change of the error in sensing angular rate (i.e., yaw rate, which is roughly the head-
ing rate), which would typically be modeled in a Kalman filter which attempted to 
reduce this error by processing GNSS measurement data.   

Thus, the error contributors to angular acceleration, the individual accelerom-
eter bias and scale factor errors, b1 and b2 and s1 and s2, are reduced by increasing 
the lever arm, L, between each sensor and the center of gravity of the vehicle. In 

Figure 13.22  Dual accelerometer approach to linear and angular acceleration sensing.
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the specific case illustrated by Figure 13.22, best performance would be achieved 
by placing one accelerometer near the front of the car, and the second near the 
rear of the car. The lever arm does not affect the quality of the determined linear 
acceleration. Since the accelerometer bias contributes to an angular rate bias in 
this formulation, it produces different position and velocity error behavior than 
its gyro bias counterpart. As is well known [6], level axis gyro bias errors produce 
biased velocity errors superimposed on a Schuler oscillation in the level axes. The 
bias component of the velocity error can dominate the INS drift for periods which 
are less than the Schuler period, leading to the familiar “nm/h” rating often associ-
ated with inertial systems [3]. A bias angular acceleration error can therefore be 
expected to produce a ramping velocity error over a similar time period.

The concept of using accelerometers to sense angular acceleration is not new 
[33]. In the 1990s, this concept received new attention, driven largely by the pres-
ence of very low-cost microelectromechanical sensors (MEMS) technology that 
could be used to produce suitable accelerometers for vehicles for a fraction of the 
cost of gyros [34, 35]. One study [36] focused on the placement of accelerometers 
within the vehicle for best performance. Another treatment [32] attempts to make 
use of existing accelerometers [e.g., as could be associated with air bag deployment 
or the vehicle’s antilock brake system (ABS)] distributed throughout the car to 
support an inertial navigation capability. Tests of a prototype system have demon-
strated that the accuracy of measured angular accelerations using accelerometers is 
nearly equivalent to that provided by low-cost gyro sensors. 

Use of single accelerometers aligned with the lateral and/or longitudinal axis 
of the vehicle is an option worthy of consideration. The longitudinal accelerometer 
measures vehicle accelerations and decelerations, which, once integrated, could 
potentially replace use of the vehicle’s odometer. The lateral accelerometer could 
potentially replace a heading or heading rate sensor, since a lateral acceleration is 
generally indicative of a turn: the product of the vehicle’s speed and the turn rate 
is the lateral acceleration of the vehicle. However, use of single accelerometers has 
its drawbacks. As previously discussed, both accelerometers will generally sense a 
component of gravity, due either to initial misalignment of the sensor as installed in 
the vehicle, or the pitch (affecting the longitudinal accelerometer) and roll (affect-
ing the lateral accelerometer) of the vehicle. Although the pitch and roll of a vehicle 
during normal operation are expected to be small, the error effect, if uncompensat-
ed, can be significant. Relatively high-frequency pitch-and-roll variation, as could 
be induced by road or speed bumps, is not as troublesome as a steady offset. A 5°, 
steady roll angle induced by the crown of the road induces an effective accelera-
tion error of 0.1g, or roughly 1 m/s2. Without compensation, this will integrate to 
a velocity and position error, even when the vehicle is stationary; for example, in 
10 seconds, roughly 50m of cross-track error will develop. In addition, since the 
lateral accelerometer measures the product of heading rate with the vehicle’s speed, 
heading changes may be very difficult to detect at low speed. Similarly, a steady 
climb or descent on a road will be incorrectly interpreted as an acceleration or 
deceleration of the vehicle by the longitudinal axis accelerometer, which, without 
compensation, will be integrated into significant along track velocity and position 
error.

Finally, the use of a low-cost gyro to track the heading changes of the vehicle is 
an attractive option used in several of the current navigation systems. The vehicle’s 
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pitch and roll have a second-order effect upon the gyro scale factor, as indicated in 
(13.14), but this should be small relative to its nominal scale factor error.

Given the preceding discussion on inertial system options, the error character-
istics of gyros and accelerometers can now be addressed. For the low-cost sensors 
considered for automotive applications, the bias and scale factor errors can be 
very large relative to those of gyros and accelerometers associated with commercial 
grade systems; for example, for the gyro, a bias of several degrees per second is ex-
pected, and a scale factor error as large as 5% is possible. A summary of gyro and 
accelerometer bias and scale factor errors for different applications may be found 
in [33]. These errors can be calibrated using GNSS and other means. For instance, 
an estimate of the gyro bias can be obtained each time the vehicle is stationary in a 
calibration procedure referred to as a zero velocity update or ZUPT. However, the 
errors can also be quite unstable and have high-temperature sensitivities. 

Figure 13.23 illustrates the laboratory measured gyro bias temperature sensi-
tivities for two samples of a low-cost, vibrational gyro. The term vibrational in-
dicates that the gyro has a vibrating element which senses angular rate through 
the Coriolis force, which is exerted on the vibrating element. This force is directly 
proportional to the angular rate of rotation, and is measured through the actions of 
the gyro electronics. Figure 13.24, abstracted from [37], illustrates the driving and 
detection and control mechanisms for the Murata Gyrostar gyro, as an example 
of vibrational gyro technology. The illustrated bar has a triangular cross-section, 

Figure 13.23  Bias versus temperature for two low-cost vibrational gyro samples.
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with the bar faces forming an equilateral triangle. Two sides are used for driving 
the beam at a resonant frequency and detecting the Coriolis force; the third face is 
used to close the vibration control loop.

Returning to Figure 13.23, several conclusions relative to temperature sensi-
tivities can be drawn from just these two gyro samples. First, the temperature sen-
sitivity can be very large. For the sample denoted EM 0, the sensitivity is roughly 
linear over the temperature range, and its magnitude is 0.07°/s/°C. If the sensitivity 
is ignored, and the gyro is in an agile temperature environment (e.g., a car left out-
side overnight in the winter in Boston heating up), the gyro will require frequent 
calibration. At constant speed, an uncompensated gyro bias error will produce a 
quadratic growth in cross-track position error proportional to the product of the 
bias and the speed of the vehicle. Second, the temperature sensitivity is individual-
ized to each gyro (i.e., if compensation is desired, every gyro must be tested prior to 
installation in the vehicle, unless this requirement is levied upon the manufacturer). 
Such requirements inevitably increase the cost of the gyro and implementation. 
The sample denoted as EM 4 has a nearly sinusoidal variation that is relatively 
minor over the temperature range tested. Given a temperature curve for a gyro or 
accelerometer bias or scale factor, it is tempting to use a curve fit or other means to 
compensate its output in real time. There are several issues here, in addition to the 
expense associated with the curve-fit generation for each gyro sample. First, a tem-
perature sensor will be needed to perform the compensation, and the sensor must 
certainly be installed near the gyro or accelerometer sensitive element. Although 
some sensor assemblies may provide temperature information, all do not. The sec-
ond issue that must be considered is the stability of the underlying sensitivity itself. 

Figure 13.24  Gyrostar free-free bar and ceramics [37, Figure 3.3].
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Can the temperature compensation curve, without adjustment, be used for several 
months or even several years? The answer to such a question may not be known 
by the manufacturer, so it is therefore advisable to at least monitor the curves for 
stability. This subject is addressed further in Section 13.3.3. 

The use of gyros and accelerometers based upon MEMS technology first re-
ceived much attention for military systems [38] as a result of expected cost, weight, 
size, and power savings. Since their introduction, MEMS sensors have been widely 
adopted for use in vehicles and consumer electronics. Due largely to their use as 
sensors for air bag deployment in cars, accelerometer development was initially 
more mature than that for gyros. The use of gyros in image stabilizers for cameras 
drove further advances in gyro stability and lower cost. Cost versus performance 
is a constant trade-off. In [39–43], accelerometer developments are described that 
achieve navigation grade accuracies, that is, with bias errors as low as 20 μg, and 
scale factor errors approaching 50 ppm. Key developments in gyro technology are 
summarized in [44–46]. Although 1°/h gyro bias performance is predicted, report-
ed performance levels are limited at 10°/h, with scale factor errors approaching 
500 ppm. MEMS applications in the commercial were very promising early on [47] 
and have since proven a key component in billions of devices. Characterization of 
MEMS-based sensors for land vehicle applications is treated in [48]. Like the exist-
ing sensors (e.g., the vibrational gyros), MEMS gyros, as well as accelerometers, 
are expected to have significant temperature sensitivities which must be compen-
sated to realize their full performance potential. MEMS sensors are lower cost and 
lower performance than traditional inertial sensors; therefore, system design and 
performance requirements drive the selection of sensors used. 

13.3.2.2  Map Databases 

As mentioned in Section 13.3.1, the emergence of high-quality, affordable, digital 
maps was a significant factor in the wider acceptance of automotive navigation. 
Digital road maps are not only an essential component for selecting destinations, 
pathfinding, and route guidance in navigation systems, but also a high-value addi-
tion to the positioning subsystem.

There are several companies that publish digital road map data for navigation 
on a global basis. Navteq, one of the pioneers in digital maps for navigation, was 
acquired by Nokia in 2007 and by 2012 was part of the Here business unit within 
Nokia. In 2015, Nokia sold the Here mapping unit to a consortium of German au-
tomakers, including Audi, BMW Group, and Daimler, and since then Here has op-
erated as an independent company distributing digital map data and mapping tools 
for vehicle navigation systems and mobile devices. The Here maps have the highest 
global market share in installed vehicle navigation systems. TeleAtlas group was 
established by Robert Bosch GmbH and Janivo BV in 1995 to speed up the collec-
tion of digital road map data in Western Europe and publish it in a uniform format 
[49]. TeleAtlas acquired Etak in 2000 and acquired Geographic Data Technology 
(GDT) in 2004 to expand coverage in North America and globally. TeleAtlas was 
acquired by TomTom in 2008 and now operates as a wholly owned subsidiary of 
TomTom. TeleAtlas maps are used in TomTom and other navigation systems and 
also in various Internet map portals. Google is the most recent major entrant into 
the navigation mapping market, launching a Web-based mapping service in 2005. 



13.3  Sensor Integration in Land Vehicle Systems	 841

Google first licensed map data from companies including Navteq and TeleAtlas and 
then gradually built their own mapping capability outfitting cars with cameras and 
other sensors. In 2007, Google launched route planning and driving directions, and 
then in 2009, Google introduced free turn-by-turn navigation on a mobile phone 
application. Here, TeleAtlas, and Google have extensive digital road network data-
bases attributed for navigation covering the United States, Canada, Europe, Asia, 
and other emerging markets worldwide. The accuracy of these databases, as deter-
mined by comparing road centerline vectors to ground truth, ranges from under 
5m in urban areas to 20m or more in rural areas. New initiatives are under way to 
map road center lines to better than 1-m accuracies and to include vertical informa-
tion for use in advanced driving systems using aerial imagery, dedicated mapping 
vehicles, and recorded traces of GNSS data from vehicles [50, 51]. Over time, both 
the positional and topological accuracies are being improved through GNSS sur-
veying, photogrammetry, and other data acquisition methods [52].

Even before GPS became a viable positioning system for use in commercial 
products, digital road maps were used as a component in the positioning subsystem 
of navigation systems. The Etak Navigator, introduced in 1984, consisted of a cas-
sette tape player, an 8086-based computer, dual odometers, a compass, and a small 
cathode ray tube (CRT) display. A digital road map was stored on the cassette tape. 
The system used the compass, differential odometry and map matching to position 
the vehicle [53–55]. Map matching is the process of correlating the vehicle path 
with a drivable path in the digital road map [56]. The map and the vehicle position 
were displayed, and as the vehicle moved, the map would move, keeping the vehicle 
symbol in the center of the screen. With map matching, a basic assumption made 
is that the vehicle is on the road network so that the calculated vehicle position is 
constrained to one of the road segments in the map. As the vehicle travels, the dead 
reckoning sensors provide a path of the vehicle, which is matched up with road seg-
ments in the map database that have the same approximate shape and orientation 
in order to determine the position of the vehicle.

One major challenge with map matching before GPS was available was the 
initialization of the system when the starting position was not known. In early 
navigation systems, the user sometimes had to be prompted to enter the current 
position. This was difficult if the user did not know where he or she was. With 
GNSS, the absolute position is readily determined, and in time, GNSS receivers 
were added to navigation systems. Initially, GPS was only used to get the DR/map 
matching system started or to detect large errors. Then systems emerged where the 
GPS/DR trace was compared with the digital road map in order to find the most 
probable location of the vehicle [57]. Modern navigation systems rely primarily 
on GNSS and use DR and map matching to correct GNSS errors and bridge the 
coverage gaps.

A robust map matching implementation uses confidence measures to determine 
all possible road segments in the map that the vehicle could be traveling on as il-
lustrated in Figure 13.25 [58]. As the vehicle travels, distance traveled and changes 
in direction are used to continuously determine the shape of the route traveled; this 
shape is used to match the road network in the map through shape correlation. 
When an accurate heading is known, the list of roads is reduced to those that have 
a bearing within a tolerance of the vehicle heading. When the vehicle makes a turn, 
the list of candidate segments is further reduced based on examining the topology 
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of the road network to find candidate segments that have a turn in the direction the 
vehicle turned. Through this process, the list of possible vehicle positions is even-
tually reduced to a unique segment and the confidence in the positioning solution 
increases accordingly. When there is only one possible vehicle position, the map 
matched position solution will have a small confidence region and therefore can be 
considered highly reliable. If a position jump or a turn occurs that introduces ad-
ditional potential positions in the road network, then the confidence region should 
grow reflecting a lower confidence in the map-matched solution.

In order to support map matching, the map data should have high position 
accuracy, ideally better than 5m, to minimize incorrect road selections. The map 
data should also be topologically correct, reflecting the real-world road network, 
so that the algorithm does not get confused if the user drives on a road that is not in 
the database. The expected accuracy of the road center line data should be used in 
the map-matching process to determine the overall confidence region of the map-
matched position solution.

Once a match is determined, the vehicle position is then displayed on the 
matched road segment and used for the route guidance instructions. The map can 
also be used as a sensor itself to provide useful information to the positioning 
subsystem and/or to calibrate inertial and other dead reckoning sensors. These 
capabilities have been broadly referred to as map aiding [58] and map calibration.

Map aiding is most useful when map matching has determined that the vehicle 
has just turned a corner, in which case the vehicle position is in close proximity to 
the intersection of two streets, which has a known location in the map database. 
This reference position may be treated as a single position fix by the integration 
filter (see Section 13.3.3 for further discussion), which serves to correct or improve 
the accuracy of the absolute position determined by GNSS. Further, if map match-
ing has determined, with high probability, that the vehicle is traveling on a specific 
road in the database, and that road is straight, then a heading fix may be generated 

Figure 13.25  Road selection and map aiding [58, Figure 7.3].
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for the integration filter (see Section 13.3.3) based on the bearing of that road seg-
ment according to the map database as shown in Figure 13.25. Another way to uti-
lize the heading information after a turn is to impose a constraint on the model to 
force the heading of the vehicle to match the bearing of the road. Map feedback can 
be used instead of dead reckoning sensors to improve the performance of GNSS in 
low-cost navigation systems [58].

In addition to the horizontal position components of road vectors, ground el-
evation data may be used to augment the performance of GNSS. A digital terrain 
model (DTM) is a representation of the Earth’s surface that can be used to extract 
elevation data. A digital elevation model (DEM) is a type of DTM with a regularly 
spaced grid of elevations corresponding to the elevation of the Earth’s terrain at 
that point. Modern DTMs are derived from airborne or satellite-based remote sen-
sors, are georeferenced using GNSS coordinates, and have vertical accuracies better 
than 10m, in some cases better than 5m. 

Terrain elevation can be used to improve the accuracy associated with GNSS 
fixes for land applications. As is well known, and addressed previously in the text, 
the vertical axis is the weakest part of the GNSS solution. Terrain elevation data, 
if sufficiently accurate, can be added as a constraint to an LS or WLS GNSS fix, or 
added as a measurement to a real-time Kalman filter. To apply a height constraint, 
an approximate or previous position can be used to extract the corresponding ele-
vation from a DTM, DEM or other source of elevation data. If the terrain elevation 
varies greatly in the vicinity of the position, iteration may be necessary to converge 
on the solution. Using a DEM for this purpose may be easier from a computational 
perspective since it would involve a simple value lookup and interpolation based 
on the coordinates; however, a large amount of storage would be required for the 
DEM. A DTM that has the elevation data organized into vectors would use less 
storage, but would require more complicated computations to determine the eleva-
tion at a specific point. Elevation data can also be integrated into digital road maps 
as attribute data, which would simplify elevation lookup and keep the storage 
requirements lower. Terrain elevation data is now being used to augment GNSS in 
driver safety applications that monitor speed and slope. 

Map calibration is very similar to the process of using GNSS data to calibrate 
inertial and other dead reckoning sensors. For example, with the same set of condi-
tions that support the heading fix generation, the constant road heading may be 
used to calibrate a low-cost gyro or magnetic compass: since the road heading is 
constant, the gyro reading is then a direct measure of its bias. Another example is 
when the vehicle makes a turn at an intersection, the change in heading between 
the inbound segment and the outbound segment can be used to calibrate a heading 
sensor. With the current performance of GNSS, map calibration of sensors is less 
common than it once was.

As discussed, digital road map data is a valuable component of the position-
ing subsystem in vehicles. However, the usefulness is limited by the accuracy of the 
data. As roads are constructed and rebuilt over time, the geometry and connectivity 
of the digital road map database segments changes. An incorrect road segment in 
the database will have a negative effect on the position computation when used for 
map matching or map aiding. The internal weighting must accommodate for this 
possibility and allow the system to correct itself back to another segment should 
the probabilities dictate. Storing and updating map data on mass storage media 
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within the vehicle are especially susceptible to this condition since consumers and 
commercial operators do not always update their map data right away and even if 
they do, there may be temporary changes due to construction or weather that are 
not accounted for. The emergence of better connectivity in vehicles enables systems 
to utilize map data updates from a server so that the system can download and use 
the most recent map data and even the effects of traffic, weather, and construction 
in near real time such as the case with Google Maps. 

13.3.2.3  GNSS

As mentioned in Section 13.3.1, the discontinuance of SA enabled commercial use 
of GPS at close to full accuracy with low-cost stand-alone receivers, excepting for 
the inability to remove the majority of the ionospheric delay. Now that a secondary 
civilian signal has been introduced, it is possible to remove the effects of the iono-
sphere with a dual-frequency receiver. Previous sections in the text have identified 
and discussed the major sources of GNSS errors, both in the measured pseudor-
anges and delta ranges or Doppler measurements, and the determined positions and 
velocities. Of interest here are the sources of error in the GNSS-determined speed 
and heading, and sources of error which may be unique to the automotive environ-
ment. GNSS-determined speed and heading are useful in calibrating automotive 
sensors that are then used as sources of speed and heading information when GNSS 
is not available. This direct comparison enables rapid calibration of sensor errors 
when GNSS is accurate. For errors that are small relative to the vehicle speed, the 
error in the GNSS-determined speed and heading can be expressed as:

	 ( )n n e ev v v v v vd d d= + 	 (13.42) 

	 ( ) 2
n n e e nH v v v v v vd d d= − 	 (13.43) 

where dvn and dve are the north and east velocity error components; vn and ve are 
the north and east velocity components; dH and dv are the heading and speed er-
rors, respectively; and v is the vehicle speed in a horizontal plane. 

All velocity components (both whole value and error quantities) in (13.42) and 
(13.43) should be expressed in consistent units (e.g., m/s for velocity, and radians 
for the heading error). Equations (13.42) and (13.43) can be derived by simply 
perturbing the equations for speed and heading expressed in terms of the velocity 
components.

An additional source of error in the GNSS-determined heading is worthy of 
mention and can be a significant error, depending upon the antenna placement in 
the vehicle. The GNSS antenna will generally not be installed close to the center 
of turn rotation of the car. As illustrated in Figure 13.26, where the antenna is 
installed a distance L from the center of rotation of the vehicle, the GNSS receiver 
will detect the heading rate multiplied by the distance L as a velocity component 
orthogonal to the true velocity of the vehicle. Since GNSS (in a nonmulti-antenna 
configuration) can only derive heading from the determined velocity components, 
a heading error given by (13.44) results:
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	 H L vd ω= 	 (13.44)

where w is the heading rate of the vehicle, typically represented in radians per sec-
onds; L is the distance from the center of rotation in meters; v is the vehicle’s speed 
in meters per second; and dH is the resultant heading error in radians.

To assess the magnitude of this error source, assume that the GNSS antenna 
is 1m from the center of rotation, the heading change rate is 20°/s, and the vehicle 
speed is 5 km/h. A heading error of more than 14° results, which is generally unac-
ceptable for navigation purposes, producing cross-track error which is more than 
20% of distance traveled. The error persists only as long the vehicle is turning. If 
the lever arm L can be measured, the error effect can be compensated. However, 
at a minimum, the real-time navigation filter should recognize this error effect in 
its weighting of GNSS headings in turns. If the system employs a digital road map 
database, map-aiding can be used to calibrate or even determine the lever arm dis-
tance by observing the heading rate of change and speed directly, then determining 
the change in heading between the heading of the road prior to a turn and that of 
the road after a turn to determine the heading error and then solve for the lever 
arm distance in (13.44).

As efforts continue to lower acquisition and tracking thresholds for GNSS re-
ceivers, additional sources of error must be considered, including false signal ac-
quisitions and tracking of reflected signals (commonly referred to as multipath). As 
discussed in Section 8.5, acquisition of signals below normal thresholds requires 
longer coherent and noncoherent integration times. As signal-to-noise ratio thresh-
olds for acquisition and tracking are lowered by more than 20 dB, the potential for 
cross-correlation (i.e., declaring detection for a higher power signal with an incor-
rect PRN code) increases. In addition, the conservatism associated with normal de-
tection thresholds (i.e., the threshold placed upon the peak to noise floor ratio) may 

Figure 13.26  Effect of antenna placement on GNSS heading.
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be relaxed in order to increase coverage. Alternate tests may also be employed [e.g., 
use of a neighbor test, where a detection may be declared if the peak magnitude 
and the next largest peak magnitude are in neighboring code phase positions (i.e., 
separated by one-half chip)]. Such relaxations of conservatism in detection inevita-
bly bring a higher probability of false signal acquisition (i.e., interpreting integrated 
noise as a signal). Both false signal acquisition and cross-correlation will produce 
pseudoranges that are grossly in error; generally, these errors do not persist as the 
transition is made to tracking the direct signal. If this should happen for a short 
period of time, however, statistical rejection tests employed by the navigation filter 
should remove them.

Reflected signal tracking is a serious problem that can arise in urban canyons 
and can occur when the direct signal path is obscured by a high-rise building, yet a 
reflected signal path is visible to the GNSS receiver. Note that this condition is not 
truly multipath, as the direct path cannot be seen, and only the reflected version is 
tracked; however, the nature of the error introduced is similar. The reflected signal 
will be attenuated relative to the direct path, and the geometry of the reflection 
cannot persist indefinitely. Pseudoranges presented to the navigation filter will have 
additional, unexpected error due to the additional range delay associated with the 
reflected path, and Doppler measurements derived from the reflected signal can be 
significantly in error. The measured Doppler component due to receiver motion 
may be opposite in sign to the actual Doppler component induced by the receiver 
motion. It is generally a function of the velocity of the vehicle relative to the surface 
which is causing the reflection, as illustrated in Figure 13.27. As was the case with 
the false acquisitions, we must rely upon the integration filter’s statistical rejections 
to preserve acceptable navigation performance.

Figure 13.27  Illustration of reflected signal tracking geometry.
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13.3.2.4  Transmission and Wheel Sensors

The use of elapsed distance traveled information available in the vehicle is gener-
ally a low-cost, high-value augmentation of GNSS. Vehicle transmission and wheel 
sensors can be used to determine the speed and heading changes of the vehicle. 
Depending upon the type of sensor utilized, the distance determination can become 
unreliable at low speed; if variable reluctance sensing [59] is used, the sensor output 
becomes zero as the magnetic flux change becomes small as illustrated in Figure 
13.28. When the motion of the protruding tab through the magnetic field becomes 
too slow, the signal processor will not be able to detect a pulse, corresponding to a 
certain distance moved by the wheel. Depending on the specific sensor utilized and 
the signal processing circuitry, speeds of 0.5 m/s to several meters per second may 
be undetectable. However, Hall-effect sensors [59], whose output is position rather 
than rate sensitive, can detect vehicle speed reliably down to stationary conditions. 
For this reason, Hall-effect sensors are preferred, but are generally more expensive 
to install.

Independent of the type of sensor utilized, transmission odometer-based speed 
determination can be unreliable under three distinct conditions: wheel slipping, 
wheel skidding, and vehicle motion when the tires are stationary.

The first problem can be reduced by installing sensors so they detect the mo-
tion of the nondriven wheels (e.g., the nondriven wheels of a front wheel drive ve-
hicle are the rear wheels and vice versa). Otherwise, tire slippage can lead to gross 
positioning errors in the dead reckoning (DR) system, since the sensed speed will 
greatly exceed the actual speed of the vehicle. Some slippage will occur, even with 

Figure 13.28  Variable reluctance rotation sensor [37].
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nondriven wheel installation, but generally only during braking and cornering. The 
effects of wheel skidding is much more difficult to eliminate; however, the potential 
for it can be reduced significantly by the use of an ABS. Detection of and recovery 
from skidding conditions should be important considerations in the design of the 
sensor integration algorithm (this concern is discussed further in the next section). 
Finally, motion of the vehicle when the tires are stationary (e.g., as could occur 
when the vehicle is transported with a tow-truck or onboard a ferry) can also lead 
to excessive positioning error and necessitates the need for a second recovery mode 
in the sensor integration algorithm.

Excepting these anomalies, speed determination is affected by the ability to 
measure distance traveled using the circumference of the wheel. Typically, 24 to 
48 pulses are generated for each wheel revolution. The scale factor that converts 
pulse counts to distance traveled can be accurately calibrated at installation by 
driving a known distance. However, slow variations in tire pressure can degrade 
the initial calibration and, over time, affect the accuracy of the scale factor. Wheel 
sensors suffer from the same problems described for the transmission sensors but 
with potentially more serious error conditions. In addition to speed, individual 
wheel sensors can be used to determine heading changes of the vehicle. This is 
done by measuring the difference in the distance traveled by each nondriven wheel, 
a technique known as differential odometry. If the vehicle is making a right turn, 
the left wheel has to travel farther than the right wheel to complete the turn and 
vice versa. Assuming that the sensors are installed on nondriven rear wheels, the 
following equation can be used to compute heading change, DH, and is illustrated 
in Figure 13.29:

	 ( )R LH d d T∆ = − 	 (13.45)

where dR and dL are the distances traveled by the right and left wheels, respectively, 
and T is the wheel track (the distance between the tires).

In (13.45), the right and left wheel distances are represented in meters, as is the 
wheel track, resulting in the computed heading change DH in radians. Note that 
(13.45) is valid only when the sensors are installed on the rear wheels. When the 
front wheels are used, the geometry changes, since the front wheels develop wheel 
angles, denoted by γ in Figure 13.30.

Figure 13.29  Heading change determination using rear wheels.
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Because of the wheel angles, the original wheel track, T, is no longer perpen-
dicular to the tires, and the effective wheel track, denoted as T’ in Figure 13.30, is 
reduced by cos γ. This shortening of the wheel track becomes more significant as 
the wheel angle increases (i.e., the heading rate is more rapid). Ignoring this effect 
for front wheel installations can induce significant heading errors in turns. Since 
the wheel angles are generally not known to the dead reckoning system, an ap-
proximate method for computing the effective track width is required. Several such 
methods are described in [60]. The track width variation with vehicle speed is also 
referenced in [60].

Heading determination via differential odometry is susceptible to gross errors 
when the pulse count difference is induced by either tire slipping or skidding, as 
discussed for the transmission odometer, but also due to significant differential tire 
pressure. A relatively small difference in tire pressure, if not calibrated, can lead 
to significant error growth: a difference in tire size of 1% produces a heading rate 
error of over 2°/s at 20 km/h, assuming a 2-m wheel track. Calibration of this error 
source by the integration filter is therefore essential and will be discussed in Section 
13.3.3. The effects of wheel sensor pulse count quantization are not a significant 
error contributor to accumulated heading error, as demonstrated [61]. The reason 
for this is that a quantization error, which can induce a heading error of one dis-
tance quantum divided by the wheel track in one sampling interval, will tend to 
correct itself in the following sampling interval. For example, if the left tire had just 
missed registering a pulse in the current sum of pulse counts, it will certainly regis-
ter that pulse in the next pulse count and so catch up in its measure of accumulated 
heading change. In statistical parlance, successive quantization induced heading 
errors are strongly negatively correlated; hence, their summation approaches zero. 
However, ABS will sometimes exhibit a random heading error, whose one-sigma 
level is roughly the size of the pulse quantization, and so behaves like an uncor-
related, quantization error. The error can be attributed to noise in the sensor that 
generates the pulses, which seems to be accurate, by design, to the pulse quantum 
level. Thus, (13.46), although not representative of the effects of true pulse quan-
tization, may still be representative of the actual heading error growth and so is 

Figure 13.30  Heading change determination using front wheels.
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generally recommended for consideration in the design of any real-time Kalman 
filter algorithm for conservatism.

	 H q tσ σ= 	 (13.46)

where σH = one-sigma heading error (rad); and sq = quantization level (rad).
Table 13.2, abstracted from [37], assesses the magnitudes of various factors 

affecting differential tire size.

13.3.2.5  Barometric Altimeter 

As mentioned in Section 13.3.2.3, a barometric altimeter can be used to stabilize 
an inertial indication of altitude derived by a vertical accelerometer and a gravity 
model. In addition, it can be used to augment a GNSS-based altitude, as with a 
gyro/odometer or ABS-based augmentation of GNSS. For land vehicles, all visible 
satellites will be above the horizon and the resulting geometry yields more uncer-
tainty in the vertical direction. Therefore, GNSS-based altitude estimates are less 
accurate than horizontal position estimates, so an augmentation for improved alti-
tude estimation is attractive. Relatively low-cost barometric altimeters are available 
[62], which can sense changes as low as 1m in altitude and, with proper calibration, 
can provide absolute altitude measurements better than 10m. Both the absolute and 
relative altitude data are valuable in aiding GNSS, whether inertially augmented or 
not.

Since any barometric altimeter determines altitude through sensing air pres-
sure, calibration is necessary. The calibration, which associates pressure readings 
and altitudes, will degrade relatively slowly with time, as local weather conditions 
change. The calibration accuracy will also degrade as the physical separation be-
tween the vehicle and the reference location for the calibration increases. Thus, 
operation of a vehicle navigation system that makes use of a barometric altimeter 
as a source of absolute altitude information will require that calibration data from 
a reference station be supplied to it, or that similar calibration in formation be sup-
plied by GNSS. If the navigation system is integrated with a cellular phone or other 
communication means within the car, then the communications network can pro-
vide the calibration information applicable to the location of the vehicle. Air pres-
sure sensors can be implemented on a small silicon chip at low cost [62] and cellu-
lar phone base stations can provide calibration information [63]. Calibration using 
GNSS is preferably done by inclusion of a barometric altimeter bias state in the 

Table 13.2  Factors Affecting Wheel 
Scale Factor
Error Factor Possible Error in Radius

Pressure 1 mm/lbf/in2

Temperature 1 mm/5°C
Wear 5 mm

Speed 1 mm

Weight 1 mm/100 kg

Source: [37].
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Kalman filter, which compares GNSS altitudes with barometric altimeter readings. 
An appropriate level of process noise associated with the barometric altimeter bias 
will ensure that the calibration is not static. In addition, if the barometric altimeter 
derived pressure changes are used as a source of vertical velocity information by the 
integration filter, a scale factor error state may be necessary, which calibrates alti-
tude change derived by pressure change using GNSS determined vertical velocity.

13.3.2.6  Magnetic Compass 

Magnetic compasses provide an inexpensive means of determining vehicle heading 
and have been used to augment DR systems [64]. The major problem associated 
with the use of a magnetic compass as a primary or sole heading reference is its 
sensitivity to magnetic anomalies such as large metal structures. Although com-
pass designs can be self-calibrating, this calibration serves only to remove the static 
disturbance of the Earth’s magnetic field (e.g., as could be induced by the vehicle 
itself). The error induced by the tilt of the sensor can also be compensated [37]. Dy-
namic sources of disturbance, which could be generated by other passing cars or the 
steel trusses of a bridge, can induce very significant errors in the compass’ heading 
indication. Thus, the compass is usually relegated to a backup role, or as a comple-
ment to another system. If integrated with a source of heading rate information 
(e.g., as could be supplied by a low-cost gyro or through differential odometry), the 
integration filter residual test can usually be used to screen gross errors induced by 
magnetic disturbances. Such a test compares the current magnetic compass read-
ing with the current best estimate of heading propagated forward in time using the 
heading rate information.

13.3.3  Land Vehicle Sensor Integration 

13.3.3.1  Position Versus Measurement Domain Integration

Integration of GNSS with any of the systems and sensors discussed in the previous 
section can generally be done in either the position domain or the measurement 
domain. Position domain integration means that GNSS positions and velocities are 
processed by the navigation filter along with data from additional sensors. Mea-
surement domain integration means that individual GNSS satellite pseudorange 
and Doppler measurements are processed by the navigation filter along with data 
from additional sensors. Generally speaking, measurement domain processing is 
preferred, but it is not necessarily required for acceptable performance (see [65] for 
a description of a gyro-based DR system which uses position domain integration). 
An advantage of measurement domain integration is that the pseudorange and Dop-
pler measurements can be individually weighted based on measurement uncertainty 
with the data from additional sensors allowing weak or noisy signals to be further 
deweighted when other sensors have low uncertainties. The measurement domain 
approach also enables partial updates of the DR system using less than the number 
of satellites required for a position fix (i.e., three for a two-dimensional fix or four 
for a three-dimensional fix), thus performance should be improved. However, this 
improvement comes at a cost. The cost is the requirement for the integration filter 
to compute the satellite positions and velocities from the ephemeris data decoded 



852	������������������������������������������������������������� Integration of GNSS with Other Sensors and Network Assistance

by the GNSS receiver or to request this from the GNSS receiver. In cases where the 
integration filter runs in the same processor as the GNSS receiver, the cost is zero.

A common misconception in sensor integration is that a measurement domain 
integration is needed for sensor calibration. Both integration approaches enable 
calibration of the various sensors. GNSS heading and speed information (derived 
from the GNSS determined velocity), as well as individual satellite Doppler mea-
surements can be used to calibrate the gyros, accelerometers, and wheel sensors of 
the DR system.

13.3.3.2  The Ubiquitous Kalman Filter

The Kalman filter remains the most widely used tool in integrated navigation sys-
tems. In this section, the key aspects of Kalman filter designs for three of the inte-
grated systems identified in the previous section will be provided. It is assumed that 
the reader is familiar with Kalman filters, or can consult one of the many excellent 
textbooks on the subject [11, 14] as well in Section 13.2.3. The three systems that 
will be examined in detail include an INS with GNSS, three gyros, and two accel-
erometers; a system with GNSS, a single gyro and an odometer; and a system with 
GNSS and differential odometers using an ABS.

Kalman Filter Model for Two-Accelerometer INS 
The error equations for an INS are well known and will not be repeated here [8]. 
Suitable error models for automotive quality sensors should include the basic nine 
error states associated with the unforced error dynamics of any INS, excepting 
the two states specific to the vertical axis (i.e., two INS position errors, two INS 
velocity errors, non-INS altitude and vertical velocity errors, and three attitude er-
rors). The fundamental (F) matrix associated with the INS error dynamics has two 
distinct frequencies of oscillation when the INS is at rest: the Schuler frequency, 
with an 84-minure period, and Earth rate, with a 24-hour period. Because the 
longest GNSS outages in the automotive environment are expected to be no more 
than several minutes long, the Earth rate dynamics can be ignored, and the Schuler 
dynamics are well approximated by much simpler equations. Now returning to the 
state vector selection, the basic nine error states (i.e., 3 position errors, 3 velocity 
errors, and 3 attitude errors) will be augmented by three gyro bias states, two accel-
erometer biases, three gyro scale factor errors, and two accelerometer scale factors, 
resulting in a total of 19 states. The resulting state vector is summarized here: 

	
T T T T T T

a a
T T

θ θd d d =  x p v b s b su 	 (13.47)

The 19 states must be augmented by GNSS clock phase and frequency errors if 
a measurement-domain integration approach is chosen, resulting in a total of 21 
states. Preferably, the modeled position errors (dp) in (13.47) are represented in me-
ters, velocity errors (dv) in meters per second, attitude errors (du) in radians, gyro 
biases (bθ) in radiand per second, and accelerometer biases (ba) in m/s2. Note that 
scale factor errors for both the gyro (sθ) and accelerometer (sa) are unitless.
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Given that most GNSS outages due to signal blockage are less than a few min-
utes in duration, the sine or cosine of the Schuler angle, which appear in various 
terms in the INS error dynamics equations, can be well approximated by: 

	 ( )sin s st tω ω= 	 (13.48)

	 ( ) 2 2cos 1 2s st tω ω= − 	 (13.49)

Given these substitutions, the INS error dynamics simplify significantly and 
become more intuitive:

	 d dtd d=p v 	 (13.50)

	 a ad dt gd d= + +v b S au 	 (13.51)

	 d dt θ ωd = +b Su v 	 (13.52)

where Sa and Sw are matrices with the scale factor elements on the diagonal, and 
instrument input axis misalignments as off-diagonal terms, with g representing 
gravitational acceleration in m/s2. Our Kalman filter state vector per (13.47) only 
estimates the accelerometer and gyro scale factor errors (i.e., the misalignments are 
set to 0 in these equations). A real-time Kalman filter would generally have a very 
difficult time observing these misalignments, as controlled maneuvers are generally 
required for observability, so they are generally assumed to be calibrated to neg-
ligible levels prior to the filter’s operation. The altitude and vertical velocity error 
behavior is noninertial, yet must be modeled by the filter, since errors in these states 
drive the inertial errors. A simplified model providing acceptable performance for 
many applications is:

	 3 3d p dt vd d= 	 (13.53)

	 3 3d dt v wdυ βd= − + 	 (13.54)

In (13.53) and (13.54), units are consistent with those already referenced, with 
position errors in meters, and velocity errors in meters per second.

In (13.54), the velocity error is modeled as a Markov process [8], which, 
through the appropriate choice of the variance associated with the white noise, w, 
reaches a steady state error variance in the absence of updates. This error variance 
represents the expected variation in the vertical velocity of the car. Altitude and 
vertical velocity can be maintained through GNSS measurement processing and 
can also be augmented with barometric altimeter measurements. In this case, as 
discussed in Section 13.3.2.5, a barometric altimeter bias state should be added to 
the state vector, resulting in a total of 22 states.
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Implementing a Kalman filter with 21 or 22 states may pose some problems 
from a computational burden standpoint, depending upon the processing band-
width available to the filter. Some of the states can perhaps be removed. Leading 
candidates for removal are the scale factor errors associated with the pitch-and-roll 
gyros, since pitch-and-roll rates are not expected to be large for car maneuvers, ex-
cept for relatively high-frequency effects, as could be induced by speed bumps, but 
which do not integrate to significant attitude error. It may also be worthwhile to 
consider removing the accelerometer bias states, since the initial determination of 
vehicle pitch and roll will remove their effect. Their inclusion is therefore largely a 
function of the bias instability and the expected pitch-and-roll agility of the vehicle.   

Because of the potentially significant temperature sensitivities associated with 
the gyro and accelerometer bias and scale factor errors, it is highly desirable that 
temperature information be supplied with their high-rate outputs (i.e., the gyro 
measured delta-angles, and the accelerometer measured delta velocities). The tem-
perature sensitivities can be measured in a laboratory environment (as previously 
discussed, this must be done for each gyro and accelerometer), and so the resulting 
bias and scale factor error estimates will be comprised of a precomputed tempera-
ture-dependent component, preferably represented as a curve fit, and a correction 
to that generated by the Kalman filter from processing GNSS. A consistent and 
statistically significant trend in the correction component away from the sensitivity 
curve may result in a modification of the temperature sensitivity curve, as could be 
determined using the statistic below for the gyro bias:

	 ( )t bgS b nθd σ= ∑ 	 (13.55)

In (13.55), dbθ represents the corrections to a component of the gyro bias vec-
tor bθ, preferably represented in rad/s, over the most recent set of n Kalman filter 
updates. The value in the denominator of the summation, σbg in (13.55) represents 
the a priori uncertainty associated with each gyro bias component correction, rep-
resenting the designer’s best knowledge about its temporal stability. If the pro-
cess noise associated with the gyro bias state considered in (13.55) assumes that 
the factory generated temperature compensation curve is effective in removing the 
gyro bias sensitivity, then the value of the normalized statistic in (13.55) can be 
used to detect a departure from those conditions. Such a detection must be gated 
by two conditions: a significant temperature change occurring over the set of n 
updates used in (13.55), and the establishment of an upper limit, or threshold for 
the statistic. Such a threshold selection will typically be chosen to represent a three-
sigma condition, dictating use of a value of nine for testing St. However, simulation 
study and test experience will generally be required to achieve the desired response 
characteristics from the test. When the threshold is exceeded, the precomputed 
temperature curve for this error source can be revised. Such revisions are generally 
done cautiously; incorrectly revising the temperature sensitivity curve can adversely 
affect performance for a long time until the erroneous adjustment is detected and 
removed. Similar statistics and tests can be generated for each error source for 
which a predetermined temperature compensation exists.
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Low-cost sensors may also exhibit significant scale factor asymmetry (i.e., it 
may be advisable to separately model gyro and accelerometer scale factors for posi-
tive and negative rotations and accelerations, respectively). Usually, however, the 
component of the scale factor which is common for both directions is dominant, 
and the asymmetry can barely be observed in the normal operation of the vehicle. 

Given the state vector definition in (13.47), the process noise selection should 
consider all sources of error that have been excluded [i.e., scale factor asymme-
try, sensor misalignments, and gyro g-sensitivity (if significant)]. In addition, the 
expected noise floor of each sensor is also included. Since most of the unmodeled 
effects behave more like biases than noise, caution must be exercised to select ap-
propriate levels. As is well known, bias errors do not behave like white noise; for 
example, a bias acceleration error produces a velocity error that grows linearly or 
an error variance that grows quadratically. However, representing a bias accelera-
tion error as white noise (implied through a process noise representation) produces 
a velocity error with a variance that grows linearly. 

Consider the misalignment of the roll gyro about the lateral axis of the vehicle 
as an illustrative example. This error source is generally expected to be constant, 
assuming that the gyro case is rigidly attached to the vehicle, and does not experi-
ence significant shock (which could change the sensitive element’s alignment within 
the case). During a heading maneuver, for example, this error source produces an 
angular velocity error in the roll gyro’s output: 

	 H mθdϕ = ∆ 	 (13.56)

where mθ is the misalignment of the roll gyro about the pitch (or lateral) axis of the 
vehicle, measured here in degrees, ∆H represents the magnitude of the heading ma-
neuver in radians, and dj is the resultant roll error in degrees. If the vehicle makes 
a U-turn at a stoplight, the heading change will be π radians, and let us assume 
that the maneuver is completed in 5 seconds. The actual roll error that is induced, 
assuming a 1° misalignment, will be slightly more than 3 (π) degrees. If we select a 
process noise variance as in

	 2 2
mq Hϕ σ= ∆ 	 (13.57)

where 2
mσ  is the error variance assigned to the misalignment, and ∆H is the sensed 

heading change of the gyro in each assumed 1-second propagation step, use of the 
(13.57) representation will increase the roll error variance by less than 2.0 degrees2 
at the end of the turn, or roughly 1.4°, one sigma, compared to the actual error, 
which is more than double this predicted one-sigma value. The reason for this 
optimistic prediction is that the filter assumes a white noise model, such that the 
error accumulation root-sum-squares from second to second: but the actual error is 
a bias, which adds each second. A way to force the filter to be more conservative, 
and so more realistic, is to assume a maneuver duration associated with the heading 
change, and scale the process noise variance by this amount. If a 3-second average 
maneuver change is assumed, the resulting prediction will be 2.4°, one sigma, closer 
to the actual induced roll error. 
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Kalman Filter Model for Gyro/Odometer
Integration of a vertical gyro (to sense heading changes) with an interface to the 
vehicle’s odometer is one of the first GNSS augmentations considered [65], and was 
one of the most popular options for its relative simplicity and lower cost. A com-
monly selected state vector for the Kalman filter is given as (13.58) in row vector 
form:

	
T T

o z H Hx v H b sd d d d =  p v 	 (13.58)

where dp is the three-dimensional position error vector, dvo is a scale factor error 
associated with the odometer, duz is vertical velocity error, dH is heading error, and 
bH and sH are the gyro bias and scale factor error, respectively. In (13.58), position 
errors are represented in meters, velocity errors are represented in meters per sec-
ond, heading error in radians, and gyro bias error in radians per second. In general, 
temperature error curves can be derived and applied for both the gyro bias and scale 
factor error, if temperature information in the vicinity of the gyro is available. The 
state vector definition in (13.58) implies a centralized filter approach, that is, where 
a single filter (8 states) is used; however, adequate performance can be obtained 
using a decentralized approach [65]. In this system, individual, mostly single-state 
filters are used.

Appropriate levels of process noise are required to force the filter to track 
variations in average tire pressure due to changes in temperature and driving condi-
tions that affect the scale factor error associated with the odometer. In addition, if 
the odometer cannot accurately track very low velocities due to sensor limitations 
(see discussion in Section 13.3.2.4), additional process noise can be injected into 
the horizontal position error states directly (the velocity error is therefore repre-
sented as the sum of the odometer scale factor induced error plus other, unmodeled 
effects which are represented as white noise). Any filter designed to operate with 
sensors that derive velocity information from the vehicle’s wheels must deal with 
the anomalous sensor performance induced by wheel skidding and slipping. As 
mentioned in Section 13.3.2.4, the preferred solution to tire slipping is to derive 
information from the nondriven wheels; however, this may not always be possible. 
For tire skidding, there may be an indication of ABS activity (if the car has an ABS) 
which can be made available to the filter. This serves as an alert, and conservatism 
would dictate that when this occurs, additional process noise should be injected to 
keep the filter aware of potential error in its propagation. The amount should be 
derived from test experience. 

For either skidding or slipping, then, the Kalman filter may have to adjust to 
a potentially significant and unmodeled source of error. Since its a priori levels of 
process noise do not reflect the presence of either condition, they must be treated 
as failure conditions by the filter. Generally, gross discrepancies between the GNSS 
measurements (in this case, a Doppler or velocity component) and the reference 
speed and heading may indicate such a failure; however, distinguishing between 
slipping or skidding and a large Doppler error (as could be induced by tracking a 
reflected signal or tracking beyond the limits of the lock detector) is not straight-
forward. Failures are generally detected by a Kalman filter through a statistical test 
applied to the measurement residuals, as explained in Section 13.2:
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	 ( )2
varif  bypass this Doppler measurementres scaleD r r> 	 (13.59)

where Dres is the Doppler residual for the current satellite represented in meters 
per second, and rvar is the Kalman filter computed residual variance (in (m/s)2). 
The parameter rscale is typically set to 9, implying that the probability of a residual 
failing the test (under the assumed unfailed error conditions of a Gaussian process) 
is roughly 0.01. If the failure condition is the reference trajectory (as would be the 
case if significant tire slipping or skidding was occurring), then several or perhaps 
all Doppler measurement residuals should fail. This is therefore a way to distinguish 
skidding and slipping from Doppler failure, since it is unlikely that several or all 
Doppler measurements would fail at the same time. In this case, two approaches 
can limit the errors induced in the integrated trajectory: reinitialization to a GNSS 
position and velocity (if that is possible, given the GNSS coverage at the time of the 
failure), or addition of sufficient process noise such that measurement rejections no 
longer occur. The appropriate level can be determined through experiments con-
ducted with test data, or it may be possible (depending upon the number of Dop-
pler measurements available during the failure condition, to solve for the needed 
amount of process noise:

	 2
var

T
resr D= −h Qh 	 (13.60) 

The vector h in (13.60) represents the measurement gradient for each measure-
ment which produces a detected failure using the test of (13.59). Since (13.60) is 
a single equation, each residual that produces a failure detection through (13.59) 
should be included to enable a possible solution for the process noise increment 
Q, which will generally have more than a single nonzero component. An overde-
termined set of equations for Q may be ensured if we limit the increment to the 
horizontal velocity components, or further limit the increment to a speed adjust-
ment or a scale factor adjustment to the a priori process noise levels. Once deter-
mined, the covariance propagation can be repeated and the Doppler measurements 
re-processed, if sufficient processor throughput exists.

Kalman Filter Model for ABS
Integration of the sensed wheel speeds, or distances traveled from an ABS in a vehi-
cle is perhaps the most cost effective augmentation of GNSS, since the ABS sensors 
are already present and no other sensors are procured. A commonly selected state 
vector for the Kalman filter is given as (13.61) in row vector form:

	
T T

L R zv v vd d d d =  x p 	 (13.61)

where dp is the three-dimensional position error vector, represented in meters, dvL is 
a scale factor error associated with the left wheel, dvR is a scale factor error associ-
ated with the right wheel, and dvz is vertical velocity error in meters per second. It 
is possible to include information from more than two wheels; however, inclusion 
of separate scale factors for each wheel can then lead to observability problems for 
the integration filter. Essentially, the average of the left and right scale factors is es-
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timated by comparison with GNSS derived speed, while the difference is determined 
using GNSS derived heading. 

ABS determined speed and heading is also subject to failures induced by slip-
ping and skidding, but in a potentially more damaging way than for the gyro/
odometer system. Since heading is also determined from the wheels, the potential 
exists for very large heading errors to develop, for example, one wheel slipping 
over ice while the other is stationary produces a heading error rate equal to the 
wheel speed divided by the track. A slipping rate of 30 km/h corresponds to a head-
ing error rate of almost 300°/h. In general, heading errors are more of a concern in 
the use of DR systems than speed errors, owing to the potential for excessive error 
growth as heading errors become large.   

Another issue worthy of mention is the possible adjustment of the covariance 
equations as heading errors become large. Due to the additional failure mecha-
nisms just discussed, heading errors exceeding the expected linear range (e.g., 10°) 
can and will occur. In these cases, filter conservatism can be lost with a linear 
model. In developing a linear model involving the sine and cosine of heading, the 
usual (linear) approximations are:

	 ( )sin H Hd d= 	 (13.62a)

	 ( )cos 1Hd = 	 (13.62b)

In (13.49), the heading error is represented in radians. As heading error be-
comes large, the cosine function can be better approximated as 1 – dH2/2. The 
error variance propagation equations have become nonlinear, since expressions 
involving error variances associated with the sine and cosine of heading error can 
no longer be linearized. These expressions can be approximated by including ad-
ditional terms involving the variance of dH2/2. Its variance can be approximated 
using a Gaussian assumption, and noting that:

	 ( )2 4var 3 HH dd σ= 	 (13.63)

Thus, the traditionally linear variance propagation equations can be replaced 
by equations that approximate the nonlinear distortion of the statistics.

Gyro/ABS Performance Comparisons
A comparison of urban canyon performance for experimental gyro and ABS-based 
dead reckoning systems is performed in [37]. Both are integrated with two types of 
GNSS receivers: wide and narrow correlator spacing. As discussed in Section 9.5, 
the receiver with narrow correlator spacing is expected to reduce the effects of mul-
tipath on each pseudorange measurement. Many sets of comparison data are gener-
ated and discussed in [37]; however, only a small subset of the performance data is 
summarized here. The reported tests of primary interest are those tests performed 
in downtown areas, as these are expected to be most limiting for GNSS coverage. 
Figure 13.31 is a sample result from the gyro/odometry integration, where the map 
truth and unaided GNSS trajectories are also shown. Corresponding results for the 
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ABS integration are shown in Figure 13.32. Both tests were performed with narrow 
correlator receivers.

Since it is difficult to make quantitative comparisons from the plots, the follow-
ing summary table is also abstracted from [37], and provides a rough characteriza-
tion of the relative performance of the integrated systems. The results represent 
a summary of roughly a dozen tests, and indicate that the gyro based system has 
performance advantages, particularly in reducing the maximum excursions from 
the road.

Both of these DR systems can provide complete solution availability under 
nominal sensor performance conditions; however, both systems are subject to con-
ditions that can lead to excessive error growth, which inevitably forces a reset to a 
GNSS solution in order to recover. For the ABS, road conditions can induce such 
error behavior due to skidding or slippage, while for the gyro-based system, a gyro 
failure or abrupt and unknown temperature change can induce this behavior. Gen-
erally speaking, this is expected to occur more frequently for the ABS. The choice 
then for the systems designer is whether or not the cost of the gyro is worth the 
expected reduction in excessive drift conditions. 

13.4  A-GNSS: Network Based Acquisition and Location Assistance

Since its first appearance in consumer handsets in the early 2000s and with the ex-
plosion of smart-phone applications using location based information, the number 
of deployed assisted GNSS (A-GNSS) receivers has surpassed all other applications 
of satellite navigation combined. This section summarizes A-GNSS methods that 
are enabled by network assistance messaging in modern cellular applications. For 
readers interested in a more in-depth treatment of the technology, see [66].

Figure 13.31  GNSS and gyro/odometry integration filter results.
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Network Assisted GNSS (or A-GNSS) grew from a need to overcome some 
of the system shortcomings of all GNSS systems when the technology is used in 
battery-powered mobile wireless devices to enable applications such as emergency 
location reporting (E911, E112) or location-based services. Mobile wireless units 
cannot afford to leave the GNSS receiver on all the time as battery life would suffer. 
Because wireless mobile devices are used more frequently indoors than outside, the 
received signals are weak, blocked or attenuated by buildings. In addition, GNSS 
receive antennas integrated in small handsets are, by nature, small, and small an-
tennas are synonymous with lossy antennas. A-GNSS provides methods of reduc-
ing receiver on-time while enabling signal processing gain (i.e., increased sensitiv-
ity) to overcome poor antennas and indoor environments.

One drawback of stand-alone GNSS is the long time needed to demodulate the 
satellite orbit (ephemeris) and satellite clock correction parameters that are essen-
tial to computing user position. If a receiver could acquire the satellites instantly, 30 
seconds of additional time (example, GPS) is required to demodulate the 50-bits-
per-second (bps) navigation data message (NAV) before a position solution can 
be computed. In applications in which the GNSS receiver is part of an emergency 
response system, waiting for data demodulation to occur can seem like an eternity. 

Table 13.3  Summary Comparison, Gyro 
Odometry, and ABS Integrations

Dead Reckoning
Maximum 
Error

RMS 
Error

ABS 115m 17m

Gyro/odometry 69m 13m

Source: [37].

Figure 13.32  GNSS and ABS integration filter results.
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All existing and future GNSS systems (GPS, GLONASS, Galileo, BieDou) have this 
same drawback. As such, methods to eliminate the need to demodulate the NAV 
message and to decrease the signal acquisition time in weak signal environments 
are the two primary drivers for A-GNSS. A-GNSS takes advantage of the commu-
nications link enabled by the embedded wireless modem to exchange data with the 
network. The data exchange allows the unit to overcome the NAV data decoding 
time and weak signal obstacles.

There are two basic methods of A-GNSS employed in cellular handsets (Figure 
13.33): MS-assisted and MS-based. In cellular telephone terminology, MS refers 
to the mobile station (MS) or cellular phone. The two methods are quite different, 
but both require a complete or nearly complete GNSS receiver to be integrated into 
the MS and a data exchange with the network enabled by a predefined over-the-air 
protocol.

The position solution is computed in the network when using the MS-assisted 
method. The MS-assisted handset shifts some of the functions of the traditional 
GNSS receiver to a network-based processor or server. This method requires most 
of the hardware elements of a stand-alone GNSS receiver (an antenna, RF section, 
and digital processor), but generally can get by with less embedded RAM and read-
only memory (ROM) as the firmware required to compute the position solution 
exists elsewhere in the network. The network transmits a very short assistance mes-
sage to the MS, consisting of time, visible satellite list, predicted satellite Doppler, 
and code phases, among other things. This visible satellite list tells the GNSS which 

Figure 13.33  Assisted GNSS positioning methods: MS-based and MS-assisted.
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satellites to acquire, and the Doppler/code phase data indicates where to look. Ac-
quisition time is reduced because the Doppler and code phase search space is much 
smaller than in autonomous GNSS processing because the search space is small as 
predicted by the network. This allows for rapid search and the use of narrower 
signal search bandwidth that enable enhanced sensitivity by allowing the receiver 
to dwell longer in each of the reduced Doppler/code phase search bins.�

The how and why are explained in detail in Section 13.4.3. The MS-assisted 
handset acquires the signals and returns the measured pseudorange data for all 
detected satellites to the network. There, a position determining entity (PDE) such 
as a server does the work of computing the position solution. MS-assisted solutions 
are inherently differential in nature, since the PDE has access to DGPS corrections, 
either from a local receiver or via the Internet.

In the MS-based method, the position solution is computed in the handset. The 
MS-based solution maintains a fully functional GNSS receiver in the handset. This 
requires the same functionality as described in MS-assisted handset with the addi-
tional means for computing the position of the mobile station. Computing position 
locally to the handset generally adds to the handset’s total memory (RAM, ROM) 
requirements in addition to increasing the loading on the host processor [e.g., as 
might be measured in millions of instructions per second (MIPS)]. The MS-based 
handset may work in an autonomous mode as well, providing position solutions to 
the user or embedded applications without cellular network provided aiding data.

MS-based methods are better for applications requiring the position solution 
in the handset, an example of which is personal navigation that can provide the 
user with turn-by-turn real-time directions (think Google Maps on a smart phone). 
Turn-by-turn navigation is awkward in the MS-assisted mode because each update 
of the position solution in the network must be communicated back to the mobile. 
In the MS-based case, significantly more data needs to be delivered to the handset 
in the form of the precise satellite orbital elements (ephemeris), but once it is trans-
ferred to the handset, little or no additional data is needed to perform periodic fixes 
as long as the ephemeris remains valid (several hours). MS-based solutions can be 
differentially corrected by sending corrections to the handset.

The reduction in search space allows the receiver to spend its search time focus-
ing on where the signal is expected to be, which, in turn, allows it to search at a 
much narrower bandwidth, increasing signal detection sensitivity.

As referenced in this section, network assistance can refer to any one of three 
forms:

•• Acquisition assistance, intended to reduce the receiver’s time to generate a fix 
[time to first fix (TTFF)];

•• Sensitivity assistance, intended to help the receiver to lower its acquisition 
thresholds;

•• Navigation assistance, intended to improve the accuracy or integrity of the 
position solution generated by the receiver. 

Certain types of information can qualify as more than a single type of assis-
tance: for example, supplying the GNSS receiver with an initial, coarse position 
estimate can assist both acquisition and navigation.
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13.4.1  History of Assisted GNSS

Many believe that the 2008 U.S. Federal Communications Commission (FCC) 
mandate to require locating cellular-telephone-based 911 calls [67] triggered the 
creation of A-GPS technology. The mandate did not create A-GPS, but it certainly 
made it mainstream. Indeed, most mobile wireless handsets today have embedded 
A-GNSS technology that is used not only for E911, but also to enable a huge num-
ber of innovative location-based applications (apps) that consumers use every day 
on their smart phones.

Examples of the earliest uses of network assistance predate the introduction 
of cellular telephones. Perhaps the earliest formal reference to the use of assistance 
information is disclosed in [68]. NASA inventors realized the potential benefit of 
transmitting an initial almanac or ephemeris to a mobile GPS receiver to enable 
prediction of satellite visibility and Doppler and eliminate the long data demodula-
tion time inherent in collecting the required data bits from the signals directly.

The first standard for sending ephemeris data over a wireless link was included 
as part of the RTCM DGPS Standard [69]: message type 17 includes the ephemeris 
data for all satellites visible to the DGPS reference station receiver. One of the earli-
est references to sending measured pseudorange data over a wireless link to support 
location determination external to the GPS receiver is described in [70]. It describes 
a vehicle tracking system in which pseudoranges can be sent over a wireless link 
to a workstation that calculates the position of the host vehicle. In determining the 
vehicle’s position, altitude information derived from a terrain map of the local area 
can be used to improve the accuracy and reliability of the solution.

An early example of ephemeris-aiding was used in 1985 by the Motorola Eagle 
receiver. It was one of the first commercially available GPS receivers to offer a form 
of ephemeris aiding [71] in one of its operational modes. Inherent in its design, 
and when two receivers were used in a differential master/slave configuration, the 
master station sent DGPS range and range rate data for all satellites tracked by the 
master station. In addition to this information, the master station transmitted the 
ephemeris data for all satellites tracked using a commutated message structure. A 
few parameters of each ephemeris were sent with each DGPS correction message, 
allowing eventual broadcast of all ephemeris data for all visible satellites to the 
slave receiver. The master-station ephemeris information was used by the DGPS 
slave receiver to:

•• Enable the best DGPS position performance by ensuring both master and 
slave units were using the same ephemeris set for each satellite (this was prior 
to the development of the RTCM-104 DGPS messaging standard discussed 
in Chapter 12).

•• Ensure that the slave unit acquired the ephemeris data for all satellites visible 
by the master, maximizing the availability of DGPS solutions.

The latter was especially useful when the slave unit was partially blocked from 
acquiring the data directly from the satellite because of blocked or reduced signal 
power to one or more satellites, which occurs near tall mountains, in canyons, 
under trees, or near buildings. Many times in these environments, the signal is 
strong enough to detect code phases and track but not strong enough to reliably 
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demodulate the ephemeris data. Transmitting the ephemeris data from the master 
to the slave unit alleviated this problem. 

In 1990, another system [72] transmitted almanac data via an over-the-air mes-
sage from a master station to many slave units called pseudorangers. The pseudo-
rangers accepted the almanac data, and used it to acquire and track GPS satellites, 
then transmit back the measured pseudoranges and a time stamp. The master sta-
tion, remote from the movers, computed position of each mover from the pseudo-
ranger unit–measured pseudoranges. This idea is a precursor of the MS-assisted 
method of A-GPS employed in mobile phones today.

Approximate position, ephemeris, almanac, and approximate time-assist infor-
mation was present in a White Sands Missile Range system [73]. The White Sands 
system used GPS to measure the performance of missiles. When a missile is fired, it 
has little time to acquire and track GPS satellites and cannot tolerate the 30-second 
ephemeris acquisition period. A wireless message was sent from a master station 
to the just-launched missile consisting of approximate position, approximate time, 
almanac data, and ephemeris data, all of which was used by the missile to acquire 
GPS signals rapidly and produce position reports while in flight.

13.4.2  Emergency Response System Requirements and Guidelines

In the United States, the original FCC mandate in 2008 allowed for two types of 
solutions: network-based solutions that work with all legacy (non-GNSS) phones, 
and handset-based solutions (such as A-GNSS, E-OTD, AFLT) in which the handset 
must include the location technology (hardware, software, or both) in its design. 
Location determination for legacy phones must be performed within the cellular 
infrastructure based on triangulation of time-of-arrival measurements of the hand-
set signal from multiple base stations. For network-based solutions, the accuracy 
requirement is 100-m 67% of the time and 300-m for 95% of calls. For handset-
based solutions, the corresponding accuracies are 50-m and 100-m, respectively. In 
all cases, a 30-second maximum response time (TTFF) is suggested.

The legislative rulings on accuracy and availability have evolved a number of 
times, the most recent ruling from 2014 [74] proposes to eliminate the handset-
based/network-based technology division, and proposes to add indoor horizon-
tal and vertical location accuracy requirements. Specifically, the proposed rule 
states the following for horizontal and vertical indoor location and availability 
requirements:

•• Horizontal location (x- and y-axis) information within 50m of the caller for 
67% of 911 calls placed from indoor environments within 2 years of the ef-
fective date of adoption of rules, and for 80% of indoor calls within 5 years;

•• Vertical location (z-axis) information within 3m of the caller for 67% of 
indoor 911 calls within 3 years of the adoption of rules, and for 80% of calls 
within 5 years.

Clearly the inclusion of indoor location accuracy requirements are driven by 
the adoption of mobile phones (everyone has one), and a steady increase of 911 
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calls originating from cell phones/smart phones [74], this reference reported the 
following 911 calling statistics over time:

In January 2011, Consumer Reports reported that 60 percent of 911 calls were 
placed through wireless phones. More recently, the California Office of Emergency 
Services indicates that the percentage of 911 calls that came from wireless devices 
increased from 55.8 percent in 2007 to 72.7 percent as of June 2013. Furthermore, 
an increasing percentage of wireless calls are placed from indoors. A 2011 study 
showed that an average of 56 percent of wireless calls were made from indoors, up 
from 40 percent in 2003. That number is even higher for smartphone users, who 
represent the majority of wireless phone owners, as 80 percent of smartphone us-
age occurs inside buildings.

The proposed vertical requirement provides the emergency responder with ac-
tionable location information for all 911 calls; it solves the problem of emergency 
calls that originate inside high-rise buildings. Life-threatening delays have occurred 
when emergency response personnel arrive on scene; if the dispatched address is a 
50-story high-rise building, they presently have no way to know from which floor 
the call originated. The 3-m z-axis requirement addresses that need. Indeed, there 
are multiple technologies being evaluated [75] that enable the determination of 
accurate indoor location including altitude such as micro-cell base stations, Wi-
Fi, Bluetooth Beacon, LEO satellite signals, RF pattern matching techniques, and 
barometric pressure altimeter data [63] (in the phone), some of which will likely 
evolve to be integrated and combined with A-GNSS so that location can be ob-
tained from the totality of available resource(s). A majority of researchers agree 
that A-GNSS by itself cannot meet the indoor location accuracy (x, y, and z) and 
availability requirements, even though there has been a steady increase in perfor-
mance. A-GNSS performance will continue to increase as GLONASS, Galileo, and 
BeiDou constellations are included in the solution.

There are similar mandates in Russia and Japan for emergency calling location, 
while Europe is struggling to define the requirements for E112 beyond its current 
network-based capability, such as perhaps requiring assisted Galileo in all handsets 
as opposed to an all-constellation encompassing A-GNSS mandate [76]. Indeed, 
most European phones already include A-GNSS that is used for location services 
but not E112 calling [77].

The 50-m accuracy requirement appears relatively easy to meet when using 
A-GNSS for outdoors and in moderately challenging environments. However, the 
location determination must ideally be performed wherever a cellular phone emer-
gency call can be made, including indoors. A-GNSS does a good job in most of 
the use-case environments except for deep indoors, underground, or in high-rise 
buildings. It is useful to understand how different environments affect the GNSS 
signal in order to squeeze out all of the availability that can be obtained. This is the 
subject of the next two sections.

13.4.2.1  Characterization of Environments

A characterization of L-band signal environments was previously reported in 
[78–83], which summarize data collection campaigns at 1,600 MHz in support of 
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satellite telephone communications link margin studies. The proximity of the test 
frequency to the 1,575-MHz GNSS frequency makes this research applicable. In 
addition, in-building cumulative distribution function (CDF) fade data from GPS 
field trials was presented in [84, 85]. In all cases, extensive radio propagation data 
was collected at L-band and analyzed to characterize the shadowing, scattering, and 
blocking effects of trees, cars, and buildings. Hundreds of hours of test data were 
collected and analyzed. Table 13.4 lists the environments characterized in the previ-
ously mentioned references and summarizes the 50% median fade of the signal due 
to the environment. The data in the table was extracted from charts showing fade 
depth versus probability charts presented in the multiple references listed.

Heavy urban with the portable unit and the three in-building environments was 
chosen for the basis of further calculations as the median attenuation values were 
large and expected to produce reduced GNSS satellite signal availability. Mobile 
and in-vehicle data in an open environment were also chosen to show the trivial 
case where the received signal strength is so high that fix percentage will surely be 
100% and the important case of a unit employed inside of a car.

It should be noted that due to the requirement for reasonable transmitter ef-
ficiency portable antennas used for the data collection experiments are fairly large 

Table 13.4  Environments Characterized for L-Band Signal Transmission

Environment Description

Median Signal At-
tenuations in Decibels 
(Mobile/Portable/
In-Vehicle*)

Open Almost no trees or buildings 2.5/0.0/12.0

Rural light Moderate to large number of trees, very few buildings 3.0/3.5/12.0

Rural moderate Moderate to large number of trees, very few buildings 8.0/7.0/16.0

Rural heavy Light to moderate forested area 16.0/10.0/18.0

Suburban light Scattered trees and building structures (e.g., homes 
far from mobile receiver or new residential areas with 
little vegetation)

2.0/1.5/14.0

Suburban 
moderate

Suburban area with 1 and 2-story homes with moder-
ate amount of trees

3.5/6.5/13.5

Suburban heavy Older suburban areas with large numbers of trees 
and homes close to roads (e.g., older subdivisions in a 
city like Chicago)

7.0/2.5/11.0

Urban light Small, sparse urban areas (e.g., urban areas of smaller 
cities)

2.0/2.0/16.0

Urban moderate Urban areas from moderate sized cities (e.g., Phoenix) 4.0/4.0/15.5

Urban heavy Steel canyons (e.g., downtown Chicago) 5.0/15.0/16.0

In-building 
residential

Buildings made of wood or stucco (e.g., Phoenix and 
California residences)

12.5**

In-building 
commercial

1 to 3-story motels, airports, and commercial 
buildings

24.0**

In-building 
high-rise

High-rise buildings 30.0**

*The numbers in the column correspond to decibels of attenuation for the indicated conditions. The mobile case corresponds 

to the reception conditions in an automobile with an antenna installed on its roof, while, for the in-vehicle case, the antenna 

is used inside the car. The portable case corresponds to an antenna from a transportable satellite receiver with a large quad 

helix antenna, not typical of GPS antennas embedded into cell phones. **These numbers correspond to the portable case.
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and mounted to minimize head blockage. The result is some attenuation numbers 
that are similar to mobile attenuations. Due to the size of these antennas, they are 
not considered acceptable for the GNSS needs of a cellular handset. Appropriately 
sized antennas for handsets have significantly less gain than any antennas used 
in the collection of the data discussed from [84, 85] or, for that matter, than con-
ventional antennas for mobile or automotive applications. As cellular telephones 
continue to shrink, the problem of integrating adequate performing GNSS anten-
nas becomes even more difficult. To perform well, the antenna needs to present 
uniform gain in the up direction covering the full hemisphere where GNSS signals 
emanate. Simple patch antennas are used in automotive applications and can be 
hidden under the dash or under the rear deck with little effort and provide the ideal 
RHCP to match the satellite transmitted signal. However, placement of a dedicated 
antenna in a cell phone forces compromises in performance with regard to antenna 
efficiency and gain pattern, especially when the user can hold it in many different 
orientations (handheld next to head, in the dialing position, and using different 
hand grips). Antenna efficiencies in the 30% to 40% range are typical, with attenu-
ation profiles in the 5- to 15-dB range, dependent on orientation and use pattern. 

Figure 13.34 shows a photograph an embedded inverted-L GNSS antenna in 
a cellular handset—in this case, an iPhone-6. This is a dual-use antenna that per-
forms both GNSS receive and Wi-Fi Tx/Rx functions and illustrates the packaging 
challenges of modern smart phones.

13.4.2.2  Characterizing Signal Attenuations

This section presents the results of a measurement campaign that was conducted 
to statistically characterize L-band and signal attenuation in various environments. 
Preprocessing of the raw, measured signal amplitude data was corrected to re-
move the effect of the transmit antenna pattern as its angle to the receiver changed. 
Measurements in high-rise buildings included a reference receiver on the roof. The 
resulting fade data was a differential measurement from the two receivers. The pre-
processed data output that is of interest here is fade magnitude versus time. Traces 
were typically 4 to 8 minutes long and can be interpreted as signal attenuation 
versus time relative to an unattenuated outdoor received signal. Plots of two such 

Figure 13.34  Combined GNSS/Wi-Fi antenna used in the Apple iPhone-6.
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traces are shown in Figure 13.35. Note the relatively high frequency variation in the 
traces, corresponding to vehicle motion through its signal environment.

Two CDFs corresponding to the traces in Figure 13.35 are shown in Figure 
13.36. The mobile curve on the left has an extremely steep slope with very few 
fades exceeding 8 dB. The in-vehicle curve on the right has a gentle slope character-
istic of a greater standard deviation of the fade value.

An alternate way to look at the signal attenuation profile is to directly use GPS 
signals detected by a high-sensitivity receiver. In most cases, 8–12 satellite signals 
are available for measurement at any one time. In order to profile the signal at-
tenuation characteristics in a particular environment, 12 to 24 hours of data needs 
to be mapped out to capture the effects of the GPS satellite constellation repeat 
time. The GPS receiver-reported SNR for each satellite (typically in units of dB-
Hz) is collected and then translated to an equivalent signal power on the antenna 
in units of dBm by making an estimate of the receiver noise figure and equivalent 
bandwidth. If desired, one can map the attenuation profile of the environment as 
a function of satellite azimuth and elevation angle to provide even more detail on 
the environment and identify directions of low and high attenuation. Signal power 
CDF curves are produced and used to predict the availability of location fix within 
the environment by determining the probability of at least four satellites offering 
signal power above the receiver’s raw detection threshold.

Figure 13.37 shows the signal power CDF curves for the eight strongest satel-
lites detected from a rooftop antenna over a 12-hour period. As can be seen, the 
95% probability for the fourth satellite is stronger than about –132 dBm in this 
open-sky condition. As expected, the signal power spread from the strongest to 
weakest is only a few decibels.

By contrast, Figure 13.38 shows the same corresponding CDF curves for the 
strongest eight satellites observed in-building. The environment is the second floor 

Figure 13.35  Typical fade magnitude versus time for mobile (top) and in-vehicle (bottom).�
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of a 3-story apartment building, in the center of the main living room away from 
windows, with wood and brick construction. In this environment, the 95% prob-
ability for the fourth strongest satellite is at >= −152 dBm. Other notable items 
include that the strongest signal is approximately 10 dB below that from the roof 
antenna (50% point), and the spread from the strongest to the weakest is much 
larger, on the order of 20 dB or more in this particular environment. The large 

Figure 13.36  Fade CDFs for mobile (left) and in-vehicle (right).�

Figure 13.37  Open-sky CDFs for the strongest eight GPS satellites over 12 hours.
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spread implies that the algorithm to detect indoor signals should be adaptive as 
the integration dwell time to detect the stronger signals can be shorter than the 
dwell time to detect the weaker signals. As will be shown later, common-mode er-
ror parameters associated with each satellite signal (code phase error due to time 
error and Doppler error due to oscillator error) can be exploited to reduce the total 
search space after one or more satellites are detected; thus, the already detected 
stronger signals can be used to further reduce the search space in order to detect 
the weaker signals.

For every environment tested in this way, a unique set of CDF curves will be 
produced. Thus, it is very difficult to project success or failure in a particular envi-
ronment based on Table 13.4 or Figure 13.35 through Figure 13.38 without first 
collecting data and generating CDF curves within the environment in question. 
The CDF curves include only GPS constellation data, if we project to the GNSS 
end-state and include a full constellation of Galileo, GLONASS, and BeiDou satel-
lites in the solution, it is clear that the availability of location data from challenged 
environments improves significantly.

The data in the table and figures should only be used as an example of the 
specific location tested and should not be used to project other environments, al-
though the trends shown are useful. 

With regard to compliance testing, the FCC issued guidelines for testing hand-
sets for compliance to the E911 location mandate [86]. A consortium of CDMA 
cell phone vendors and suppliers, together with representatives from cell phone 
carriers, defined a set of minimum performance tests [87] that must be met by A-
GPS enabled CDMA phones. These tests define specific signal simulation scenarios 
and requirements for both position accuracy and TTFF. For example, the sensitiv-
ity test of the IS-916 specification requires that the GPS function embedded in a 

Figure 13.38  In-building (moderate indoor) CDFs for the strongest eight GPS satellites over 12 
hours.
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CDMA telephone acquire four GPS satellite signals at –147 dBm within 16 seconds 
with success rate of 95% or better. Meeting the minimum performance standard 
should not be confused with meeting the Phase II location accuracy and availability 
requirements.

The current Phase II location accuracy rules contain no requirement for test-
ing compliance with the standards or for reporting the results thereof, but it’s clear 
that cellular providers are continuously extracting useful information from their 
networks as a natural consequence of operating the network. As of 2013, several 
cellular providers reported 911 location yields ranging from 91% to 95%, which 
includes emergency calls from indoor locations [74].

With respect to the proposed indoor location requirements, the FCC is consid-
ering third-party test-bed compliance testing that would determine actual perfor-
mance levels of solutions in various real-world conditions and those representative 
of indoor environments across the country.

Acquiring and using GNSS signals in challenged environments combined with 
poor performing (small) antennas; and using those measurements for computation 
of accurate location has been the focus of the research of A-GNSS engineers for the 
last 15 years. A-GNSS engineers employ three methods of overcoming the losses 
and meet requirements.

1.	 Signal processing techniques: Driving the signal acquisition threshold to 
ever lower levels has increased the GNSS location yield well beyond the 
capabilities that the original developers of GPS ever imagined. For exam-
ple, Section 8.5 describes the signal processing gain obtainable by extended 
coherent and noncoherent integration times, this technique is used by A-
GNSS receivers to overcome the signal losses from poor environments and 
small antennas.

2.	 Advancing semiconductor technology: By allowing increasing numbers 
of correlators to be included on-chip and using those to attack the two-
dimensional search space (Doppler and code phase) for each satellite of 
interest, the receiver can find signals faster using longer integration times 
(i.e., higher sensitivity). 

3.	 Acquisition assistance: Innovative methods of aiding and assisting the re-
ceiver that minimize the Doppler and code phase search space (number 
of search bins) and minimize the receiver on-time (i.e., lower power 
consumption).

13.4.3  The Impact of Assistance Data on Acquisition Time

The discussion that follows is specific to GPS, but the same methodology is appli-
cable to all GNSS signals with small modifications. The use of the assistance infor-
mation enables lowering of the number of satellite Doppler and code phase search 
bins to acquire signals for fix. If a sufficient number of correlators are not available 
to cover the total uncertainty space in parallel, then some form of sequential pro-
cessing is required such as searching for each satellite sequentially.

For a given scenario, one can compute the total number of Doppler-code phase 
search bins needed to be searched, and consequently, the number of correlators 
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required to cover the entire search space in parallel. The initial parameters of posi-
tion, time, and frequency uncertainty, along with the particular orientation of the 
satellite constellation at the time, can be used to compute the total uncertainty 
search space. Figure 13.39 depicts the two-dimensional search space for a single 
satellite, the x-axis representing the total Doppler uncertainty and the y-axis show-
ing the total code phase uncertainty. For each satellite, the number of Doppler 
search bins (Ndopp) and code phase search bins (Ncp) is computed.�

The number of required correlators Nc to cover the search space in parallel is 
given by:

	
1

i i

M

c dopp cp
i

N N N
=

= ×∑ 	 (13.64) 

where M is the number of visible satellites. For each satellite M, the number of Dop-
pler search bins Ndopp is dependent on the total Doppler uncertainty (in hertz), and 
the coherent integration predetection integration (PDI) period in seconds, which is 
the same as the PDI period T discussed in Section 8.4.

	 ( )
i

i

dopp
doppN

k
PDI

σ
=

	 (13.65)

The parameter k is based on the desired overlap of the Doppler search bins 
and can generally range between 0.5 and 1. The computation of total Doppler 
uncertainty 2

idoppσ  for each satellite is then dependent on the contributions of Dop-
pler uncertainty due to position uncertainty, time uncertainty, reference oscillator 
uncertainty, and user motion (velocity) uncertainty. Thus, one can write a simple 
equation for the total Doppler uncertainty per satellite as:

Figure 13.39  Two-dimensional Doppler/code phase search space.
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2 2 2 2 2

_ _ _ _i i i idopp dopp time dopp pos dopp vel dopp osclσ σ σ σ σ= + + + 	 (13.66)

The first term is the sensitivity of Doppler uncertainty to time uncertainty, can be 
computed for each satellite [88], but as a rule of thumb, it is no larger than 1 Hz 
per second of time uncertainty. Likewise, the second term, the sensitivity of Dop-
pler to initial position error, is about 1 Hz/km in the worst case. In [88], equations 
are presented for the precise computation of 

2
_ idopp posσ  for each individual satellite, 

which is generally much less than 1 Hz/km. The effects of user platform motion are 
accounted for by the third term, which represents the Doppler error induced on the 
GPS signal due to user motion. The term 

2
_ idopp velσ  is a maximum for low elevation 

angle satellites if the user is heading directly at or away from the satellite, and is 
very small for high elevation angle satellites. In the worst case, 

2
_ idopp velσ  contributes 

no more than 2.3 Hz/mph of user motion, and can be generally multiplied by the 
cosine of the elevation angle to limit its effect.

	 ( )_ el~ 2.3 cos  Hz mph
idopp velσ f× 	 (13.67)

The first three terms of (13.66) are dependent on the satellite constellation, 
the user position, and the user motion. The last term, 2

_dopp osclσ  (note no index i) 
is dependent on the reference oscillator and is common-mode with respect to all 
satellites. 2

_dopp osclσ  is typically 1,575 Hz/ppm of reference oscillator frequency un-
certainty and is by far the most dominant element of (13.42). 

To compute the total code phase dimension uncertainty [see (13.40)], the two 
dominant terms are proportional to the position uncertainty and time uncertainty. 
Thus,

	 ( )2 2 2 2
_4 coscp pos el cp timeσ σ f σ= + 	 (13.68)

where the term σcp_time is in units of half-chips by multiplying the time uncertainty 
(in seconds) by the conversion 2,046 half-chips per millisecond and the first term 
of (13.68) is computed as shown in Figure 13.40. Figure 13.40 shows the simple 
relationship of the effect of position uncertainty and satellite elevation angle to 
transform to the dimension of code phase uncertainty in units of half-chips in the 
direction of the satellite LOS vector (conversion factor: 1 half-chip = 150m). 

The other element of code phase uncertainty is common mode across all satel-
lites and directly proportional to time uncertainty. A 1-ms error in time transforms 
into a 2,046 half-chip error in code phase. For the typical assisted case in which the 
approximate position uncertainty is relatively small (e.g., 6 km) as delivered from 
the network, the largest term of (13.66) is that contributed by the time error.

For the time dimension, we first recognize that the GPS signals are all synchro-
nized in time, which means that, except for the relative drift between the satellite 
clocks, the first PRN bit and the first navigation data message bit (Subframe 1) 
leave each satellite at precisely the same time. Each PRN bit and each navigation 
data message bit is then predictable in time in the following manner:
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( )
( )( )

( )
( )

( )

Subframe_Number 1 MOD GPS_Time 6,5 ;

Word_Number 1 MOD GPS_Time 30 0.020 ,10 ;

Bit_Number 1 MOD GPS_Time, 0.020 ;

Integer_PN_Rolls MOD GPS_Time 0.001 ;

Code_Phase MOD 2046 GPS_Time 1000,2046 ;

= +

= + ×

= +

=

= × ×

	 (13.69)

The equations shown in (13.69) enable the user to precisely compute the code-
phase, bit_phase, bit_number, word_number, and subframe number of the signal 
leaving the satellite at any time into the week based on a GPS_Time. The user will 
observe this code phase on the ground later in time after it propagates from the 
satellite to the user by the propagation time, dtprop. Dtprop is easily computed as 
shown in (13.70) based on the geometric range between satellite and user divided 
by the speed of light. In addition, the signal will be slipped forward or backward 
in time an amount proportional to the satellite clock correction Tcorr, its range 
of correction is +/− a few milliseconds. The user will always be able to predict the 
code phase to all satellites observed on the ground at any instantaneous GPS_Time 
by the pseudo-code:

( )( )Code_Phase_observed MOD 2046 GPS_Time Tcorr Dtprop 1000, 2046 ;= × + − ×    (13.70)

where:

( ) ( )2
Tcorr af0 af1 GPS_Time toc af2 GPS_Time TOC ;

Dtprop SV_POS-USER_POS Speed_of_light

= + × − + × −

=

af0, af1, af2 are the zeroth through second-order satellite clock correction terms 
from navigation data message subframe 1, and TOC is the reference GPS time for 
the satellite clock correction terms.

Figure 13.40  Relationship of position uncertainty to code phase uncertainty.



13.4  A-GNSS: Network Based Acquisition and Location Assistance	 875

Likewise, all equations of (13.69) can be modified to include the user-observed 
parameters as follows:

( )( )
( ) ( )( )

( )( )

Subframe_Number_observed 1 MOD GPS_Time Tcorr Dtprop 6, 5 ;

Word_Number_observed 1 MOD GPS_Time Tcorr Dtprop 30 0.020 ,10 ;

Bit_Number_observed 1 MOD GPS_Time Tcorr Dtprop ,0.020 ;

Integer_PN_Rolls_observed MOD GPS_

= + + −

= + + − ×

= + + −

= ( )( )
( )( )

Time Tcorr Dtprop 0.001 ;

Code_Phase_observed MOD 2046 GPS_Time Tcorr Dtprop 1000, 2046

+ −

= × + − ×

	 (13.71)

In which the “_observed” described by (13.71) represent what a ground-based 
user located at USER_POSITION on the Earth would observe at the time instant 
“GPS_Time.” Equations (13.71) ignore the small effects of Earth rotation rate as 
well as tropospheric and ionospheric delay on the signal. However, from a macro 
level, (13.71) are useful in determining the most likely initial receiver state for 
the signal detection function to initialize the starting code phase and bit-phase. 
The computed code phase uncertainty from (13.68) then defines the range of code 
phase to search over, specifically 

	 ( )Code_Phase_Search_range Code_Phase_Observed cospos elσ f= ± 	 (13.72)

Equation (13.64) can be used to determine the search time for a particular 
scenario based on signal power, number of satellites, and the required PDI and 
noncoherent integration dwell time required to positively detect the signal. Section 
8.5 previously showed that as signals get weak, the integration dwell time required 
to positively detect the signal increases substantially. For example, if the signal is 
–130 dBm (typical clear view of the sky conditions), the signal can be positively 
detected with a 1-ms PDI and a 2-ms noncoherent integration dwell time. As the 
signal gets weaker, the required PDI and noncoherent integration time increases 
substantially (e.g., if the signal is –150 dBm, then a PDI of 10 to 12 ms and a non-
coherent integration time of 1 or more seconds is required). Tables 13.5 through 
Table 13.7 illustrate this effect.

Equation (13.64) describes Nc as the number of total Doppler/code phase 
search bins for all satellites for a particular scenario. Given that the dwell time per 
bin is indicated by Tdwell, and the number of available correlators for the search is 
given by Ncorr, then the maximum total search time is approximately indicated by

	 ( )search dwellT T c corrN N= × 	 (13.73)

For a particular scenario in which the time uncertainty is 1 ms or more, full code 
phase search of 2,046 half-chips is required to find the first satellite. Given a con-
dition of a 0.5-ppm oscillator, the number of Doppler bins is dominated by the 
oscillator uncertainty; thus, the column Ndopp in Table 13.5 indicates the number 
of Doppler bins per satellite and Ncp indicates the number of code phase search 
bins. The initial conditions of time, position, and frequency uncertainty are shown. 
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Column Nc indicates the number of Doppler-code phase search bins for an 8-satel-
lite case in which the receiver does not take advantage of the code phase learned 
from a first detected satellite to reduce the code phase search range on the remain-
ing satellites. Finally, two conditions are highlighted, the total search time Tsearch 
using (13.73) for two cases: that of a typical automotive-grade receiver containing 
12 searchers, and a high-performance flash correlator that can search up to 32,000 
bins simultaneously.

As described earlier, when a first satellite is detected, it is possible to substan-
tially reduce the code phase and Doppler search range for the remaining Nsv − 1 
satellites. Table 13.6 illustrates the gain achieved as reflected in reduced Nc and 
Tsearch cases by using the full code phase and Doppler search space to find the first 

Table 13.5  Maximum Search Times*
Signal 
(dBm) PDI (s)

Tdwell per 
Bin (s)

Ncp per SV 
(half-chips)

Ndopp 
per SV

Nc for 8 
SVs

Tsearch 
12 (s)

Tsearch 
32K (s)

−130 0.001 0.002 2,046 2 32,736 5.4 0.002

−145 0.006 0.050 2,046 12 196,416 818 0.3

−150 0.012 1.0 2,046 25 409,200 9.4 hr 13

−155 0.020 5.0 2,046 42 687,456 80 hr 107

*Time uncertainty = 1 ms, frequency uncertainty = 0.5 ppm, 8 satellites, position uncertainty = 30 km, 

ignoring code-phase and Doppler search range reductions after finding a first satellite. 

Table 13.6  Maximum Search Times*

Signal 
(dBm) PDI (s)

Tdwell per 
Bin (s)

Ncp First SV 
(Half-Chips)

Ndopp 
First 
SV

Nc for 8 
SVs

Tsearch 
12 (s)

Tsearch 
32K (s)

−130 0.001 0.002 2,046 2 6,240 1 0.002

−145 0.006 0.050 2,046 12 26,700 111 0.05

−150 0.012 1.0 2,046 25 53,300 1.23 hr 1.7

−155 0.020 5.0 2,046 42 90,230 10.4 hr 14

*Time uncertainty = 1 ms, frequency uncertainty = 0.5 ppm, 8 satellites, position uncertainty = 30 

km, taking advantage of reduced code-phase and Doppler search range after finding a first  satel-

lite. Number of code phase delays and Doppler bins is reduced after finding first satellite by and 

reflected in total Nc.

Table 13.7  Maximum Search Times*

Signal 
(dBm) PDI (s)

Tdwell 
per Bin 
(s)

Ncp per SV 
(half-chips)

Ndopp 
per SV

Nc for 8 
SVs

Tsearch 
12 (s)

Tsearch 
32K (s)

−130 0.001 0.002 ~300 1 1,636 0.27 0.002

−145 0.006 0.050 ~300 1 1,636 6.8 0.05

−150 0.012 1.0 ~300 2 1,841 153 1

−155 0.020 5.0 ~300 4 3,682 1,535 5

*Time uncertainty = 100 μs, frequency uncertainty = 0.05 ppm, 8 satellites, Position uncertainty 

= 30 km, taking advantage of reduced code-phase and Doppler search range after finding a first 

satellite. Number of code phase delays and Doppler bins is reduced after finding first satellite and 

reflected in total Nc.
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satellite, and reducing the remaining seven satellite uncertainties to approximately 
300 half-chips in code phase and 100 Hz in Doppler.

Finally, Table 13.7 illustrates further reductions in the search space and search 
time by changing the reference oscillator to 0.05 ppm (for example, taking advan-
tage of handset AFC tuning) and reducing the time uncertainty to 100 μs (such as 
taking advantage of precise time transfer).

13.4.4  GNSS Receiver Integration in Wireless Devices

As shown in (13.66), much of the total code/Doppler uncertainty space for N satel-
lites is represented by common-mode error terms of time error and oscillator fre-
quency error. Typical low-cost reference oscillators are in the 0.5 to 1-ppm stability 
range, and at this level, the oscillator frequency uncertainty is by far the largest 
element of the total Doppler uncertainty search space. Likewise, a 1-ms or more 
time uncertainty is common-mode across all satellites and forces full code phase 
(2,046 half-chips) scan for each satellite, time error being the largest of the possible 
contributors to code phase uncertainty. There are methods to remedy this common-
mode frequency and time problem that are unique in a cellular handset.

With regard to time, some types of handsets such as CDMA have knowledge 
of precise time (submillisecond) internally as long as the handset is monitoring at 
least one paging channel. CDMA cell towers are synchronized in time using GPS 
receivers in each cell tower. The handset uses the precise time information when 
handing over from one cell tower to another so that it can align the cell signal 
spreading code phase and maintain seamless communication as the user moves 
from one cell tower to the next. By transferring the precise time information into 
the GPS function, it becomes possible to substantially reduce the contribution of 
time error as it reflects into the code phase uncertainty dimension [the second term 
in (13.68)], leaving (mostly) the contributions to position uncertainty as shown in 
Figure 13.40.

Certain types of handsets, such as GSM, do not have precise time informa-
tion available internally. As such, methods have been devised by which the precise 
time necessary for the navigation solution and for predicting the submillisecond 
code phase can be determined in unsynchronized networks. Some of these methods 
include:

•• Synchronizing the unsynchronized network (LMU), in which the network 
messaging is calibrated by an external device;

•• Solving for the time-error with an overdetermined solution;

•• Observing the data bits from at least one satellite navigation data message.

With regard to multiple approaches to solving the time problem in unsynchro-
nized networks, the GSM over-the-air protocol is time-division multiplex; each 
handset is assigned a time-slot in which it receives and transmits packets of data be-
tween itself and the network. To accomplish precise time transfer in the asynchro-
nous GSM network, an additional hardware element is installed in the network 
called a location measurement unit (LMU). The LMU contains a GPS receiver for 
time synchronization. It also contains a GSM phone receiver that it uses to measure 
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the absolute timing of certain data packets that it receives from each cell tower that 
it can “hear,” in effect, time-tagging the bits received with GPS time. The LMU 
measures the time shift or time offset of each cell tower signal that it can hear and 
makes this time-shift information available to the cell network for delivery to those 
handsets desiring precise time correction. The handset accepts parameters via a 
network-to-handset message that allows it to instantiate a particular portion of the 
network to handset message with a precise time tag. As such, when the handset 
receives the particular portion of the network-to-handset message, it can associate 
the event of receiving the bits with the precise time tag (derived from the LMU), 
thus providing a method of time-transfer that is much better than 1 ms, or 1 GPS 
PRN-code time period. 

Installing LMUs into a GSM network is a rather expensive proposition, so not 
all GSM networks will have LMUs. Network operators prefer a lower-cost alterna-
tive to deliver an approximate time estimate to the handset via a standard network-
to-handset message. Network latencies in delivering the message to the handset 
establish the best possible accuracy of no more than ±2 seconds; thus, approximate 
time is useful in computing satellite Doppler when satellite ephemeris and approxi-
mate position is available, but generally is useless in computing precise code phase 
estimates for each satellite so as to avoid searching the entire code phase space.

However, all is not lost because, as described earlier, most receivers take advan-
tage of the common-mode nature of time uncertainty once one satellite is detected. 
After detecting a first satellite generally using a full-code phase scan, the code phase 
uncertainty region for the remaining satellites is reduced substantially because the 
measured code phase from the detected satellite can be differenced with the predict-
ed code phase (computed using the 2-second error approximate time) to provide a 
first estimate of the common-mode time error. This correction represents most of 
the common-error time contribution to code phase in Figure 13.40; the remaining 
satellites can be searched for using constrained or limited code phase search space, 
substantially reducing the size of the total Doppler/code phase uncertainty search 
space.

With regard to frequency, Figure 13.40 shows that the frequency uncertainty 
dimension of the satellite search process is dominated by the reference oscillator 
uncertainty. The other contributions are small with position uncertainties of tens of 
kilometers are assumed. If one assumes that a 0.5-to-1.0 ppm reference oscillator 
is used for GPS, it is by far the largest contributor to Doppler uncertainty and is 
common-mode across all satellites. 

A cellular handset also contains a reference oscillator for its communication 
function, and sharing or reusing the oscillator for GPS offers a compelling cost 
advantage. Sharing the oscillator also enables substantial reduction in the refer-
ence oscillator frequency uncertainty because all modern cellular telephones em-
ploy a method of an AFC control loop to correct the oscillator frequency. This is 
based on a frequency error relative to the cellular BS-to-handset signal as shown in 
Figure 13.41. The frequency of the cellular BS-to-handset signal is precisely con-
trolled by the network to better than 0.05 ppm within each network tower. As 
such, the handset AFC control loop adjusts the frequency of the reference oscil-
lator (via VCO in Figure 13.41) until the frequency difference is zero. Thus, the 
AFC function calibrates the reference VCO oscillator to the same accuracy as the 
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network-to-handset signal, or 0.05 ppm. Reusing this high-accuracy clock for GPS 
purposes enables significant reduction in the number of Doppler uncertainty search 
bins, contributing to lower overall TTFF and minimizing the number of required 
correlators needed to meet a minimum performance criteria.

Some handsets physically adjust the frequency of the reference oscillator as 
shown in Figure 13.41. Other handsets do not do so; instead, they let the oscillator 
free-run and then adjust the control registers on a fractional-N synthesizer so as to 
produce an adjusted frequency inside the phone receiver. The control registers of 
the fractional-N synthesizer are translatable into a known frequency of operation 
of the handset reference oscillator. This frequency is known to better than 0.05 
ppm, achieving the same goal as long as the synthesizer tuning parameters are made 
available to the GPS function. The latter method offers significant advantages over 
the former, as the discrete jumps in frequency attributed to physically adjusting the 
reference oscillator frequency can cause data demodulation and tracking problems 
to the GPS function. If large enough, the instantaneous phase rotation due to the 
frequency jump cannot be discriminated from the ±180° phase rotations due to 
signal PRN modulation or navigation data bit modulation, thus confusing the data 
demodulation process and causing possible loss of lock.

As with time, using handset-based frequency aiding information is not abso-
lutely necessary in order to meet the acquisition time goals of cellular A-GPS. In 
all cases, the battle can be won by having sufficient correlators available to search 
out the uncertainty space in sufficient time. However, there is a cost and power 
consumption penalty associated with a maximum correlator solution that is pain-
ful to overcome, at least in the near term until IC technology evolves further. As 
with time, one can take advantage of the common-mode nature of the reference 
frequency uncertainty for applications choosing to install a separate GPS reference 
oscillator. In this case, most of the Doppler uncertainty is due to reference oscilla-
tor uncertainty and can be solved for once one satellite is detected. Thus, the total 
uncertainty search space collapses significantly once a first satellite is detected and 
a precise Doppler measurement to it is made.

Figure 13.41  Typical handset AFC tuning of reference oscillator.
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13.4.5  Sources of Network Assistance

Assistance information available from a digital cellular network is governed by ap-
plicable standards which vary with the underlying cellular technology, for example, 
GSM or CDMA. Generally, the standard messaging protocols have evolved to con-
tain similar content across the various standards and have migrated from GPS-only 
content to include provision for non-GPS GNSS (Galileo, GLONASS, and BeiDou), 
regional systems such as EGNOS, QZSS, SBAS, and WAAS; and cellular commu-
nication link ranging such as enhanced observed time difference (E-OTD), uplink 
time difference of arrival (UTDOA), advanced forward link trilateration (AFLT), 
and enhanced cell-ID (E-CID). In order to simplify the discussion, this section will 
focus on the use of the 3GPP GSM standard for GNSS positioning because it is 
the most widely deployed specification. Extensions of this specification includes 
terrestrial location methods but are not discussed here other than illustrating how 
the hybrid inclusion of cellular communication link ranging, or wireless LAN data 
from Wi-Fi or Bluetooth, can enhance the GNSS aiding function and improve the 
position solution.

It is important to develop a set of agreed-upon over-the-air messaging specifica-
tions to guarantee interoperability among various handset and location technology 
developers. As such, telecommunication standards setting organizations, location 
technology developers, handset manufacturers, and carriers have incorporated pro-
vision for A-GNSS in the specifications for GSM, TDMA, CDMA, CDMA2000, 
and W-CDMA/UMTS.

The process to create a new over-the-air protocol can take years to develop and 
requires continuous updating to include new features and capabilities while guar-
anteeing backward compatibility. For example, the process to develop the CDMA 
protocol IS-801 began in late 1998 (the initial release contained 148 pages), while 
the 2014 revision of the specification [89], now called C.S0022, has grown to 602 
pages.

The development of the standards is contribution driven: interested parties 
contribute written descriptions of candidate features for presentation at periodic 
meetings. The contribution is discussed, merits of each idea are judged, and the 
idea is voted upon for inclusion or exclusion. Needless to say, it is a long process 
to obtain agreement among all parties, update and publish the final specification, 
then start the process all over again for the next revision. 

With regard to control plane versus user plane interfaces, there are two types 
of messaging interfaces in the standards to support A-GNSS functionality. The two 
methods are called control plane and user plane protocols [66]. 

The control plane is the low-level signaling layer between the cellular base 
station and the handset that carries the low-level signaling for call setup and traf-
fic channel (voice and data) and is the domain of the cellular technology. It is the 
primary messaging that is used to support emergency location (E911, E112) in 
handsets as these messages are not disabled if the handset is not in service and can-
not be turned off by the user.

The user plane is an Internet protocol method by which high-level applications 
within the mobile device can access the Internet and establish application specific 
messaging to support location based services such as turn-by-turn route guidance 
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(also known as, Google maps on a smart phone), or to enable application specific 
features such as find a friend (a function within the Facebook application, among 
many others). There are literally thousands of third-party applications for smart 
phones that use location and obtain this information by A-GNSS positioning en-
abled by user-plane (SUPL) messaging. Location information flowing over the user 
plane follows the Secure User Plane Location (SUPL) protocols supported by the 
Open Mobile Alliance (OMA). User plane messaging is sometimes called over-the-
top (OTT) messaging.

Three primary organizations establish the modern protocols for handsets as 
shown in Table 13.8 and include control plane specifications for CDMA, GSM 
and LTE technologies supported by 3GPP2 and 3GPP, respectively, plus the user 
plane protocol supported by the SUPL Open Mobile Alliance specifications. These 
are the primary specifications supporting A-GNSS for mobile devices. The speci-
fications include messaging supporting cellular-based terrestrial location methods 
(AFLT, E-OTD, OTDOA, and E-CID) that are used to assist A-GNSS acquisition 
or to combine with A-GNSS measurements enabling hybrid terrestrial and satellite 
location determination. The terrestrial methods are not discussed here other than 
how the data can support or assist A-GNSS acquisition.

GNSS systems include GPS, Galileo, SBAS, Modernized GPS, QZSS, GLONASS, 
and BDS.

As discussed earlier and as shown in Figure 13.33, there are two main types of 
A-GNSS technology; MS-assisted and MS-based. The GSM over-the-air protocol 
information elements to support each will be discussed next. A-GNSS assistance 
information from a network includes a long list of data types; the data requested 
by or delivered to the mobile device is dependent on the location method employed 
by that mobile device as depicted in Table 13.9.

Most mobile receivers use a subset of this information to acquire the requisite 
number of satellites for a fix, depending if it is MS-assisted or MS-based. For ex-
ample, the MS-assisted handset may use visible satellite list, predicted Doppler, and 
predicted code phases to acquire signals. The MS-based handset may use approxi-
mate position, ephemeris, and approximate time. Both types (MS-based and MS-
assisted) can transform these parameters into corresponding Doppler and Doppler 
uncertainty and code phase and code phase uncertainty, allowing the GNSS re-
ceiver to greatly restrict the satellite signal search region (only look where the signal 

Table 13.8  Major A-GNSS Location Specifications Per Handset Type
Handset 
Technology Organization Plane

Controlling 
Document

Location 
Technologies Reference

CDMA2000, 
CDMA (IS-95)

3GPP2 Control C.S0022 A-GNSS, AFLT [89]

GSM, UMTS ETSI, 3GPP Control TS 44.031 A-GNSS, EOTD [90]

LTE 3GPP Control TS 36.355 A-GNSS, OTDOA, 
E-CID

[91]

Secure User 
Plane Location 
(SUPL)

Open Mobile 
Alliance

User OMA-TS-
ULP-V3

A-GNSS, E-OTD, 
OTDOA, AFLT, 
E-CID

[92]

Other specifications not shown in this table describe messaging to support LAN location technologies such as Wi-Fi, 

Bluetooth, and others.
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is known to be), reducing the number of correlators needed to find the signals 
quickly. The typical use of each data type is now discussed.

With regard to the visible satellite list (MS-Assist), the visible satellite list is 
generated within the cellular network by simply reporting the visible satellites at 
a GNSS reference receiver within or in the vicinity of the cellular network. The 
reference receiver should be positioned to ensure an unobstructed view of the sky. 
Because of the relative proximity of the network and the mobile with which it is 
communicating (i.e., a maximum separation of 20–30 km is expected), the visible 
satellite list is virtually the same for the reference and mobile receiver, except pos-
sibly for a satellite very close to the horizon (i.e., less than the separation distance 
divided by the radius of the Earth, or roughly a 0.2° elevation for a 20-km sepa-
ration) and with an azimuth opposite to the LOS between the reference receiver 
and the mobile. Knowledge of the satellites that are potentially visible permits the 
mobile receiver to focus its search and avoid wasting time searching for satellites 
that are not visible, thus reducing its time to acquire sufficient satellites for a fix.

With regard to Doppler data (MS-Assist), one dimension of the two-dimen-
sional search for a particular GNSS signal is the Doppler space dimension as shown 
in Figure 13.39. GNSS satellite motion-induced signal Doppler covers a large range 
(±4.2 kHz for GPS, ±4.5 kHz for GLONASS, ±3.6 kHz for Galileo, ±4.0 kHz for 
BeiDou); providing a good estimate of the Doppler for each satellite of interest 
drastically reduces the required number of Doppler bins (and total number of cor-
relators) required to cover the search space and find the signal. For example, as-
sume that a receiver uses a predetection integration time (PDI) of 10 ms in order to 
acquire weak signals but with no knowledge of time. At 10-ms PDI, the response 
of the integrate-and-dump coherent integration filter is as shown in Figure 13.42; 
the width of the peak with less than 1-dB attenuation is 50 Hz; this is the typical 
Doppler search step size to minimize the probability of missed detections.

With a 50-Hz step size, 168 Doppler search bins (2 × 4.2 kHz/50 Hz) are re-
quired to cover the entire Doppler search space. In contrast, given knowledge of the 
satellite Doppler, the search range can be restricted to a level that is consistent with 
maximum expected host velocity, initial position uncertainty and reference oscilla-
tor frequency uncertainty [the last three terms of (13.42)], or only about 5 Doppler 

Table 13.9  Possible Assist Information Dependent on Mobile Location Method
Assist Information MS-Assisted MS-Based

Visible satellite list X —

Predicted SV Doppler and optionally rate of change X —

SV azimuth and elevation angles X —

SV code phase and search window X —

Approximate location of mobile device — X

Satellite almanac data (course Keplerian parameters) — X

Satellite ephemeris data (precise Keplerian parameters) — X

Satellite clock correction polynomial X X

Approximate time X X

Precise time X X

Navigation data bit timing (bit number, fractional bit) X X

Navigation data bits (sensitivity assist) X X
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bins. Because satellite Doppler rate of change is relatively small compared to the 
Doppler itself [88], the Doppler rate-of-change parameter is used to keep the search 
signal Doppler stationary with the during very long noncoherent accumulations 
(weak signals), or to enable periodic fixes with only one Doppler assist packet, for 
example, to predict the current Doppler minutes after receipt of the Doppler assist 
packet. 

With regard to the code phase and code phase search window data (MS-Assist), 
as shown in Figure 13.39, the second dimension of searching for a GNSS spread-
spectrum signal is the code phase dimension, typically in units of spreading code 
chips. For the case of GPS the code phase is measured in C/A code chips (0 to 1,022) 
each chip about 300m in size. Other GNSS define code phase commensurate with 
the structure of its spreading code. The network supplies an estimate of the code 
phase for each visible satellite based on the approximate position of the mobile, 
the network knows the mobile approximate position based on a number of options 
such as CID (the location of the cell tower communicating with the mobile), AFLT 
or E-OTD location (triangulation of the mobile location from cellular signals), or 
even LAN location [knowledge of the location of wireless WLAN network(s) that 
the mobile station can presently receive]. Code phase knowledge for each visible 
satellite allows the receiver to restrict the search to the predicted code phase delay 
and search window.

The code phase search window describes the range of code phases around the 
estimated code phase where the GNSS spreading code is most likely to be found. 
With knowledge of only the CID, the network will set the search window com-
mensurate with the size of the cellular network coverage for the particular cellular 
tower. The code phase search window can be greatly reduced if the network can 
determine a more refined approximate location of the mobile by using AFLT/E-
OTD methods or WLAN location. 

Figure 13.42  Response of integrate-and-dump filter dependent on frequency error F and predetec-
tion integration time T (PDI). T = 10 ms shown.
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With regard to azimuth and elevation information (MS-Assist), satellite azi-
muth and elevation angles can be used by a mobile receiver in its assignment of 
search ranges. For example, in the previous paragraph, the number of Doppler bins 
assigned was computed solely as a function of the maximum expected host velocity. 
This calculation ignores the fact that Earth-borne host velocities are largest in the 
horizontal plane; a more realistic assignment of search range could therefore have 
been made using the elevation angle of the to-be-acquired satellite, E, as indicated 
in the following equation:

	 H max zmaxD v cosE v sinE∆ = + 	 (13.74)

Since maximum vertical velocities (i.e., vzmax) are expected to be small relative 
to maximum horizontal velocities (i.e., vHmax), smaller search ranges would gener-
ally be assigned to higher elevation satellites using (13.74). 

With regard to approximate location data (MS-Based), providing the mobile 
receiver with an approximate location is most useful for MS-based acquisition as-
sistance when combined with either ephemeris or almanac data for the satellites 
expected to be visible. The position provided by the network is generally either the 
location of the serving cell tower or the center of the service area; it is therefore 
expected to be within 20 km of the mobile’s actual location. Given this position, 
and either an ephemeris or almanac representation for each satellite, Doppler and 
Doppler rate information can be computed by the mobile with satisfactory accu-
racy (the sensitivity of Doppler prediction error to position error is generally less 
than 1 Hz/km [88]), the value of which for acquisition assistance has already been 
discussed.

With regard to ephemeris data (MS-based), as referenced in the preceding para-
graph, satellite ephemeris or almanac information enables accurate Doppler pre-
diction, given relatively coarse position information. In addition, if time is known 
such that the satellite positions can be accurately computed (a 1-second error in 
knowledge of time translates to 1 km of ranging error in the worst case), an ac-
curate range to the GNSS satellite can be determined. If, additionally, the handset 
is precise time-synchronized (example, CDMA handsets), prediction of the satellite 
code phase can be made as described in (13.73) to substantially reduce the range of 
code phases to search. For example, if the local oscillator has been synchronized, 
and time is known to 1 second, the relative code phases can be resolved to roughly 
140 half-chips (i.e., 21 km of ranging error) after finding a first satellite, represent-
ing a significant savings relative to a full code phase search.

The information, provided to assist acquisition, can also increase sensitivity 
(i.e., enable acquisition of weaker signals). This is because the assistance informa-
tion is likely to reduce the search ranges in Doppler and code phase such that the 
receiver has sufficient correlators to cover all cells in a parallel search, spending 
more time searching the remaining space.

With regard to sensitivity assist, independent of the acquisition assistance types 
already discussed, the primary form for actual sensitivity-increasing assistance data 
is the provision of navigation data bits over the cellular network. Given that the 
navigation data bits can be synchronized with the knowledge of the data bit edg-
es for each satellite for which acquisition is attempted, the PDI can be extended 
beyond one navigation data bit: each doubling of the coherent integration time 
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lowers the acquisition threshold by 3 dB. However, each doubling of the coherent 
integration period requires a correspondingly narrower Doppler size due to the 
SINC function, and so more Doppler bins (and more correlators) will be required 
to cover the same uncertainty range.

Some of the over-the-air protocols for A-GNSS have provisioned methods of 
sending the navigation data message to the handset so it has a priori knowledge 
of each bit and can subsequently wipe-off the data if needed for additional sig-
nal processing gain. The handset has to assemble the total bit sequence through a 
number of different messages. For example, in the GSM protocol, most of the bits 
for each GPS satellite from subframes 1–3 (words 3 through 10) are delivered via 
the Navigation Model assist data message. Most of the bits for subframes 4 and 5 
(words 3 through 10) are delivered via the Almanac assist data message. The bits 
contained in each word’s 6-bit parity field are not sent, as these are computable af-
ter the handset has the data elements. Each subframe has a constant preamble that 
does not need to be sent, and the 17-bit HOW word contained in each subframe 
(word 2) is predictable with time. Thus, the remaining missing bits in the naviga-
tion message, primarily the TLM Message (14 bits), the antispoof flag (1 bit), the 
alert flag (1 bit), and the TLM-reserved bits (2 bits) have been accumulated into 
one additional garbage collection message and appended at the end of the Refer-
ence Time network-to-handset message.

At least two alternatives exist to sending and receiving navigation data bits 
over the network that achieve most of the benefit: predicting the navigation data 
bits, as discussed earlier, and guessing the navigation data bits. Estimated bits [93] 
can substantially increase the required number of correlators for longer coherent 
integrations. In guessing the navigation data bits, a hypothesis corresponding to 
each possible bit transition is formulated, and parallel integrations are performed, 
with the integration resulting in the largest signal correlation peak determined to 
be the correct bit sequence. For a sequence of n data bits, 2n parallel integrations 
are required, corresponding to each hypothesized bit sequence. This increases the 
number of correlators dedicated to each satellite for which bits are guessed by 2n. 
In [93], a practical limit of 5 estimated bits is imposed, corresponding to 32 parallel 
integrations. Modernized signals such as the GPS L2C signal offer a dataless com-
ponent to the signal, which allows for long coherent integration periods without 
regard to data bit modulation interference, eliminating the need to transmit the bits 
to the mobile user through a cellular network. 

With regard to navigation assistance, in many cases the solution geometry can 
be significantly degraded relative to open-sky conditions. Hence, each meter of 
ranging error can be scaled by a large multiplier related to the geometry (e.g., 
HDOP), resulting in a significant navigation error, which can be reduced through 
the use of differential corrections. 

At least in the United States, as new indoor and vertical position accuracy 
requirements eventually take hold, the importance of the Z-dimension will drive 
solutions [74]. Existing GNSS solutions can be extended to include altitude infor-
mation from multiple sources such as barometric pressure sensors in the handset 
coupled with calibrating barometric pressure/altitude data sent via the cellular net-
work to the handset. Other sources of altitude could come from WLAN location 
information such as Wi-Fi or Bluetooth [63, 75].
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The approximate altitude of the mobile can be combined with a GNSS solution 
to provide a hybrid location accurate in the Z dimension. It is reasonably impor-
tant that an accuracy measure be provided for the altitude, generally represented as 
a 1-sigma error: The Z measure is then most readily incorporated into a weighted 
least squares solution for the mobile position. Thus, the altitude is added as an 
additional measurement to the m pseudorange measurements, zm+1, with an error 
variance set to the square of the 1-sigma value from the network:

	 ( ) 1T 1 T 1−− −=x H R H H R z 	 (13.75)

Note that bold letters denote vectors in (13.75), that is, the m + 1 dimensional 
measurement vector z, and the four-dimensional vector of state corrections, x. The 
measurement gradient matrix H is of dimension m + 1 by 4, with its first m rows 
corresponding to the m pseudorange measurements, and the last row correspond-
ing to the altitude, and R is the m + 1 dimensional diagonal measurement error 
variance matrix with each element representing an error variance assigned to the 
corresponding measurement.

The approximate location which is communicated to the mobile can serve two 
functions for the navigation solution. The first is simply to initialize the WLS solu-
tion, that is, provide a starting point for its iterations, the x value in (13.75), which 
is defined as a set of corrections relative to this, initial, supplied location. In order 
for (13.75) to be valid, the approximate location must be sufficiently accurate such 
that the pseudorange measurements are effectively linearized. A second function 
is to add horizontal position domain constraints to the WLS solution, in the same 
way in which the altitude constraint is added. The dimension of the measurement 
vector, z, is then increased to m + 3, where m is the number of pseudorange mea-
surements, and the R matrix elements corresponding to the position constraints 
are assigned error variances which reflect the accuracy of the approximate loca-
tion. As referenced in (13.65), error variances, perhaps in the form of an error 
ellipse, are communicated with the approximate position. The error ellipse can be 
communicated (as an orientation angle and one sigma errors in principal axes), 
as illustrated in Figure 13.43 when the approximate position is determined from 
a coarse fix (e.g., based upon ranging off the cellular signals). In the figure, 2

eσ , 2 ,nσ  
and σen denote the elements of the covariance matrix corresponding to East and 
North position error. In the case of an error ellipse, the East and North position er-
ror components will generally be correlated (i.e., a nondiagonal measurement error 
variance will be needed if the constraints are expressed directly in terms of East and 
North position error components). Preferably, the measurement error variance ma-
trix can remain diagonal if the measurements are expressed in the principal axes.

In a manner completely analogous to the addition of position constraints as 
additional measurements in the WLS solution for location, a timing constraint can 
be added to the clock offset solution, if fine timing information is available and 
sufficiently accurate (i.e., submillisecond).

Finally, the mobile’s navigation solution can be aided by the transmission of 
satellite clock correction and ephemeris data, which may already be part of the ac-
quisition assistance. However, for a handset-based solution in response to an emer-
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gency call, both are generally required for an accurate solution, since time does not 
permit decoding of the equivalent information from the navigation data bits.�

With regard to A-GNSS data exchanges, it is useful to demonstrate the MS-
Assist and MS-Based data exchange for the typical mobile device. The examples 
that follow show data content specific to the A-GPS case, although the protocols 
support GPS, Galileo, SBAS, Modernized GPS, QZSS, GLONASS, and the BeiDou 
Navigation Satellite System. Later, we show examples of how the standards sup-
port the non-GPS satellite systems.

The data content of the MS-Assist and MS-Based exchanges among all the 
varying GNSS systems are similar to the A-GPS case, unique differences between 
the systems are reflected in the number of bits of certain fields (differing methods 
of specifying the navigational models as reflected by the slight variation in their 
constellation orbital parameters and orbit altitudes), and the way in which certain 
parameters are defined (for example, code phase in C/A code chips for GPS, code 
phase in units of fractions of a millisecond for Galileo). If the reader becomes fa-
miliar with the A-GPS exchange first, it is relatively easy to translate to Galileo, 
GLONASS, or BeiDou given an understanding of the GNSS system differences 
reflected in the rest of this book. For purposes of simplifying the discussion, the 
MS-Assist and MS-Based exchanges as described in the TS-144.031 GSM/UMTS 
specification [90] are used.

The specification allows for multiple GNSS systems to be included or com-
bined into a hybrid multi-GNSS solution in order to improve performance (accu-
racy), and availability of measurements when an A-GNSS handset has many more 
opportunities to find signals in challenging environments compared to A-GPS solu-
tion. Given that most GNSS systems have at least one signal on the original GPS L1 

Figure 13.43  Error ellipse relationship to covariance matrix.
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frequency (1,575.42 MHz), the RF electronics (antenna, RF gain, downconverter) 
necessary to process multi-GNSS signals simultaneously is simplified, the increased 
complexity is limited to the low-cost digital processing and software functions.

With regard to the MS-Assist Exchange, referring to Figure 13.33, recall that 
the MS-assist method moves the position computation element to the network-
based position computation server, called a position determining entity (PDE) in 
a CDMA network or called a serving mobile location center (SMLC) in a GSM 
network. Information flows from the network to the handset to enable the handset-
based GNSS receiver to acquire, detect, and measure pseudoranges to multiple sat-
ellites. The handset then returns measured code phases, Doppler, and signal power 
estimates for each detected satellite.

In the MS-Assist mode, the exchange begins when the handset requests an 
Acquisition Assistance message from the network. Tables 13.10 and 13.11 show 
the information content of the Acquisition Assistance message that is promptly 
delivered from the network to the handset via a short digital message. The data in 
Table 13.10 is sent once, while the data in Table 13.11 is sent for each visible satel-
lite data in the assist message set.

The parameters Doppler uncertainty and code phase search window corre-
spond to the network’s estimate of Doppler uncertainty and code phase uncertainty 
depicted in Figure 13.39. The parameters of code phase, integer code phase, and 
GPS bit number correspond to “Code Phase_observed,” “Integer_ PN_Rolls_ob-
served,” and “Bit_Number_observed” in (13.71); however, “GPS_ Bit_number” is 
truncated further to just two bits by a modulo function, such that GPS_Bit_number 
= MOD(Bit_Number_observed, 4). In Table 13.10, the parameter “GPS TOW” 
represents the time-tag corresponding to the data contained in Table 13.11 and 
is analogous to “GPS_Time” in (13.71). In Table 13.10, the parameters BCCH 
carrier, BSIC, frame number, timeslot number, and bit number represent the LMU-
generated parameters that link the asynchronous cellular messaging protocol state 
at an instant in time to the corresponding GPS-TOW time tag (i.e., the cellular mes-
saging protocol state defined by these parameters existed at the precise GPS-TOW 
time tag that enables precise time transfer). The use of the time transfer parameters 
are optional, O (marked as O in the table), which means the handset does not 
necessarily need to use the data, and, in fact, the parameters may be missing from 
certain cellular networks if the network operator does not want to deploy LMUs. 
Those elements marked as M are mandatory.

The parameters of azimuth and elevation provide the MS-Assisted handset with 
the ability to compute approximate HDOP (see Chapter 11) as it acquires satellites. 

Table 13.10  GPS Acquisition Assist: Parameters Appearing Once Per Message
Parameter Range Bits Resolution Including

Number of satellites 0–15 4 M

Reference time GPS TOW 0–604799.92sec 23 0.08 second M

BCCH carrier 0–1,023 10 O1

BSIC 0–63 6 O1

Frame # 0–2,097,151 21 O1

Timeslots # 0–7 3 O1

Bit # 0–156 8 O1
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Without some form of geometry quality indicator, the MS-Assisted handset does 
not know when it has detected sufficient satellites for a good fix. Thus, being able 
to compute HDOP after each subsequent new satellite detection enables the MS-
Assisted handset to know when it has detected sufficient satellites for a quality fix 
and to deliver the pseudorange measurement response message to the network.

When the MS-Assisted handset acquires sufficient satellites for a good fix, it 
returns the measured pseudorange data to the network via a measurement infor-
mation element response message, depicted in Tables 13.12 and 13.13. As before, 
Table 13.12 data is sent one time and Table 13.13 data is sent N-SAT times. Table 
13.13 contains the receiver-measured pseudorange data that the network-based 
SLMC will use to compute the position of the handset.

With regard to the MS-Based exchange, referring to Figure 13.33, recall that the 
MS-Based method provides the position computation element in the handset, en-
abling local applications such as personal navigation or mapping to operate within 
the handset. To do so, the handset will need a fresh copy of satellite ephemeris data 
as it needs to know precise satellite positions in order to compute range residuals 
and update its local estimate of user position. Thus, one of the data elements the 
MS-Based handset will need from the cellular network is the real-time (current) 
ephemeris data. The ephemeris is also useful in computing local acquisition assist 
data given that the handset also knows approximate position and time. Two other 
data elements that are obtainable by the handset include this additional data. 

The MS-Based handset has a number of things that it can request from the cel-
lular network. Table 13.14 describes the suite of assistance data elements that can 
be requested by the handset. The handset can individually select each or all data el-
ements listed in the table in one uploaded request to the network; thus, the handset 
that is cold (i.e., no time, position, ionosphere correction, or ephemeris data) can 
request the entire load in one uploaded message and then accept each assist data 
element as it is delivered from the network message.

Each data element is formatted into a unique data message before being sent 
to the handset. For a detailed description of each data element message, refer to 
[90]. The handset uses the assist data, transforms it into Doppler, code phase esti-
mates and uncertainties as described in Figure 13.39. The signals are acquired and 

Table 13.11  GPS Acquisition Assist: Parameters Appearing (Number of Satellites) 
Times Per Message

Parameter Range Bits Resolution Incl.

SVID/PRNID 1–64 (0–63) 6 M

Doppler (zeroth-order term) −5,120–5,117.5 Hz 12 2.5 Hz M

Doppler (first-order term) −1–0.5 6 O1

Doppler uncertainty
12.5–200 Hz [2−n(200) 
Hz, n = 0–4]

3 O1

Code phase 0–1,022 chips 10 1 chip M

Integer code phase 0–19 5 1 C/A period M

GPS bit number 0–3 2 M

Code phase search window 1–192 chips 4 M

Azimuth 0–348.75° 5 11.25° O2

Elevation 0–78.75° 3 11.25° O2
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position determined using the locally stored ephemeris and ionospheric correction 
constants. The handset then can return the position to the network via one of five 
different digital messages [94]. The messages contain the user position data along 
with optional uncertainty and altitude. The optional messages include:

•• Ellipsoid point;

•• Ellipsoid point with uncertainty circle;

•• Ellipsoid point with uncertainty ellipse;

•• Ellipsoid point with altitude;

•• Ellipsoid point with altitude and uncertainty ellipse.

The most general option, ellipsoid point with altitude and uncertainty ellipse from 
[95], is detailed in Table 13.15.

Table 13.12  GPS TOW Field Contents
Parameter No. of Bits Resolution Range Units

Reference 
frame

16 — 0–65,535 frames

GPS TOW 24 1 ms 0–14,399,999 ms

N_SAT 4 — 1–16 —

Table 13.13  Measurement Parameters Field Contents

Parameter
No. of 
Bits Resolution Range Units

Satellite ID 6 — 0–63 —

C/N0 6 1 0–63 dB-Hz

Doppler 16 0.2 ±6,553.6 Hz

Whole chips 10 1 0–1,022 chips

Fractional chips 11 2−10 0–(1–2−10) chips

Multipath indicator 2 4 levels —

Pseudorange RMS error 6 3-bit mantissa, 
3-bit exp

0.5–112 m

Table 13.14  Fields in the GPS 
Assistance Data Element
Parameter Presence

Reference time O

Reference location O

DGPS corrections O

Navigation model O

Ionospheric model O

UTC model O

Almanac O

Acquisition assistance O

Real-time integrity O
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One example of how the cellular over-the-air protocol can be used to solve a 
particular handset application problem is demonstrated by the Real-Time-Integrity 
acquisition assist data element. In Section 11.4, the importance of ensuring integ-
rity for GNSS is discussed, since GNSS satellite clocks can fail, resulting in signifi-
cant error in unprotected receiver solutions. A GNSS receiver embedded in a cel-
lular handset cannot generally be expected to perform its own RAIM (see Section 
11.4.3.1) function, since signal reception conditions may be poor, and the luxury 
of redundant measurements may not exist. For this reason, the cellular standards 
have allowed for integrity information to be communicated to the handset, since a 
network-based GPS receiver will certainly be able to perform the RAIM function 
and identify which satellites are failed or failing. It should be noted that the histori-
cal failure rate of GNSS satellites or ephemeris uploads to those satellites has been 
very low, approximately one event every 18 to 24 months. However, when GNSS 
is used for high-frequency emergency location function, it is certain that someone 
will need the system at precisely the time a satellite fails. Consequently, a real-time 
integrity function was added to the Radio Resources Location Services Protocol 
(RRLP) to prevent such failures.

An MS-Based handset can be particularly vulnerable to satellite failures. The 
handset can request real-time ephemeris data from the cellular network and then 
subsequently use the data for several hours. One mode that may be used by the 
handset is a periodic fix mode, in which the handset accepts the ephemeris assist 
data and then computes position at some periodic rate (e.g., once per minute). The 
handset only needs to get current ephemeris for each satellite at the start, as its 

Table 13.15  Position Response Data Element
Information Element/
Group Name Type and Reference Semantics Description

Latitude sign Enumerated (North, 
South)

Degrees of latitude Integer (0...223 − 1) The IE value (N) is derived by this formula: N ≤ 
223 X /90 < N+1 with X being the latitude in degree 
(0°.. 90°)

Degrees of Longitude Integer (−223...223 

− 1)
The IE value (N) is derived by this formula: N ≤ 224 
X /360 < N+1 with X being the longitude in degree 
(−180°..+180°)

Altitude direction Enumerated (height, 
depth)

Altitude Integer (0..215−1) The IE value (N) is derived by this formula: N ≤ a < 
N+1 with a being the altitude in meters

Uncertainty semi-major Integer (0...127) The uncertainty r is derived from the uncertainty 
code k by r = 10 × (1.1k−1)

Uncertainty semi-minor Integer (0...127) The uncertainty r is derived from the uncertainty 
code k by r = 10 × (1.1k−1)

Orientation of major 
axis

Integer (0..89) The IE value (N) is derived by this formula: 2N ≤ 
a < 2(N + 1) with a being the orientation in degree 
(0°.. 179°)

Uncertainty altitude Integer (0..127) The uncertainty in altitude, h, expressed in meters 
is mapped from the IE value (K), with the following 
formula: h = C((1+x)k–1) with C = 45 and x = 0.025

Confidence Integer (0..100) In percentage
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useful life is ±2 hours around the time of ephemeris (TOE). In an assisted mode, 
the handset may never observe the satellite-broadcast real-time integrity data that 
is available in the 50-bps satellite navigation data message. Thus, if a particular 
satellite fails between the time the handset accepts ephemeris and the time it wants 
to use it for a position solution, the handset will not have knowledge of the failed 
state and could produce erroneous position data.

To combat this potential problem, a short real-time integrity message was add-
ed to the RRLP to inform the handset when a particular satellite has failed. The 
real-time-integrity message is requested at the start of each location attempt and 
consumes only a few bits of the available bandwidth. The network generated real-
time-integrity message is then sent to the handset. For the case of no failed satel-
lites, this message returns one 0 bit. For the case of a failed satellite or group of 
failed satellites, the satellite IDs of the failed satellite(s) are returned to the handset; 
the handset excludes those failed satellites from any subsequent position solution. 
As such, the MS-Based handset needs to request real-time integrity information at 
the start of each location attempt to ensure solution integrity. 

With regard to GNSS support in the standards, as mentioned earlier, the MS-
Assist and MS-Based data exchanges described above are examples specific to GPS. 
The over-the-air standard for GSM [90] (and others) have been augmented to sup-
port all the other modern GNSS systems using GPS-like MS-Assist and MS-Based 
messaging for Galileo, SBAS, Modernized GPS, QZSS, GLONASS, and BeiDou as 
well as continuing to support the E-OTD terrestrial positioning method. The stan-
dard uses the term GANSS to describe the non-GPS GNSS systems; GANSS means 
“Galileo and Additional Navigation Satellite Systems.” To preserve backward 
compatibility to earlier versions of the specification, the GPS assist and response 
messages are not changed, new messaging was added to the standard to support 
the other GNSS systems.

Using the MS-Based positioning method as an example, any or all of the vari-
ous GNSS constellations can be used in the handset-computed position response 
message. The handset informs the network which system(s) it is capable of using, 
and tells the network which ones were used to create the position response message 
using a 16-bit-wide bit field, each bit representing one of the GNSS constellations, 
such as:

•• Bit 0: E-OTD;

•• Bit 1: GPS;

•• Bit 2: Galileo;

•• Bit 3: SBAS;

•• Bit 4: Modernized GPS;

•• Bit 5: QZSS;

•• Bit 6: GLONASS;

•• Bit 7: Biedou;

•• Bits 8 to 15: These bits are reserved for future use.

Any combination of systems can be used in determining the position data; for 
example, E-OTD + GPS + Galileo can be combined into a single hybrid solution to 
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improve accuracy and availability. As noted earlier, the standards are under con-
tinuous update and the authors have left room for GANSS expansion by leaving 8 
additional reserve bits for future use.

There is considerable commonality between the satellite navigation systems 
that the assist information can be described in terms of a common set of GANSS 
assist data, including:

•• Reference time;

•• Reference location;

•• Ionospheric model;

•• Additional ionospheric model;

•• Earth orientation parameters;

•• Reference time extension.

These apply to any and all GANSS. The unique aspects of each GNSS constellation 
is described with a set of GANSS-generic assist messages, which includes unique 
messages set for each particular GNSS constellation. For example some GNSS sys-
tems describe the satellite orbit model using standard Keplerian orbit parameters 
(e.g., GPS, Galileo, BeiDou), while GLONASS prefers to represent the satellite orbit 
model using a second-order curve fit in the Cartesian coordinate system.

The full set of Generic Assistance Messaging is shown in Table 13.16 and in-
cludes a description of the message content and use. Within each of the assist data 
type (e.g., the GANSS Navigation Model), the standard includes a detailed descrip-
tion the assist data unique to each satellite navigation system. 

The standards document consumes 35 pages to describe the details of every 
parameter and field shown in Table 13.16; we will not go into such detail here. For 
further details of all other parameters, refer to [90].

To illustrate how the specification handles GNSS uniqueness, let us look at 
how the navigation model is described. The navigation model includes the unique 
ways to describe the precise orbit of the satellite (i.e., position and velocity vector 
as a function of time), as well as how to describe the satellite clock error. Here, for 
illustrative purposes, we focus only on the orbit models.

The orbit models are defined using six different models unique to each GANSS, 
and are labeled Model-1 through Model-6. Model-4 and Model-5 are unique to 
GLONASS and SBAS and use Earth-centered Earth-fixed curve fit parameters to 
describe the satellite orbit. The name for each parameter, number of bits, scale fac-
tor, and units of measure that are native to the GNSS system are used to specify 
these two models. Nine parameters describing the zeroth-, first-, and second-order 
parameters for the X, Y, and Z coordinate as shown in Table 13.17 are needed to 
specify satellite as a function of time, the receiver reconstructs the satellite location 
coordinates with three simple equations:
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As shown in Table 13.18, Models-1, 2, 3, and 6 use traditional Keplerian orbit 
parameters similar to GPS and consist of between 16 and 19 parameters. Model-1 
and-2 use the same Keplerian formulation except for the addition of URA Index 

Table 13.16  Generic Assist Data Content and Summary of the Data Use
Generic Assist Data 
Type

Applicable to the GANSS System(s) in Use, What the Data Are 
Used For

GANSS ID Defines which satellite navigation systems are in use

GANSS Time Model
Defines the time using the time coordinate system model for the 
constellation(s) of interest

DGANSS Corrections Differential range and range-rate corrections

GANSS Navigation 
Model

Precise satellite orbit position and velocity model and satellite 
clock models

GANSS Real-Time 
Integrity

Real-time information regarding current satellite health and 
usability

GANSS Data Bit 
Assistance

Sensitivity enhancement: navigation data bits needed to wipe off 
the data modulation, thus enabling lower signal detection

GANSS Refer-
ence Measurement 
Information

The MS-Assist message containing Doppler, code phase, code 
phase search window, and other information for the GANSS 
in use; the generic form of code phase and search window is in 
terms of fractions of a millisecond, not using the GPS method of 
a number of spreading code chips

GANSS Almanac 
Model

Coarse satellite position data unique to the GANSS in use

GANSS UTC Model Corrections from the GANSS time reference to UTC

GANSS Ephemeris 
Extension

Orbit and satellite clock model: method to extend period of ap-
plicability of the orbit model beyond the traditional applicability 
of the broadcast ephemeris, using delta additions to a baseline 
ephemeris set

GANSS Ephemeris 
Ext Check

Defines the applicability of the ephemeris extension data

SBAS ID If GANSS ID indicates SBAS, this field further defines which 
SBAS is used

GANSS Additional 
UTC Model

Additional parameters for UTC for constellations not included 
in the UTC model above

GANSS Auxiliary 
Information

Additional information dependent on the GANSS ID; provided 
together with other satellite dependent GANSS assistance data

DGANSS Corrections 
Validity Period

Period of applicability for the differential corrections

GANSS Time Model 
Extension

An extension to the time model, if needed

GANSS Reference 
Meas. Extension

An extension to the GANSS Reference Measurement Informa-
tion (e.g., higher resolution satellite azimuth and elevation 
angles)

GANSS Almanac 
Model Extension

A single bit indicating if the full almanac model was provided 
above

GANSS Almanac 
Model Extension-R12

Unique extension if the Almanac model is for Galileo

GANSS Reference 
Meas. Extension-R12

MS Assist data extension defining the Doppler uncertainty 
search window

DBDS Corrections BeiDou system unique differential corrections and reference time

BDS Grid Model Parameters are used to estimate the ionospheric distortions on 
BeiDou pseudoranges
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and Fit Interval Flag (in Model 2) and different scale factors for toe. Model-1 is used 
for Galileo. Model-2 is used for NAV parameters in Modernized GPS. Model-3 is 
also used for Modernized GPS for L2C and L5, while Model-6 is unique to the Bei-
Dou system. These models allow the receiver to determine the position and veloc-
ity vector of the corresponding satellite as a function of time over a predetermined 
period of applicability.

13.5  Hybrid Positioning in Mobile Devices

This section examines hybrid positioning systems found in mobile devices includ-
ing smart phones and tablets. Low-cost sensors, alternate positioning systems, and 
methods used to augment GNSS solutions are presented, and example systems are 
discussed. 

13.5.1  Introduction 

Since the early 2000s, small, low-cost GPS receivers have been integrated into cel-
lular phones for emergency location in 911 calls (E-911). As smart phones emerged, 
they utilized more powerful GPS receivers that could also be used for continuous po-
sitioning. More recently, GLONASS, BeiDou, and then Galileo tracking capabilities 
have been integrated to improve coverage and accuracy in dense urban areas. These 
phones now dominate the market and are used for a wide range of location-based 
services (LBS) such as finding nearby services (gas stations, restaurants, and shops), 
personal navigation, tracking workers, locating friends and family members, health 
and fitness monitoring, social media updates, and gathering location history for 
mobile marketing. Such phones also incorporate various low-cost MEMS sensors 
for context awareness. 

Users expect their smart phones to work in all environments including indoors, 
parking garages, and in dense urban canyons. Wireless signal coverage is the most 
important service to have ubiquitous coverage; however, users also desire and ex-
pect the accurate positioning function to work well in all environments. Outdoors, 
height is presumed to be on the ground, but indoors, a user might be on any level 
and hence floor-level determination is an important capability for indoor position-
ing. In the case of emergency response, accurate positioning indoors including the 
right floor level is vital to finding where to send needed help. Recent advancements 

Table 13.17  Model-4 (GLONASS) and Model-5 (SBAS) Orbit Model Parameters
Parameter Model-4 (GLONASS) Model-5 (SBAS)

Bits (each) Scale Units Bits (each) Scale (each) Units

X0,Y0,Z0 27 2-11 km 30, 30, 25 0.08, 0.08, 
0.4

m

, ,X Y Z  

24 2-20 km/sec 17, 17, 18 1/1,600, 
1/1,600, 
1/250

m/s

, ,X Y Z  

5 2-30 km/sec2 10, 10, 10 1/80,000, 
1/80,000, 
1/16,000

m/
sec2
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in Assisted-GNSS technology have enabled improved positioning indoors (as seen 
in Section 13.4), but GNSS receivers are still not sensitive enough to determine po-
sition everywhere that users carry their devices nor can they perform as accurately 
indoors as outdoors. Any solution to improving coverage and accuracy indoors 
must also be low cost and low power. 

Modern smart phones are equipped with an increasing array of MEMS sen-
sors including accelerometers, magnetometers, gyroscopes, and barometers. These 
sensors have been discussed in Section 13.3.2. The main differences between sen-
sors used in vehicle and mobile phone applications are the cost, performance, and 
power characteristics. A mobile phone has to have sensors that are smaller, lower-
power, and less expensive than a vehicle can accommodate. As a result, the perfor-
mance is also lower. Nevertheless, the sensors are available on the platform and can 
be leveraged for positioning.  

Smart phones today also have access to Wi-Fi, Bluetooth, and NFC signals. In 
the future, there may be other RF radios that become common in phones. Each of 
these wireless communications technologies can also be used for positioning given 
appropriate location data is available about the individual transmitters. Such a 
database is typically created through surveying target environments or through 
anonymous crowd sourcing [96]. 

Other potential positioning solutions for mobile devices include adaptations 
to mobile phone transmitters to support more accurate positioning, the NextNav 
network [97], and other dedicated beacons for indoor positioning. Each of these 
technologies has advantages and disadvantages for use as an indoor solution.

Table 13.18  Keplerian Orbit Models Specified for Model-1, 2, 3, and 6 
for Use with Galileo (Keplerian), Modernized GPS (NAV, CNAV), and Bie-
Dou, Respectively
Parameter Model-1 Model-2 Model-3 Model-6

1 toe URA Index Top AODE

2 w Fit Interval flag URAoe Index URA_Index

3 ∆n toe ∆A toe

4 M0 w A_dot A1/2

5 OMEGAdot ∆n ∆n0 e

6 e M0 ∆n0_dot w

7 Idot OMEGAdot M0-n ∆n

8 sqrtA e en M0

9 i0 Idot wn Ω0

10 OMEGA0 sqrtA Ω0-n Ω0 dot

11 Crs i0 ∆Ω_dot i0
12 Cis OMEGA0 i0-n Idot

13 Cus Crs i0-n dot Cuc

14 Crc Cis Crs-n Cus

15 Cic Cus Cis-n Crc

16 Cuc Crc Cus-n Crs

17 — Cic Crc-n Cic

18 — Cuc Cic-n Cis

19 — — Cuc-n —
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The observations from all of these sources can be fused together using a Kal-
man filter to maximize positioning coverage and accuracy. Care must also be taken 
to manage these various sensors to that they are only used when necessary in order 
to keep power draw to a minimum. The result is continuous position availability 
in indoor environments.

13.5.1.1  Target Use Cases

Mobile phones can be located indoors using methods including A-GNSS, AFLT, or 
Wi-Fi positioning. Tablets that do not have cellular service rely on A-GNSS and Wi-
Fi positioning. Typically, it takes several seconds to determine a fix indoors and the 
accuracy is not as good as a GNSS fix outside. It is also not practical to get continu-
ous position updates for use in tracking, fitness, or navigation systems.

Wi-Fi positioning on its own has improved the availability of position fixes 
indoors and also the time to get an initial fix. However, the positioning of the wire-
less access point (WAP) transmitters is somtimes based solely on surveys that have 
been done using GNSS positioning from the outside of a building where GNSS is 
available, so the determined positions tend to also be outside even when the mobile 
device is indoors. 

Consumers use their handsets, tablets, and other mobile devices for myriad ap-
plications, many of which use location. Typical indoor uses include [97]:

•• Find where I am currently located and show the position on a map.

•• Find where my friend or family member is located and show the position on 
a map.

•• Find the nearest restaurant, store, restroom or other point of interest (POI).

•• Show walking directions to the chosen location or POI.

•• Give voice prompted turn-by-turn walking guidance to the chosen location 
or POI.

•• Show my journey progress on a map.

•• Record my position (geotag) on a photo so that I can sort or plot based on 
a position later.

•• Check in at a location on Facebook, Yelp, or other social media service.

•• Receive context and location-aware messages and promotions from advertis-
ers and venue owners.

•• Let the emergency operator know my position and floor level for emergency 
assistance.

In order for the mobile device to be able to reliably perform these functions, the 
positioning system must be able to do the following:

•• Determine position quickly, within 2 to 3 seconds.

•• Determine position including floor level accurately, within 5 to 10m (CEP 
50%).
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•• Determine position updates at 1-Hz rate when needed for journey or tracking.

•• Minimize impact on battery life of the device.

Fitness products use location for recording distance traveled, speed, elevation, 
and calorie counting and for showing a track of running or cycling workouts. Users 
value accuracy and a fast start-up time when they are about to begin a workout. 
The positioning system needs to be able to determine position continuously, but 
not necessarily show the position updates continuously in real time. Wearable fit-
ness products have more limited battery capacity so the power consumption is even 
more of a design challenge.

Another important use case for indoor positioning is asset tracking. Typically, 
a small battery-powered device is placed in or on an important asset so that it can 
be located and tracked when necessary. Battery life for such systems is extremely 
important, as is the ability to locate the asset in any environment, however continu-
ous position updates are not needed. A typical feature of asset tracking systems is 
the ability to set a geofence boundary that is used for generating alerts. The asset 
position is periodically compared with the geofence and if a rule is violated an alert 
is generated. For example, a user may wish to know when a particular asset leaves 
a geographic area. The positioning system needs to determine position periodically 
and compare it with the relevant geofence. If the position is outside the geofence, 
an alert is sent to the user.

13.5.2  Mobile Device Augmentation Sensors

13.5.2.1  Multi-GNSS Receiver

Modern GNSS receivers have positioning algorithms that combine range measure-
ments from all visible GNSS satellites including QZSS and SBAS. High sensitivity 
has improved performance indoors. However, the utility of reception sensitivities 
below −165 dBm has been found to have limited value for all but static cases, due to 
the very long integration times required to make reliable measurements. Increasing 
the number of independent range measurements by using multiple constellations 
helps improve indoor positioning coverage and accuracy marginally.

Multipath delays for indoor environments are typically much shorter than out-
doors, and hence conventional mitigation methods cannot be applied without a 
very wide RF bandwidth. The shorter delays therefore result in lower signal levels 
due to phase cancellations and pseudorange bias errors. While the advantage of 
augmenting GPS measurements with GLONASS is typically 20% to 40% improve-
ment in position accuracy in urban canyon environments, it shrinks to only 7% 
to 15% indoors [96] due to the lower signal strength and associated multipath 
effects. While the use of multiple constellations improves the accuracy and avail-
ability of the GNSS fixes, additional position sources are needed to achieve suitable 
availability and accuracy for continuous indoor positioning. There are diminishing 
returns when adding BeiDou and Galileo signals leaving many indoor areas out of 
reach of GNSS signals.



13.5  Hybrid Positioning in Mobile Devices	 899

13.5.2.2  MEMS Pedestrian Dead Reckoning (PDR)

As was discussed in Section 13.3.2.1, inertial systems are effective at bridging cov-
erage gaps in GNSS and also in smoothing the position output when GNSS signals 
are weak or noisy. MEMS devices have emerged in smart phones to support con-
text detection for controlling screen rotation. Smart phones are typically equipped 
with  a 3-axis accelerometer, a 3-axis gyro, and a 3-axis magnetometer. Some phone 
models now also include a barometric altimeter to sense changes in altitude. All of 
these sensors are smaller, lower cost, and lower performance than those typically 
found in vehicles, however they are still very useful for inertial positioning albeit 
with different approaches.

A land vehicle has somewhat constrained movements as the acceleration is 
governed by the fact that it is a large object and rolls on wheels in a plane. Mo-
bile devices are not so constrained and so the inertial algorithms employed must 
account for this three-dimensional movement freedom. Also, the accuracy of the 
sensors is limiting in that the drift rate is so high that inertial results are only reli-
able for a few minutes before they need correction with absolute position or some 
other constraint.

In order to determine the optimum approach for utilizing the MEMS output 
for positioning, it is first useful to ascertain what the context of the movement is. In 
fact, the inertial sensors can be used to detect whether a user is stationary, walking 
or running, or if the user is climbing or descending stairs, an elevator or an escala-
tor [98]. For these modes of motion, a pedestrian dead reckoning (PDR) approach 
can be used. Other modes of operation such as cycling, skateboarding, or riding 
some other wheeled vehicle would require a different integration approach more 
like the land vehicle scenario. Once the data is processed to determine the dynamic 
mode of the user, appropriate position constraints, algorithms, and motion param-
eters can be assigned.

The PDR algorithm is designed to detect individual steps, calibrate a step 
length, and track the direction and vertical displacement. The generalized naviga-
tion equation [7] can be written as:

	
n n b n n n n
e b ie en e l[2 ]= − + × +v C f v g v v 	 (13.77)

where n
ev  is ground velocity in navigation frame, n

bC  is a direction cosine matrix relat-
ing body reference frame to navigation frame, fb the is specific force, n

iev  is the turn 
rate of the Earth, n

env  is the body rate, and n
1g  is the local gravity vector expressed 

in navigation frame. This equation (in navigation frame) relates the ground speed 
of an object to measured specific force and measured body rate. The generalized 
navigation equation when integrated twice, transforms from the acceleration of the 
platform into position represented in North and East reference frame, results in: 
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where s(t) is displacement and ψ(t) is heading. In the case of pedestrian motion, 
velocity and heading can be assumed to be constant during the interval when a step 
is taken. With this assumption, the integral form of (13.78) can be rewritten as a 
difference equation with piece-wise linear approximation.
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This equation describes a method of dead reckoning, which is based on step 
counting rather than integration of acceleration and angular rate. This PDR pro-
cess consists of three important components: the previously known absolute posi-
tion of the user at time t − 1 (Et−1, Nt−1), the stride length or distance traveled by 
the user since time t − 1 ( [ 1, ]ˆ t ts − ), and the user’s heading (ψ) since time t − 1. The 
coordinates (Et, Nt) of a new position with respect to a previously known position 
(Et–1, Nt–1) can be computed as shown in (13.79). The position initialization of the 
PDR process can be accomplished using any or a combination of absolute position-
ing technologies including GNSS, Wi-Fi and other RF positioning methods.

PDR solutions can be implemented with floor level awareness by utilizing the 
gyroscope and accelerometer data to determine change in height. A barometric 
altimeter increases the accuracy and reliability of height determination, but not 
all mobile devices have this sensor. To determine floor level, altitude is combined 
with floor level elevations in a building map. Automatic floor level detection can 
be done by monitoring PDR and the altimeter to detect elevation changes that ap-
proximate the elevation differences of the floors. This technique requires actual or 
estimated elevation difference of the floors and an initial level assumption either 
from the level of entry or from user input.

Performance of PDR algorithms is dependent on obtaining calibrated MEMS 
inertial sensor data continuously. Calibration of sensors is accomplished through 
collecting and processing sensor data for user motion of device in Earth’s grav-
ity and magnetic field. Accelerometer and gyroscope calibration logic utilize the 
knowledge of device being in a stationary condition. Magnetic sensor calibration 
logic requires that various axes of the sensor are exposed to Earth’s magnetic field 
vector at the user location. This can be done by requesting that the user hold the 
mobile device in various orientations for calibration, however this is not desirable. 
Normal use of a mobile device would result in rotations in various Euler planes 
thereby applying Earth’s magnetic field to various axes of magnetic sensor. With 
the given time and location estimate, the Earth’s magnetic field parameters are 
computed using the World Magnetic Model [99]. Earth’s magnetic field parameters 
are also used to detect occurrences of magnetic disturbances. Magnetic sensor mea-
surements are de-weighted for the PDR process during such magnetic disturbances. 

The essential logic components which impact the performance of PDR posi-
tioning system are: calibration of sensors, step detection, determination of walking 
direction, positioning fusion logic, and orientation of the mobile device while walk-
ing. Typical phone users will have the phone in a pocket, in a belt clip, in a purse or 
bag, in their hands looking at it, or up to their ear in a conversation. The PDR algo-
rithms need to be able to perform robustly in any of these orientations [100, 101]. 
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With PDR, an absolute position can be propagated forward in time as a user 
moves on foot. Due to the error growth characteristics of MEMS used in mobile 
devices, the estimated path deviates from the actual path as a function of distance 
traveled from the last absolute position fix. The error growth is typically on the or-
der of 10% of distance traveled, and is especially high in the presence of magnetic 
disturbances. This level of error growth makes MEMS PDR unsuitable as a sole 
positioning solution when moving indoors. Periodic absolute positioning updates 
are required to correct the path and to allow additional calibration.

13.5.2.3  Wi-Fi Positioning

Opportunistic positioning using observed Wi-Fi signals is a well-established method 
of absolute positioning in GNSS-denied environments. Most existing Wi-Fi Access 
Point (WAP) transmitters are not well suited to positioning using timing observa-
tions as there is not an encoded time stamp in the signal. Instead, mobile devices 
can use the Received Signal Strength Indicator (RSSI) from a WAP transmitter to 
estimate range to the transmitter location. The broadcast Basic Service Set IDentifi-
ers (BSSIDs) or Media Access Control (MAC) Address is a unique identifier for each 
WAP transmitter so that the mobile device can know the source of each signal. Note 
that the BSSID is broadcast on an open signal and does not require any authentica-
tion to obtain. If the location of each WAP transmitter in range is known, then the 
location of the mobile device can be trilaterated if range estimates to at least 3 WAP 
transmitters can be observed. 

Signal strength information is by its nature asymmetric. A strong observation 
of a Wi-Fi Access Point (WAP) indicates that one is near it, but it is not safe to infer 
from a weak observation that you are far away. This is because weak observations 
may be due to, for example, occlusion, fading, or antenna orientation. This means 
that the performance of Wi-Fi positioning varies considerably with location and 
time, especially in areas with many pedestrians. 

Methods and standards are emerging to support round-trip travel time (RTT)  
measurements between a mobile device and a WAP transmitter which will improve 
the range accuracy to the 1–4-m range [102, 103]. The IEEE 802.11mc FTM (Fine 
Time Measurement) standard enables RTT measurements between enabled WAPs 
and mobile devices. Chipsets and products that support this standard are emerg-
ing now and it is expected that over the next 3 to 5 years as WAPs are replaced in 
buildings, the RTT will be possible in most venues.

There are several limitations to Wi-Fi positioning. First, since it is opportu-
nistic, there is no guarantee of consistent performance or coverage. Fortunately, 
WAP density is typically highest in just the areas where Wi-Fi positioning is most 
needed, namely, deep indoors and in dense urban areas where there are lots of visi-
tors. Second, walls, objects, and even people in the environment have a large effect 
on the transmitted signals causing variation in the received signals strengths which 
then affects estimated range. Hence, typical range measurements using RSSI can 
be 10–20m in error [102]. Third, the location of the WAP transmitters is not con-
trolled on installation and not known a priori and hence must be learned through 
surveying or observations so that a database of WAP transmitter locations can be 
created for positioning. Fourth, there is also no guarantee that WAPs will remain 
in the same locations. WAPs may be attached to mobile devices or WAP equipment 
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may simply be moved. This leads to a requirement for the database of WAP loca-
tions to be dynamically monitored and continuously improved. 

To learn the location of WAP transmitters, there are three distinct approaches: 
WAP surveying, WAP fingerprinting, and crowdsourcing. A manual WAP survey is 
a process of having a field tester visit a venue and walk through the building stop-
ping at identifiable locations within the building. At each identifiable location, the 
tester indicates on a map where they are located at that time. A stamped measure-
ment is taken gathering the RSSI data to each available WAP. This data is recorded 
and then used to estimate the location of each WAP transmitter. For positioning 
mobile devices, the coordinates of each WAP transmitter in range is used along 
with range estimates from the RSSI in order to trilaterate a position. This WAP 
location method is effective and can deliver reasonable accuracy within the venue; 
however, the disadvantages are the requirement to send a tester to the field to do 
the survey initially and also periodically to update the survey since WAP installa-
tions change over time.

Fingerprinting is a process that also requires a manual survey to be completed. 
In this technique, at each survey location, the RSSI of each WAP transmitter is also 
captured and recorded. A database of RSSI values at each location is created and is 
later used to compare with the data captured by mobile devices in the area; hence, 
the fingerprint of signal strengths is matched to the database so that location can 
be determined. In this technique, the location of the WAP transmitter is not esti-
mated; rather the observed RSSI is stored at various locations [104]. Fingerprinting 
techniques typically have a higher demand on data stored in the database and also 
data transferred between the mobile device and server. The field of fingerprinting 
continues to advance with new techniques for handling the temporal variations of 
signals to improve accuracy [105]. Like the WAP location method, fingerprinting 
also has the requirement of an initial and periodic manual survey to create and 
maintain the database used for device positioning.

The crowdsourcing technique is a method of determining WAP transmitter lo-
cations without the need of manual surveying. In this type of system, anonymous 
data from user devices is sent to a server for learning. This data consists of the BS-
SIDs and RSSI measurements as well as the best estimated position and associated 
accuracy. When the user device is outdoors, position is determined using GNSS. As 
the user moves indoors, MEMS is used to propagate the position for a short period 
of time in order to maintain a position estimate for WAP learning to take place [96, 
106]. This approach has the advantage of not requiring any costly or time consum-
ing a priori survey work in the field. However, the initial performance of the system 
has limited coverage since it requires some time for the WAP transmitter locations 
to be learned. The time it takes for learning is a function of the number of people 
using the system and providing learning data. A manual survey has the advantage 
of higher initial accuracy, but the crowdsourcing method has the advantage of fast-
er correction when WAP transmitters are moved or replaced. Some venue owners 
may be willing to fund a manual survey for their venue in order to provide highest 
possible accuracy to their visitors. However, there are many locations where it is 
not feasible to have a manual survey performed and without crowdsourcing, these 
areas would be left as a coverage gap.
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13.5.2.4  Bluetooth and Other RF Transmitters

Bluetooth Low Energy (BLE) transmitters are emerging in venues for use as proxim-
ity beacons for advertising and consumer interaction. These BLE transmitters can 
be used in the same manner as Wi-Fi transmitters for positioning. The locations of 
the transmitters have to be determined and the same techniques of manual learn-
ing or crowdsourcing are effective. BLE transmitters are not ubiquitous in indoor 
spaces like Wi-Fi transmitters are, but BLE adoption is growing. BLE has a typical 
range of 50m, which is not as far as typical Wi-Fi, but long enough that it is well 
suited for positioning once sufficient transmitters are in use in an area.

Other wireless transmitters could also be used for positioning in the same man-
ner, but Wi-Fi has the advantage of having the greatest in-building installed base 
and 100% penetration in mobile phones and tablets. BLE is following a similar 
path towards high adoption on mobile devices and is gaining wider installation 
base in various venues. The only other wireless technology that is in a large per-
centage of mobile devices is near-field communication (NFC). NFC is very low 
cost to use as a beacon or tag, as the transmitter does not require a power source. 
However, the range is very short at about 20 cm, so it is better suited to proximity-
based positioning than trilateration. This method requires knowing the position of 
the NFC beacon and then when a device is near enough to transmit, the position 
can be determined with an uncertainty equivalent to the range of the transmitter. 
Unfortunately, when you are not in range of an NFC reader, there is no knowing 
what your position is. 

Existing cellular transmitters can be used to determine position indoors using 
techniques such as AFLT, U-TDOA, and O-TDOA. The accuracy of these methods 
depends on the density of cell towers in the area and ranges from several tens of 
meters to several hundred meters. This is not accurate enough to support indoor 
navigation and locating to the store level in a mall. New small cell transmitters 
offer an opportunity to improve the accuracy, but require installation of a few 
transmitters in the vicinity.

Another approach to using wireless transmitters for indoor positioning is to 
create and deploy a whole new network of transmitters. NextNav is building such 
a wide-area network of ground-based transmitters called a Metropolitan Beacon 
System (MBS) in the 902–928-MHz band. Current mobile phones do not have a 
radio that can receive NextNav signals; however, Release 13 of the 3GPP includes 
messaging specifications to support MBS location technology. This new standard 
is aimed at improving emergency response services to persons while indoors by 
providing reliable positioning across an entire metro area. The transmitted signal 
penetrates buildings and can be used to determine horizontal position to 20-m ac-
curacy and vertical to 2m. If adopted by the FCC for use in E-911 calls, this tech-
nology could become a standard for phones sold in the United States [107]. 

13.5.2.5 Other Positioning Methods

With the emergence of smart phones with application development capabilities, 
virtually every sensor available on the phones has been used to aid positioning. The 
magnetometer is used to capture the magnetic field the phone is in [108, 109]. The 
camera sensor is used to capture images for image recognition [110] or light pattern 
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matching [111]. The microphone is used to listen to an audio signature of the envi-
ronment [112]. Each of these techniques can be used for positioning by correlating 
the phone data captured against a database of previously recorded measurements 
on the assumption that each position has a unique signature of measured values. 

To capture the database of recorded measurements, a fingerprinting process 
is used to record the magnetic data, image, light, or audio data with the device 
throughout the target area. The data is processed to generate a continuous model 
that matches the submitted data points. For positioning, the database is searched 
to find the location that best matches the snapshot of data recorded by the device. 
This process is quite similar to the fingerprinting process described for Wi-Fi po-
sitioning, except that the type of data recorded is magnetic fields, imagery, light, 
or sounds. These techniques have been shown to work effectively for positioning; 
however, they have a high data transfer load, they all require a manual survey to 
create the initial fingerprint data model, and in the case of image and light recog-
nition, the phone has to be outside of a pocket or purse so that the camera has a 
view of the surroundings. These techniques are well suited for projects with limited 
geographic reach or limited number of venues so that the manual survey step is 
practical. 

13.5.2.6  Indoor Map Databases

As was seen in Section 13.3.2.2, although a digital map database is not a stand-
alone positioning system, a map that is spatially and positionally accurate can be 
a strong aid to a positioning system. Indoor maps provide the same opportunity to 
enhance the positioning system performance through map aiding. 

Several of the established digital mapping companies have started to publish 
maps of indoor venues such as shopping malls, airports, convention centers, and 
train stations. In the early 2010s, Google and HERE started adding indoor venues 
to their digital road maps. Another company, Micello, was formed specifically to 
produce indoor maps concentrating on malls and other popular venues throughout 
the world. More recently, Apple and TomTom have started to produce indoor digi-
tal maps to add to their digital road maps.

Indoor venue maps have similar characteristics as digital road maps in that 
they have attribution to enable search, routing, and map display. As mentioned, 
these maps should be positionally accurate to correlate with the rest of the world, 
and be spatially accurate with properly indicated walls, stairs, escalators, eleva-
tors and entryways. Each service and place of business should be attributed for 
searching. For walking instructions, it is very important that each level be modeled 
separately and the connections between levels be attributed.

Typically, an indoor map is created by the venue owner first providing a print-
ed map or digital blueprint of the building. These maps are then digitized and 
calibrated through site survey or comparison with existing maps and air photos. 
Map rendering tools provided by the map companies or other third parties such 
as eeGeo or VisioGlobe enable the maps to be displayed on computers or mobile 
devices. Overhead views and three-dimensional perspective views allow users to 
visualize the environment and orient themselves to find their way. A rendering 
of Westfield Valley Fair Mall in San Jose, California, is shown in Figure 13.44. 
This map is published by Micello and rendered using eeGeo tools and is provided 
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courtesy of Micello and eeGeo, and used with permission from Westfield. The in-
door geometry is shown in a perspective view, with a floor level indicator/selector 
on the right and with stores, escalators, and restrooms clearly marked.

Aside from search, visualization, and walking directions, digital indoor maps 
serve an important role in positioning. Similar to digital road maps, an indoor 
map can be used for map matching by using the structure geometry to determine 
where it is possible for a person to be and what paths are possible to traverse. In-
door maps do not constrain a solution to the extent that a digital road map does 
because pedestrians are able to move around much more freely than vehicles on a 
road network. It is possible to attribute hallways and corridors, but people are able 
to stop, change direction, and resume moving without restriction. Therefore, map 
matching must accommodate this by allowing the displayed position more freedom 
to move about. Map-aiding is also possible with indoor maps, but the constraints 
are similarly loosened. One area that can be exploited for positioning assistance is 
the presence of elevators, stairs, and escalators. As mentioned in Section 13.5.1, 
absolute position fixes are required indoors to help initiate and reinitiate user posi-
tion. When the motion sensors are able to determine a change in elevation, it is also 
possible to determine if the user mode of movement is riding an escalator, riding an 
elevator, or using a stairway. If the motion sensor processing determines that the 
user is riding up an escalator for example, the map can be used to identify if an up 
escalator is nearby. If there is only one up escalator within the region of uncertainty 
of the last known position, then it is highly likely that the user is in fact using that 
escalator and the positioning system can reinitialize the position to the coordinates 

Figure 13.44  Westfield Valley Fair Mall three-dimensional perspective view of indoor map. (Courtesy Mi-
cello, eeGeo, Westfield.)
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of the top of the escalator. In this manner, the indoor position can be periodically 
calibrated to known locations in the mall through modal detection and probability 
analysis.

13.5.3  Mobile Device Sensor Integration 

GNSS, Wi-Fi, MEMS PDR, and other positioning solutions offer varying levels of 
accuracy, coverage, and reliability. As seen in Sections 13.2 and 13.3.3, a Kalman 
filter can be used to combine all of these position inputs to determine a single best 
estimate of position and confidence to the user. 

This technique is known as sensor fusion in the mobile device context and the 
major components are shown in Figure 13.45 [96]. A fusion filter takes as input 
absolute positions from GNSS, Wi-Fi, and/or other solutions and also relative posi-
tioning data derived from the MEMS PDR subsystem. The positioning data is then 
fused together continuously to determine the best estimate of position even when 
an absolute position cannot be computed. 

In order to determine how to weight and smooth the different inputs, it is cru-
cial that the individual input technologies provide reliable estimates of their con-
fidence and correlation. As an example, it was mentioned earlier that the quality 
of Wi-Fi positioning is variable and is best when strong WAP signals are received. 
A high quality Wi-Fi position, signified by a high confidence value, will cause the 
fusion filter to be strongly biased towards the Wi-Fi position solution. When the 
Wi-Fi position quality subsequently deteriorates, it is reflected in a lower position 
confidence and hence the fusion filter down-weights the influence of Wi-Fi. In turn, 
this allows dominance of the MEMS PDR input until another sufficiently high 
quality absolute position allows the filter to correct. The net effect of this behav-
ior is that the MEMS bridges the position output smoothly between high-quality 
absolute position fixes and to a first approximation, any low-grade information is 
ignored. Another benefit is that the MEMS smooths the individual Wi-Fi positions, 
which can be noisy due to the considerable variation in the received WAP signals. 
Ultimately, the aim of the fusion filter is to provide a continuous position trajectory 
and hence a more satisfying user experience. 

Another function of the fusion filter is to transition smoothly from outdoors 
where GNSS dominates, to indoors where Wi-Fi and MEMS PDR dominate, and 
vice versa. A properly tuned fusion filter will be able to handle this transition 

Figure 13.45  Major components of sensor fusion.
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automatically, as the GNSS accuracy drops the Wi-Fi positioning becomes the more 
reliable absolute position source and is weighted accordingly. Conversely, the Wi-
Fi position accuracy will typically decrease outdoors and the GNSS position will 
gradually dominate the solution.

An important consideration in the design of a hybrid positioning system with 
a fusion filter is power consumption. To get the overall best positioning perfor-
mance all of the available positioning systems should be on all the time to get all 
possible positioning solutions for use in the fusion filter; however, this would con-
sume far too much power. To balance battery life with positioning accuracy, the 
system should be designed to leverage the motion sensors to determine when there 
is movement and hence when a position update may be necessary. If GNSS is pow-
ered on and no position is obtained, the GNSS should be powered down for some 
time so as to not waste power searching for signals that are not there. 

Sensor Fusion Performance
In [96], a series of tests were carried out by CSR Technology at Tokyo Station in To-
kyo, Japan, to assess the performance of using a fused solution of Wi-Fi positioning 
and MEMS PDR for indoor positioning. The tests were done on the B1F level in the 
shopping area adjacent to the station. This area is two levels below the tracks and 
is below ground level. There are no windows and there is no GNSS reception. The 
environment also has a lot of magnetic anomalies due to tracks, trains, elevators, 
and escalators, and it also has many people in motion, which affects Wi-Fi signal 
transmission. 

Figure 13.46  Indoor positioning test in Tokyo Station. (Courtesy CSR.)
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Figure 13.46 shows an indoor map of the station superimposed on the Google 
Earth image of the area. The narrow aisles in the map are about 5m wide. The 
map is used for presenting results only; it was not used to do map-aiding or map-
matching. Prior to this test, the area was calibrated with a manual process of mark-
ing identifiable points on the map and collecting the Wi-Fi signal information to 
construct a database of WAP transmitter locations. 

The route walked is shown by the straight line, starting in the lower left corner 
and finishing near the top right. Each computed Wi-Fi position is shown as a dark 
square, the series of light squares is the MEMS PDR solution, and the triangles 
show the fusion solution that is combining Wi-Fi and PDR. The Wi-Fi position is 
not available every second and at times has discontinuities of several meters due to 
the signal variability as discussed previously. The PDR solution shows a gradual 
drift that is more than 25m off track in places due to the drift of the MEMS sen-
sors. The fusion solution combines the noisy absolute positions from the Wi-Fi 
with the smooth but drifting PDR path and the result is a smooth continuous out-
put that has a maximum cross-track error of about 7m. 

Figure 13.47 shows another path through the corridors with several turns that 
takes about 7 minutes to walk. The test was repeated three times with a phone reset 
before each walk to clear the positioning system. The fusion solution shows each 
of the turns correctly and in this case, the maximum cross-track error is about 5m. 
The results of the three trials agree closely showing high repeatability between test 
runs.
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GNSS Markets and Applications
Len Jacobson

14.1  GNSS: A Complex Market Based on Enabling Technologies

14.1.1  Introduction

The only thing more difficult than describing the current GNSS market is predicting 
its future growth. Until there are fully deployed Galileo and BeiDou satellite constel-
lations (circa 2020), the GNSS market will consist largely of the value of receivers 
and applications using GPS and GPS+GLONASS signals and various space-based 
and ground-based augmentations. BeiDou use is slowly gaining a small market 
share primarily in China but also in other Asian countries. 

Today’s GNSS receivers commonly access two or more constellations; GPS 
+GLONASS receivers predominate, but many thousands of BeiDou receivers are 
already appearing in China. A GLONASS+BeiDou receiver is also likely to appear 
in quantity soon. BeiDou+Galileo+GLONASS+GPS receiver capabilities are avail-
able now from numerous receiver manufacturers, especially those that produce 
equipment for mobile devices or high-precision (e.g., surveying) applications. 

Except for military applications, the market potential is more tenuous for a 
non-GPS receiver like a BeiDou+GLONASS receiver despite a formal agreement 
between the United States and Russia to foster cooperation in their respective na-
tional satellite navigation systems. Widely used civil GPS receivers are already rife 
in those countries, particularly in smartphones and automobiles. U.S./European 
and Russian cooperation on GNSS interoperability has prevailed despite political 
tensions. Regional systems like the QZSS/MSAS and NavIC (IRNSS)/GAGAN are 
just beginning to show their utility. From practical and technical points of view, it 
is likely that most multiconstellation receivers will always include GPS capability 
in addition to other GNSS functionality [1]. The prevalence of particular receiver 
types and their ability to track multiconstellations is shown in Figures 14.1 and 
14.2 [2].
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14.1.2  Defining the Market Challenges

Market definitions usually start by counting the sales of the goods and services 
loosely associated with a technology, but how does one aggregate and quantify an 
ensemble of goods such as GNSS receivers that range from $1 chips that are com-
ponents of a GNSS receiver for use inside cell phones to large, $300,000, nuclear-
hardened navigation sets, deployed inside a submarine or space qualified for use in 
a spacecraft? How does one account for all the value-added applications enabled 
by GNSS? Are they part of the GNSS market? 

Figure 14.2  Supported constellations by receivers: all market segments. (Courtesy of GSA.)

Figure 14.1  Capability of GNSS receivers: all market segments. (Courtesy of GSA.)
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The European Global Navigation Satellite Systems Agency (GSA) [2] in Prague 
has made an admirable attempt at describing the civilian GNSS market. They pro-
jected today’s 6 billion GNSS deployed devices to grow to over 9 billion by 2023 
(Figure 14.3). That is more than one unit for every person on Earth (Figure 14.4). 
While the U.S. and European markets will grow at 8% per year, Asia and the Pa-
cific Region will grow at 11% per year [2]. The total world market is expected to 
grow about 8% over the next 2 years due primarily to GNSS use in smart phones 
and location-based services [2]. Revenues can be broken into core elements like 
GNSS hardware/software sales and the enabled revenues created by the applica-
tions. With these definitions, annual core revenue was expected to rise from ap-
proximately €85 billion ($90 billion) (at the time of this writing, 1 Euro = $1.06) 
in 2017 to just over €100 billion ($106 billion) by 2021. Enabled revenue should 
stay fairly flat at €260 billion ($276 billion) over the period but was estimated to 
rise after 2020 as Galileo and BeiDou reach full operational capability. Figure 14.5 
shows the global GNSS market size in billions of Euros [2].

Figure 14.6 shows that GNSS revenue growth between now and 2023 will be 
dominated by mobile users and location-based services [2].

Figure 14.3  Installed base of GNSS devices by region. (Courtesy of GSA.)

Figure 14.4  GNSS devices per capita: 2014 and 2023. (Courtesy of GSA.)
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A July 2015 study conducted by RNCOS Research, a business consulting ser-
vice based in India and known for a history of GNSS forecasts, predicted that the 
global core GNSS market would grow at a compound annual growth rate (CAGR) 

Figure 14.5  Global GNSS market size in billions of Euros. (Courtesy of GSA.)

Figure 14.6  Cumulative core revenue 2013–2023 by market segment in billions of Euros. (Courtesy 
of GSA.)
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of 9% from 2015 to 2020 [3]. These forecasts were based on a detailed analysis of 
the number of users in the various market segments and are considered to be highly 
credible. However, note that, in addition to the above markets, there is the military 
market for GNSS receivers and services and for GNSS infrastructure (i.e., satellites, 
reference receivers, control segments).

14.1.3  Predicting the GNSS Market

All GNSS market projections depend on signals from the various systems being 
available per the promised deployment schedule while the likely future of GPS is 
fairly predictable as the USAF modernization program is underway. There is also 
high confidence that GLONASS will maintain its operational status as evidenced by 
the Russian government’s continued support. Additionally, the Chinese, Europeans, 
and Indians are making considerable progress with their systems. Deployment of 
the QZSS space segment has been scheduled through 2023. The previously men-
tioned market predictions are based on a variety of data including realization of 
these deployment schedules. 

However, defining and quantifying the enabled market segment for GNSS 
services remain a challenge. Counting smart phones, ships, and aircraft, is fairly 
straightforward, while delineating services is somewhat amorphous. Consider ser-
vices such as developing receivers for the government, designing filtering software 
to integrate GNSS with other sensors in a commercial or military aircraft, testing 
the products, and installing and integrating them into vehicles and aircraft, and 
services such as surveying or precision agriculture that rely on GNSS information, 
vehicle tracking, and location-based services. 

Classic definitions of the market have first split it into military and commer-
cial (or civil, as these two terms will be used interchangeably) segments. Others 
break down the nonmilitary market into consumer and professional segments and 
note that the professional segment has some similarities with the military segment 
(e.g., tight accuracy specifications, rugged environmental requirements). Research-
ers versed in consumer electronics and professional or military markets usually 
perform market studies that focus on one of these segments. 

Organizations performing market studies can count users, rely on sales pro-
jections of similar products, draw upon earlier experiences with those products, 
use existing modeling, and make educated guesses as to the potential for growth. 
In most cases, these studies are weak in one or more areas (e.g., aviation and ma-
rine), but strong in others like consumer products or mobile location services. This 
is not surprising, as most of these research firms are likely to specialize more in 
some particular market segments than in others. They do a great job in a micro 
sense with demographics, historical data, focus groups, surveys, and competitive 
analyses. Their results are used to decide on investments in new products and new 
ventures, but in a macro sense they just cannot accurately describe, let alone fore-
cast the totality of something as multifaceted as the GNSS market. It is doubtful 
that anyone could perform a comprehensive forecast with high confidence in its 
outcome beyond a year or two. 

Almost all previous studies have relegated the military market to a small frac-
tion of the civil market. While it is true that the total dollars expended in the 
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military market is small compared to the total for civil markets, it is nonetheless 
significant with approximately $40 billion spent just on GPS to date and with an-
other $15 to $20 billion more expected through the implementation of GPS III [3]. 
Defense budgets provide for operational funding and seed money for developments 
that often lead to new or enhanced civilian applications. Even more importantly, 
the military value of GPS as a force multiplier is the primary reason why it was 
conceived and remains funded, supported, and sustained. This investment enables 
the civil market. 

Similar considerations are likely prevalent in the defense establishments of Rus-
sia and China and, to some extent, in Europe because all of these GNSS have se-
cure, encrypted signals and these entities would like to have an alternative to GPS 
that does not rely on U.S. Defense Department control. The civil component has 
become important; therefore, there is no doubt that civil GPS services will be main-
tained even if the military eventually migrates to some new technology to satisfy its 
navigation, positioning, and timing needs. Furthermore, the U.S. military is plan-
ning on using GPS at least until 2030 [3].

While there are significant differences between commercial and military mar-
kets, consider that in the commercial marketplace:

•• The market size varies smoothly with supply and demand.

•• The seller bears the development risk.

•• There are many buyers.

•• There are many competitors for market share.

•• There are many similar products.

•• Prices are set by marginal utility.

While in the military market:

•• There is erratic buying behavior due to changing requirements and budgets.

•• The government usually bears any development risk.

•• There are relatively few buyers.

•• In most cases, there are few competitors for market share.

•• Product requirements vary significantly among customers.

•• Performance is more important than price.

The most important difference may be that in the military market there is a 
substantial return on investment (ROI) because a company’s investment is rela-
tively low. Profitability is certainly also lower in military markets as the allowed 
amount of profit is usually limited by legislation. Still, the real ROI can be much 
higher than in civil markets as the risk associated with the investment is much low-
er for the military market. Yet many military products and technologies eventually 
find their way into the commercial market. These are called dual-use systems. After 
the Internet, GPS is likely the second greatest, modern dual-use military system in 
terms of impact on our civilization.
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14.1.4  Changes in the Market over Time

In the first edition of this book in 1996, GPS was described as an enabling technol-
ogy. It certainly is that, but it is also a ubiquitous technology. With the hindsight of 
recent history, one can see how GPS has not only enabled new applications here-
tofore unknown, but it has permeated almost all aspects of commerce, agriculture, 
leisure, travel, and warfare (e.g., GPS-equipped smart bombs and drones). 

GPS has become a critical piece of the United States and other nations’ infra-
structural underpinning as increasingly more people and functions depend on it 
for positioning and timing. Subsequent to the issuance of the second edition of 
this book in 2006, GPS became the mainstay technology for almost all U.S. and 
Allied nations’ weapons systems. Many other nations’ militaries adopted civil GPS 
receivers for their weapon systems. Now some of these nations are switching to 
the other SATNAV systems as the maturity of these systems allow. Russian and 
Chinese militaries, having used GPS, have begun equipping their forces with their 
own GNSS hardware [4]. Civil adoptions of the other SATNAV systems for receiv-
ers that heretofore just used GPS is occurring at a rapid pace but more for technical 
reasons such as to obtain increased availability and accuracy. Today, most of the 
receiver chipsets on the market are at a minimum GPS+GLONASS capable.

14.1.5  Market Scope and Segmentation 

The definition of the GNSS market that is used here is the dollar value of all the 
goods (such as GNSS receivers, antennas, chipsets) and services (such as software 
development, testing, integration, location-based services) provided to users of 
GNSS or to applications, which incorporate GNSS receivers. We cannot logically 
include such things as flight management systems or the total value of an integrated 
GNSS/INS, but the GNSS receiver and integrating software is included. In any case, 
the companies that benefit from this market segment (i.e., space and control seg-
ment development and fielding) generally are not the same companies that serve the 
market segments that deal with equipment or services for users of GNSS.

14.1.6  Dependence on Policies

The GPS component of the GNSS market is obviously global since users are all over 
the world, yet much of the potential for global GPS market growth is dependent 
on U.S. government actions and policy. Policies such as the E911 mandate from the 
U.S. Federal Communications Commission (FCC) that require cell phone operators 
to pinpoint their users who call 911 (112 in Europe) has spurred the growth of GPS 
chips for cell phones as the primary way to satisfy the mandate.

This has led to the myriad of location-based services that rely on today’s cell 
phones knowing their locations. Because of the vast difference in number of users, 
the civil market value will always be far greater than the military market value. For 
example, a study presented to the U.S. National Space-Based Positioning, Naviga-
tion and Timing Board in 2015 asserted that GPS contributed $68 billion to the 
U.S. national economy in 2013, presaging continuing funding for it by the U.S. 
government [5]. 
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14.1.7  Unique Aspects of GNSS Market

Markets can be thought of in a hierarchical way with the total market subsuming 
an addressable market subsuming an achievable market. A company interested in 
entering the market or concerned with forecasting possible sales will start with the 
total market, which includes all the goods and services described above. It includes 
both military and civilian markets and as noted, is global in nature. From that is 
derived an addressable market that fits the company’s business and capabilities. 
Within that, an achievable or, as some might call it, an expected market becomes 
their annual sales goal. An example might be the market addressed by a civil GNSS 
chipmaker. This addressable market would eliminate the military market but con-
sider all civil receiver manufacturers, and chipset adapters, like cell phone manufac-
turers as potential customers. Figure 14.7 describes the approach. 

Another approach is to come at it from the number of possible users of the 
technology. This is done by just counting the ships, aircraft, hikers, autos, trucks, 
laptops, pads, smartphones, wearables, and effectively anything that moves. After-
wards, an educated guess is used to quantify what portion of these users of these 
products will need a GNSS chipset. 

The GNSS chipset will most likely incorporate the majority of the SATNAV 
constellations discussed within earlier chapters. With the present flexible software-
based digital signal processing, it is well within the state of the art to develop 
products that can utilize any and all signals in view. Today’s receivers not only can 
process all satellite signals in view but in many applications also make use of terres-
trial signals such as those emanating from cell towers and WiFi. This is particularly 
important for any indoor applications or other environments where satellite signal 
reception is degraded. With the advent of wearable receivers, product developers 
will have new challenges for antenna and battery configurations.

14.1.8  Sales Forecasting

Much research and development activity, employment, and capital expenditures of 
a company are driven by the sales forecast, which is a best guess as to how many 

Figure 14.7  Segmenting the GNSS market.
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sales can be made from a market definition that is not an exact science. Yet that is 
the best data from which to start. Fortunately, there is usually historical and com-
petitive information that lends credence to such a forecast. Forecasting a year or 
even two into the future is usually successful, but any longer-term forecast is more 
likely to be highly inaccurate. The longer-term forecasts made in this chapter of the 
second edition of this book in 2006 and an expanded version of it in 2007 [6–8] 
were proven wrong due to even longer deployment delays of the various GNSS than 
were assumed at the time of their publication and by the 2008–2009 recession.

In terms of GPS, forecasting in the military is much simpler although not built 
with any more confidence. The data provided by U.S. government budgets provide 
a starting point that in general is fairly accurate, at least in the short term. Bud-
gets traditionally cover 5 or more years, so the military GPS equipment forecast is 
available to a potential supplier. In the United States, Congress and defense priori-
ties often change these forecasts but usually not more than annually. Projects and 
procurements span several years so there is a built-in inertia that keeps the forecast 
somewhat stable. 

14.1.9  Market Limitations, Competitive Systems and Policy

14.1.9.1  Changes in Market Growth Projections

As mentioned above, GNSS market growth is highly dependent on U.S. and other 
government actions and policies. Some possible changes are:

•• Time to deploy all the new signals including for L5 as other civil signals: 
Compatibility and interoperability, if any, of the signals common to afore-
mentioned SATNAV systems are all subject to outcomes of government-to-
government negotiations.

•• Export rule changes and regulatory demands: While U.S. export limits on 
GPS may never be any more stringent; Galileo receivers or hybrid GPS/Gal-
ileo receivers could be mandated for use in Europe. There could also be 
charges in the form of tariffs or royalties imposed on these receivers, thus 
limiting the market for them, although recent U.S./EU agreements would 
militate against that. Similar regulations are possible in Russia and China.

•• Expansion of the E911 mandate and its equivalent in Europe to other coun-
tries: These have increased the market worldwide as it has done in the United 
States.

•• Regulatory changes that allow for terrestrial transmitters that could interfere 
with GNSS [e.g., Ligado (formerly LightSquared)].

•• Court decisions: Those regarding privacy issues arising from the use of GNSS 
by law enforcement for tracking suspects and criminals may have a small 
negative effect on the overall market, but potential liability issues may have 
a bigger impact.

•• Negotiations: Those between the United States and the European Union re-
garding FCC approval of the use of Galileo’s signals over the United States 
and U.S. Department of Defense access to Galileo’s PRS.
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In late 2004, then U.S. President Bush issued a new policy on space-based PNT. 
The policy stressed the military value of GPS to the United States by mentioning the 
importance of navigation warfare (Navwar) training, testing, and exercises several 
times. However, it also maintained the commitment to discontinue the use of SA. 
That policy is still in effect.

The GNSS markets can only expand as they mature. Besides full deployment of 
Galileo and BeiDou, there is now a more robust GLONASS. The NavIC space seg-
ment is fully deployed with GAGAN operational. Japan’s QZSS is in development, 
with one SV used for test purposes while MSAS is operational. Although some of 
this added market potential will be related to SBAS applications, there will be new 
combined receiver applications business for many of the world’s chipmakers and 
receiver suppliers.

14.1.9.2  Market Risks

Like any venture, there are always risks to success. The GNSS market looks ex-
tremely promising, but there are concerns that any prudent entrepreneur should be 
aware of. As GNSS receivers embed themselves in our cars, cell phones, laptops, 
watches, cameras, and wearables, and they become wedded to wireless communica-
tions links, a potential backlash from consumers could limit market growth. More 
and more, we are becoming a society where privacy rights are being eroded by fear 
of crime and terrorism abetted by technology that fosters the erosion. Telematics, 
or the provision of services to mobile users, particularly automated vehicles, is one 
area where the line between location awareness by the service provider can easily 
become location awareness by unwelcome persons doing surveillance and hackers. 

14.2  Civil Applications of GNSS

As shown in Figure 14.6, the major sectors of civil GNSS applications are:

•• Location-based services;

•• Road;

•• Surveying;

•• Agriculture;

•• Maritime;

•• Aviation;

•• Rail;

•• Timing and synchronization;

•• Space.

Based on the information provided in [2, 9], key applications are discussed 
with examples provided for each of the above sectors. Also, indoor GNSS usage is 
treated.
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14.2.1  Location-Based Services

At over 53% of the GNSS market, location-based services (LBS) applications have 
permeated most of our daily lives. This is due to the embedding of a GNSS receiver 
into a smartphone, tablet, camera, and/or wearable device. The most common LBS 
usage is personal vehicle or pedestrian navigation via the use of a smartphone pro-
viding turn-by-turn directions coupled with a digital map. In 2014, 3.08 billion 
smartphones dominated LBS devices. 

In addition to personal navigation, today’s GNSS devices are used for a pleth-
ora of applications including:

•• Safety and emergency assistance via E112, E911, and similar services;

•• Keeping track of children, teenage drivers, and patients with Alzheimer 
disease;

•• Helping blind people navigate;

•• When looking for carpools or a ride via UBER, LYFT, or Didi Chuxing in 
China;

•• Runners, bikers, and joggers keeping track of their location, speed, and 
distance;

•• Playing games such as Pokémon Go;

•• Golf aids (e.g., location on the course, distance to the hole);

•• Social networking by exchanging location information among friends and 
associates;

•• Geo-tagging pictures within a camera;

•• Conducting a self-guided tour without any external signs or references in an 
outdoor park;

•• Retailers providing personalized offers to potential customers within a par-
ticular geographic area.

14.2.2.1  LBS Wearables

Broadcom, OriginGPS+, and other chip manufacturers are offering new GNSS chips 
specifically for wearables. These chips do not load heavy software into its proces-
sor. They concentrate on minimizing power while maintaining accuracy. However, 
wearable technology is not limited to the wrist. New flexible materials can conform 
to the body and become part of clothing or in one’s shoes. In addition, a person’s 
movements using piezoelectric-coated film on nickel film encapsulated in Kapton 
tape can charge the batteries of any electronics embedded therein [10]. Figure 14.8 
shows a sampling of GNSS wearables.

14.2.2.2  The Internet of Things (IoT)

The Internet is continuing to swallow up the entire planet full of users as electron-
ics continues to shrink GNSS, especially via its inclusion in smart phones, follows 
along. Everything that moves or needs accurate time could be a potential user [11]: 



926	����������������������������� GNSS Markets and Applications

“The Internet of Things (IoT) – the integration of uniquely identifiable devices 
on the Internet – is one of the main current global technology themes and GNSS is 
integral to its success. Location based services and timing data are essential to IoT 
applications in particular as a means to control and monitor mobile IoT devices.”

14.2.2  Road

Road users are the second largest market for GNSS receivers with over 1 billion cars 
and 130 million trucks in the world. These users employ a portable navigation de-
vice (e.g., Tom Tom, Garmin) or an in-vehicle technology (i.e., built-in dashboard).

The value of current fleet information provided by GNSS is evident for deliv-
ery, emergency vehicle, and scheduled service fleet dispatch and control. Automatic 
vehicle location systems (AVLS) have been developed and installed in many of the 
world’s trucking and emergency fleets. Qualcomm pioneered fleet tracking with 
over 500,000 trucks and other fleet vehicles tracked via its OmniTRACS System, 
before selling the business to private investors in 2013. Many of these are GNSS-
equipped, and used primarily outside of the United States and particularly in Mex-
ico and South America. One concept employed is called geo-fencing, in which a 
vehicle’s GNSS is programmed with a fixed geographical area and alerts the fleet 
operator whenever the vehicle violates the prescribed fence.

There are tariff systems where total road usage is tracked using GNSS and 
taxed rather than just on given roadways. An example is SkyToll, which is used 
in Slovakia. At 17,741 km, the Slovak Electronic Toll System is the longest tolled 
roadway system in the European Union. The system was started in 2010 and uses 
EGNOS and Galileo, to track a vehicle’s movements and provide related vehicle 
data to a tolling authority [12].

Advanced Tracking Technologies Inc. (ATTI) has developed a GNSS-based 
system to improve efficiency and reliability for transportation systems, such as 
public buses and private taxis. By monitoring fleet assets, dispatchers can provide 
rerouting information as well as determine how long a vehicle was idling and take 
corrective actions. Both of these result in reduced fuel costs. In addition, the system 
allows riders with text messaging, Twitter, or Facebook to receive messages and 

Figure 14.8  Sampling of GNSS wearables. (EPIX GPS/GLONASS Navigator Copyright © Garmin Ltd.)
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tweets keeping them updated on the location of their bus. Riders no longer have to 
wait out in the cold and rain for a bus. They just wait inside until they get the alert 
that the bus is near their stop [13].

The largest operator of a GPS-based land navigation service is OnStar, a Gen-
eral Motors subsidiary. In 2014, over 5 million vehicles were equipped with GPS 
receivers that communicate with OnStar operators via cell phone to provide either 
voice commands or map guidance to the driver. Other automobile manufacturers 
have similar services. Many new businesses based on smart phone applications like 
UBER and Lyft would not be possible without the embedded GNSS receivers in the 
phones.

Rental car companies have a strong incentive to offer navigation information 
to their customers. Hertz relies on the NeverLost system based on a Magellan 
Roadmate receiver (at the time of this writing, the sixth generation of NeverLost, 
NeverLost Gen6, was available), while the AVIS where2 system uses a GARMIN 
solution. 

Autonomous road vehicles will likely utilize a GNSS receiver integrated with 
speed, heading, and other sensors such as stereo vision, radar, lidar, ultrasonic sen-
sors, and IMUs.

For example, Tesla vehicles manufactured after October 2016 have eight sur-
round cameras providing 360° visibility around the car at up to 250m of range. 
There are also 12 ultrasonic sensors complementing this vision information. These 
allow for detection of both hard and soft objects. These sensors are coupled with 
a forward-facing radar that provides additional data about the world on a redun-
dant wavelength, capable of seeing through heavy rain, fog, dust, and even the car 
ahead [14]. 

14.2.3  GNSS in Surveying, Mapping, and Geographical Information Systems

GNSS receiver technology owes much to its early application in the business of land 
surveying. The production of maps and charts and the georeferencing of data using 
GNSS are natural outgrowths of the accurate and reliable techniques developed for 
the land-survey market.

Utilizing the DGNSS and PPP techniques described in Chapter 12, the applica-
tions excerpted from [2] are realized: 

•• Cadastral survey aims to establish property boundaries. Fiscal policies such 
as land taxation rely heavily on cadastral surveying.

•• Construction surveying covers the different construction stages of a building 
or civil engineering project, whereas machine control applications automate 
construction activities:

•	 Machine control applications use GNSS positioning, for example, to au-
tomatically control the blades and buckets of construction equipment 
using information provided by three-dimensional (3-D) digital design.

•	 Person-based applications enable many positioning tasks, including 
making surveys, checking levels, performing built checks, and staking 
out reference points and markers.
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•	 In mapping, GNSS is used to define specific location points of interest for 
cartographic, environmental, and urban planning purposes.

•	 Mine surveying involves measurements and calculations at each stage of 
mine exploitation, including a safety check.

•	 Marine surveying encompasses a wide range of activities (seabed explo-
ration, tide and current estimation, offshore surveying, and so forth), all 
of whose outcomes are important for maritime navigation.

14.2.3.1  Geographical Information Systems

A geographical information system (GIS) is a computer system designed to allow 
users to collect, manage, and analyze large volumes of spatially referenced informa-
tion and associated attribute data. As such, it is an organized collection of computer 
hardware, software, and geographic data, designed to efficiently capture, store, 
update, manipulate, integrate, analyze, and display all forms of geographically ref-
erenced information.

Specific locations recorded may be annotated with location-specific informa-
tion, such as street address, elevation, or vegetation type, location of utility control 
boxes, sewers, and power lines. This type of data collection is the building blocks 
of data for GIS. Personnel equipped with handheld GNSS units with onboard data 
storage or with a communication link for direct transfer to a central storage point 
can collect the raw data. Vehicles, ships, and aircraft in addition to people on-foot 
collect some data for these types of systems.

14.2.4  Agriculture

Both the agriculture and farming industry make heavy use of GNSS and GIS as part 
of a modern precision farming system. Whether it is mapping where soil samples 
are taken, spraying fertilizer, seed, or insecticide or directing combine machines 
exactly where to go to harvest a crop, the application of these materials has become 
an exact science. Many farm implement manufacturers are producing variable-rate 
application equipment that is controlled by sophisticated electronics coupled to an 
information system. It has resulted in lower material input costs and higher yields. 

Furthermore, harmful effects of the runoff of unneeded fertilizers are mitigat-
ed. For this reason, it is possible that the variable application of fertilizers might be 
legislatively controlled. 

As stated in [9], other agricultural and farming applications include:

•• Precision soil sampling, data collection, and data analysis enable localized 
variation of chemical applications and planting density to suit specific areas 
of the field.

•• Accurate field navigation minimizes redundant applications and skipped ar-
eas, and enables maximum ground coverage in the shortest possible time.

•• The ability to work through low visibility field conditions such as rain, dust, 
fog, and darkness increases productivity.
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•• Accurately monitored yield data enables future site-specific field preparation.

•• The elimination of the need for human “flaggers” increases spray efficiency 
and minimizes over-spray.

•• There are tractor guidance and crop spraying.

14.2.5  Maritime

Like aircraft, marine users can usually see the open sky. However, even they have 
to compete with other electronics devices for antenna placement near the top of the 
mast on their vessels. While clearly not the largest market segment, marine naviga-
tion was the first to embrace satellite navigation. Knowing one’s position on the 
open ocean is a primary requirement for vessels navigating to a destination as they 
transit the seas and/or inland waterways. 

Even submarines can use GNSS whenever they can get their antennas close to 
or above the surface. Since the early 1980s, sea-level users need only three satellites 
in view to get a two-dimensional fix; GPS has been used to fix positions on the 
ocean. Today the market is mature. Along with radios and radar, a GNSS receiver is 
a piece of standard equipment on any boat operating far from shore. Most can ob-
tain differential corrections from an SBAS. Many others use corrections provided 
by a radio beacon-based system (e.g., the NDGPS) if available.

Figure 14.9 shows a marine navigator with database management capability 
and graphical display of position and speed information. In this market, ease of use 
and the ability to manage a large database of waypoints and sophisticated cartog-
raphy are key requirements. 

Figure 14.9  Typical GNSS marine navigator. (Courtesy of Furuno Inc.)
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Fisheries management is a worldwide mandate requiring swift action by gov-
ernments when a sea boundary is intruded upon. Dwindling fish stocks have 
prompted the establishment of strict guidelines for fishermen and the closure of 
entire grounds. The situation is also making countries that share sea boundaries 
more sensitive to foreign fishing in their waters. These tensions engender the need 
for accurate position determination and recording to prove or disprove a boundary 
violation, particularly in the South China Sea. 

GNSS can aid in the berthing and docking of large vessels, by means of po-
sition, attitude, and heading reference systems (PAHRS). These installations use 
multiple antennas aboard the vessel along with DGNSS corrections to determine an 
accurate representation of the ship’s orientation and position. Combined with ap-
propriate reference cartography, this can be an immense aid in the handling of large 
vessels in close quarters. Vessels worldwide are candidates for this type of system. 

There is a market for extremely accurate positioning for marine seismic survey 
and oil exploration activities as well as in dredging, buoy laying, and maintenance. 
Dredge operators are paid based on the amount of material that they remove from 
a harbor or shipping channel, so accurate measurement of position can optimize 
the operation, reducing cost and wasted effort.

The availability of GNSS and accurate differential services has proven to be a 
boon to the development of precise seismic maps and location of drill sites with 
respect to identified geologic structure, especially in the offshore case, where explo-
ration teams have paid significant revenue per day for accurate satellite positioning 
services. The availability of such accurate systems for navigation has enabled much 
resurveying of published marine chart information. A good portion of the data cur-
rently represented on marine charts is over 60 years old and hydrographic services 
are involved in the production of digital databases to an agreed-upon international 
format (IHO S-57). 

The rise of worldwide terrorism and piracy has spurred the development of 
means of tracking of large container ships as they ply the seas. GNSS plays an im-
portant role in these kinds of systems, which also rely on satellite communications 
and electronic tagging.

Recreational vessels make good use of basic GNSS for navigation, and the ac-
ceptance of differential GNSS bodes well for the health of that sector. The huge 
number of vessels and the value of GNSS in marine navigation, fishing, and water-
way maintenance, coupled with strong economic activity, will allow steady growth 
to a level of near $1.1 billion by 2020. However, this segment has a fairly low 
growth rate due to the maturity of the market [2]. 

14.2.6  Aviation

If it moves above the Earth and it has an associated GNSS receiver, it is an air ap-
plication. From birds to drones, to airplanes to satellites and even to space-based 
vehicles, GNSS is widely used aloft for navigation, tracking, aviation operations, 
sensor integration, science, and recreational activities. Many of the more sophisti-
cated applications marry GNSS receivers to inertial units as well as to communica-
tions capabilities. It is a key sensor for flight management systems.

The big need for navigation by GNSS was primarily for over ocean operations 
where there were no VHF Omnidirectional Range/Distance Measuring Equipment 



14.2  Civil Applications of GNSS	 931

(VOR/DME) stations and in parts of the world where radio NAVAIDS were sparse 
and primitive. Just as cell phones became rife in these developing countries due to 
the impossibility of providing landline phones, GPS was thought of as a technologi-
cal leap from basic radio beacons. 

GNSS could be applied to all phases of flight operations if only its accuracy, in-
tegrity, and continuity of service could be assured to the acceptable levels demand-
ed for safety-of-life applications. However, introducing GPS into the U.S. national 
airspace caused some major issues. Over the United States, the en-route VOR/DME 
system was adequate at least until the traffic load swamped the Air Traffic Man-
agement (ATM) system. Nonetheless with GPS, aircraft would not have to stay on 
these fixed highways and thus could fly great circle routes and/or optimum fuel 
consumption routes. Capacity limitations of the present system and skyrocketing 
fuel costs eventually overcame airlines’ resistance to new equipment installations as 
long as the cost benefit of using GPS could be shown to be positive. 

The FAA was also faced with the growing number of aircraft clogging the 
skies. Approach and landing operations became a critical bottleneck as airports 
also reached capacities. Many airports with runways totally without instrumenta-
tion could potentially minimize their unavailability problems (largely due to in-
clement weather) by utilizing a GNSS solution for approach and landing. Using 
GNSS for approach and landing requires a very high level of integrity as well as 
accuracy, availability, and continuity of service. To reach the specified integrity 
level, a continuous check on the performance and the quality of the information 
being derived from GNSS required an independent system. Thus, the first SBAS, 
the FAA’s WAAS, came to be. Yet even WAAS could not provide the required integ-
rity for landing in all categories of weather and visibility conditions. For the most 
stringent requirements, a LAAS now denoted as the GBAS is needed and is slowly 
being deployed [15]. (See Section 14.2.6.1.)

Worldwide, this capability continues with EGNOS and Galileo over Europe, by 
Russia’s GLONASS, India’s GAGAN, and Japan’s MSAS. Modernized GNSS will 
accommodate greater civil aviation use with its L5 signals. In the 2016–2020 time 
periods, it is anticipated that there will be a seamless, next-generation system as far 
as air traffic management is concerned so that aircraft can use their standardized 
equipment to fly safely in any civil airspace with the same level of confidence in 
their navigation and positioning.

The GA market for GNSS capability is seeing a surge of activity after publica-
tion of GPS nonprecision approaches at the busiest airports and at most of the 
others. SBASs are being fielded to provide services equivalent to WAAS in other 
regions of the world. Figure 14.10 is representative of a GA aircraft navigator.

Many airlines routinely check on their aircraft in flight. Those equipped with 
GNSS can accurately report their position. Over broad ocean areas, they must uti-
lize a leased communications satellite channel. One airline that did not choose to 
enter into such a lease was Malaysia Air, resulting in a lack of location information 
when of one of their aircraft disappeared over the Indian Ocean in 2014. While 
the incident may not have been preventable, at least the area of the search for the 
aircraft should have been much smaller. China’s Civil Aviation Administration has 
announced that they will be testing a tracking system for general aviation aircraft 
and then cargo and passenger aircraft with BeiDou [16].
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14.2.6.1  Precision Approach Aircraft Landing Systems

Most instrument approaches carried out by commercial air carriers are precision 
approaches. Unlike nonprecision approaches, these procedures give glideslope guid-
ance to the aircraft on approach. The lack of signal integrity among other per-
formance parameters precludes the use of unaided GPS for demanding aviation 
applications. These applications require the use of either code differential and/or ki-
nematic carrier-phase tracking techniques. The FAA’s WAAS provides warning and 
sufficient accuracy to perform close to Category-I precision landing requirements. 
This allows about 90% of the airline approaches currently performed to use a GPS 
approach augmented in this way. Similar to WAAS operation, there is operational 
usage of EGNOS. 

Approaches, involving lower weather minima, also require improved accu-
racy and integrity warnings, which will be provided by airport-based differential 
stations broadcasting GNSS corrections directly to the aircraft on approach (i.e., 
GBAS) [15]. 

Some GBAS are just now being deployed with a special dispensation from the 
FAA. Many airports have very difficult approaches due to surrounding terrain such 
as high mountains and narrow valleys or regular poor visibility. Airports such as 
New Jersey’s Liberty International in Newark, Houston Intercontinental, and in 
Zurich, Switzerland and some in Alaska are benefiting from a GBAS. Another ex-
ample of such a deployment is in Sydney, where Qantas aircraft now have GBAS 
landing capability. However, replacing ILS with GBAS is a slow process that re-
quires new avionics. Boeing 787 and 747-8 have GBAS avionics as standard equip-
ment. Such receivers are available as options on the 737 and on various Airbus 
models [17]. 

14.2.6.2  Other Enterprises and Uses of Air Application 

Beyond the primary air application for navigation, there are many enterprises and 
users that rely on GNSS inputs to perform other missions. They are described here 
because they occur in the air. For example, an airborne survey such as for mapmak-
ing or resource determination or crop spraying requires precise positioning of the 
aircraft or precise annotation of a picture or other sensor data with aircraft’s exact 
position and time when the picture was taken or the data was recorded. In terms 
of aircraft flight testing, there may be a GNSS receiver on board (separate from 
any navigation receivers) as part of a black box to be used to reconstruct the test 

Figure 14.10  Typical general aviation navigator. (Copyright © Garmin Ltd.)
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aircraft’s PVT. There may also be a GNSS receiver as part of the black box use in 
accident investigations.  

Weather balloons and radiosondes are air applications that also make use of 
GNSS, as do parachutists, hang glider pilots, and remotely piloted and unmanned 
aerial vehicle (UAV) and drone operators. Most of the latter are found in military 
surveillance and reconnaissance missions and increasingly in combat operations. 
Civil use of drones is on the rise for such applications as fire reconnaissance and 
real estate marketing. These unmanned applications are almost impossible to con-
ceive of without employing some sort of GNSS guidance.

14.2.7  Unmanned Aerial Vehicles (UAV) and Drones

Today, UAVs and drones are flying everywhere in spite of the fact that governments 
have been only recently issuing regulations regarding their use in the airspace. 
(Herein, a UAV is defined as a remotely piloted unmanned aerial vehicle while a 
drone flies a preplanned flight path.) Devolving from military technology, there 
are a myriad of civilian drones performing professional and recreational missions. 
Militaries and intelligence agencies, especially the U.S. Department of Defense have 
been the most active operating hundreds of UAVs and drones for reconnaissance, 
surveillance, bomb damage assessment, and so forth and a small number for weap-
ons delivery against suspected terrorist targets. Civilian uses include airborne sur-
veillance by police, photogrammetric survey, hobby flying, and so forth [18]. At the 
time of this writing, Amazon had started a business unit denoted as Amazon Prime 
Air that is planning to use drones to deliver packages directly to consumers. Figure 
14.11 shows a typical drone equipped with GNSS. 

14.2.8  Rail

Rail applications generally utilize the DGNSS techniques described in Chapter 12, 
these applications excerpted from [2] are: 

•• High-density command and control systems assist train command and con-
trol on main lines, referring primarily to the European Train Control System 
(ETCS) in Europe and some regions in the rest of the world, as well as posi-
tive train control (PTC) in North America. GNSS can also be a source of 
additional input (e.g., for enhanced odometry in ETCS or to support PTC).

•• Low-density line command and control systems provide full signaling ca-
pabilities supported by GNSS on lines with small to medium traffic. These 
lines are usually located in rural areas, where cost savings can be vital for the 
viability of a service.

•• Asset management includes such functions as fleet management, need-based 
maintenance, infrastructure charges, and intermodal transfers. GNSS is in-
creasingly seen as a standard source of positioning and timing information 
in these systems.

•• Passenger information systems on-board trains show the real-time location 
of a train along its route. Increasingly, the GNSS location of a train is also 
supporting platform and online passenger information services.
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14.2.9  Timing and Synchronization

GNSS disseminates time within the Coordinated Universal Time (UTC) timescale. 
It provides atomic standard-based time to users worldwide and enables precise syn-
chronization of a number of applications including cellular base station handover, 
power grids, time slot management, and network time protocol. It also enables 
frequency reference control, calibration of test instruments, time and frequency 
distribution, and time stamping of financial transactions. These timing applications 
are critical for a functioning modern economy. 

As far back as 1998, there was ongoing work to combine GPS and GLONASS 
observations to obtain even more accurate timing accuracy than was achievable 
with GPS alone. Predictions of stabilities of 100 ps per day down to tens of pico-
seconds per day were expected [19].

It is likely that there will be many more GNSS-based timing applications as 
satellite AFS technology matures. For example, the hydrogen MASER-based fre-
quency standards on some Galileo satellites are providing a more stable time refer-
ence than the cesium- and rubidium-based standards on other GNSS satellites.

Since many receivers make measurements from multiple GNSS constellations 
some timing applications will have to reconcile any time differences between the 
SATNAV systems in use. These time differences may be broadcast as part of the 
SATNAV system data message or may be computed using an additional satellite in 
the PNT solution. (See Section 11.2.5 for details.) 

Microsemi in the United States and SPECTRACOM in Europe are just two of 
the companies specializing in products that use GNSS signals for timing and syn-
chronization [20]. 

Figure 14.11  Typical GNSS-equipped drone. (Courtesy of Trimble Navigation Limited.)
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14.2.10  Space Applications

GNSS has multiple applications for space-based operations. As stated in [9], ben-
efits of using [GNSS] include:

•• Navigation solutions—providing high precision orbit determination, and 
minimum ground control crews, with existing space-qualified GPS units.

•• Attitude solutions—replacing high cost on-board attitude sensors with low-
cost multiple GPS antennae and specialized algorithms.

•• Timing solutions—replacing expensive spacecraft atomic clocks with low-
cost, precise time GPS receivers.

•• Constellation control—providing single point-of-contact to control for the 
orbit maintenance of large numbers of space vehicles such as telecommunica-
tion satellites.

•• Formation flying—allowing precision satellite formations with minimal in-
tervention from ground crews.

•• Virtual platforms—providing automatic “station-keeping” and relative posi-
tion services for advanced science tracking maneuvers such as interferometry.

•• Launch vehicle tracking—replacing or augmenting tracking radars with 
higher precision, lower-cost GPS units for range safety and autonomous 
flight termination.

14.2.11  GNSS Indoor Challenges

Achieving GNSS usage indoors remains a challenge because of their relatively weak 
signals and inability to penetrate structures. Most commercial GPS receivers a de-
cade ago did not function well when the antenna did not have a clear view of the 
sky. This limitation had been addressed in a variety of ways such as with improved 
signal acquisition performance, additional satellite signal power, new civil signals 
and signal aiding from augmentations and cell tower transmissions. (Chapter 13 
provides details of signal aiding from augmentations including cellular networks.) 
Even with adequate solutions to the indoor location problem through the use of 
terrestrial aiding signals, there is still the lack of availability of indoor maps. A par-
ticular exception to this is in shopping malls where potential customers’ locations 
would be of great value to retailers who could push ads and specials to them when 
they were nearby. 

14.3  Government and Military Applications

Since their inception, both GPS and GLONASS were designed to satisfy military 
requirements for worldwide PNT services. Only satellite-based systems could en-
sure continuous global coverage. The signals had to enable very accurate fixes yet 
be resistant to enemy jamming. Thus, both the United States and Russia developed 
user receivers that relied on their own signal called the P-code. The GPS P-code was 
later encrypted to be today’s widely used Y-code. Authorized users such as NATO 
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forces and other countries with agreed-to access are using the GPS Y-code for their 
military activities. Details on the GLONASS P-code are contained in Section 4.7.5.

In terms of GPS, the first military applications utilized man-operated receivers 
on ships and other vehicles. As coverage increased with every new satellite launch, 
additional applications emerged until GPS became not only a useful tool, but also 
an essential capability for modern, network-centered warfare. GPS showed its mili-
tary potential in the first Gulf War and was used prolifically in the second one, in 
Afghanistan and in ongoing Middle Eastern conflicts.

Modernized GPS satellites transmit the Y-code for existing military receiv-
ers and also transmit the new M-code for receivers denoted as Military GPS User 
Equipment (MGUE). M-code is an even more robust signal than Y-code with dis-
persed spectrum properties that allow for Allied forces to jam in the band center to 
interfere with adversary receivers that are trying to use L1 C/A-code and L2 C-code 
signals, without disturbing their own use of M-code.

14.3.1  Military User Equipment: Aviation, Shipboard, and Land 

The original development of GPS receivers was accomplished at the Magnavox 
Research Laboratories (later acquired by Hughes Aircraft and subsequently by 
Raytheon). Some typical receivers were produced for aircraft first in a standard 
avionics package known as a 3/4 Air Transport Rack (ATR) size (Rockwell-Collins 
3A) shrinking its width in half later to a 3/8 ATR [Rockwell-Collins and Raytheon 
Miniature Airborne GPS Receiver (MAGR)]. Man-portable units like the Rockwell-
Collins Precision Lightweight GPS Receiver (PLGR) and the Defense Advanced 
GPS Receiver (DAGR) which is still several times larger than the size and weight 
of today’s commercial handheld receivers. Figure 14.12 shows an airborne GPS Y-
code military receiver and a GPS M-code receiver card. At the time of this writing, 
M-code receivers were in the completion stage of development and government 
certification. 

In addition to GPS and GLONASS, BeiDou, Galileo, and NavIC all have re-
stricted services for authorized users. 

While the Galileo system is under civilian control, the PRS signals will be en-
crypted, and access to the service will be controlled through a government-ap-
proved secure key distribution mechanism. The PRS will only be accessible through 
receivers equipped with a PRS security module loaded with a valid PRS decryption 
key. (See Chapter 5 for PRS signal characteristics.) 

In a similar manner as the design of the GPS Y-code and M-code, the PRS sig-
nals have been designed for robustness in the presence of jamming and interference. 
Per [21], it is stated that “… the new Galileo GNSS …is primarily a civil system 
which may be exploited by authorised military users. For those with access to both 
GPS-PPS and PRS, resilience can be increased further by combining the informa-
tion from the two services into a single PNT solution.”

An example of a receiver that combines Galileo PRS and GPS-PPS signals is 
the Q35 developed by QinetiQ (Figure 14.13). The Q35 is a multiconstellation, 
multifrequency PRS-enabled GNSS (Galileo-PRS + GPS-PPS) receiver. This receiver 
was developed for the UK PERMIT project which was a joint QinetiQ + Rockwell 
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Collins UK project. This project was sponsored by the U.K. Space Agency and In-
novate UK. The UK PERMIT project goal was to investigate the challenges regard-
ing the use of both GPS-PPS and Galileo-PRS together in a dual mode receiver and 
perform the first demonstration of dual mode positioning using the early Galileo 
satellite deployment. Reference [21] contains details of this demonstration.

Figure 14.12  Military GPS receivers. (MAGR-2000 Courtesy of Raytheon and GB-GRAM-SM © 
Rockwell-Collins.)

Figure 14.13  Q35 Dual mode Galileo-PRS + GPS-PPS GNSS receiver. (Courtesy of QinetiQ.) 
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As many military aircraft already had inertial navigation systems installed, 
work began to marry the long-term stability of GPS by virtue of its atomic timing 
to the short-term stability of the inertial system to create integrated navigation sys-
tems that could maintain very accurate solutions regardless of short outages to GPS 
caused by signal interference or vehicle dynamics and/or antenna shading. The inte-
grations became even more symbiotic as technology allowed for faster processors, 
smaller receivers and lower cost, and strapped-down inertial measurement units. 

14.3.2  Autonomous Receivers: Smart Weapons

Modern warfare attempts to minimize civilian casualties while maximizing their 
effectiveness in destroying intended targets. This requires pinpoint accuracy, on 
the order of a few feet in some cases. GNSS is once again the enabling technology. 
By combining GNSS measurements with those of an on-board inertial sensor and 
possibly some type of seeker (e.g., infrared), a weapon can provide the required 
probability of kill with a smaller warhead than would otherwise be necessary. This 
reduces the number of sorties required to kill a target.

GNSS receivers have found their way into ballistic missiles, guided missiles 
like the French SCALP EG, smart bombs like the Russian KAB-500S-E, artillery 
shells, and autonomous air, land, and sea vehicles, particularly for UAV and drone 
reconnaissance, weapons delivery and bomb damage assessment. However, the use 
of GNSS in combat begs the question about jamming vulnerability. For these appli-
cations anti-jam techniques are employed such as nulling antennas and ultra-tight 
coupling of the GNSS and the inertial sensors. In terms of GPS, increased military 
signal power from the forthcoming GPS III satellites further mitigates the possibil-
ity of disruption due to enemy jamming.

14.4  Conclusions

Over the next several years, the users of GNSS can look forward to increased accu-
racy, faster fixes and more integration of functions in their equipment. By the time 
that all the GNSS are fully operational, user equipment will have evolved into un-
imaginable complexity of function, simplicity of use, and increased cost-effective-
ness for the many applications described herein. Exactly when that will happen is 
still subject to likely changes in national budgets, schedule impacts, and contractor 
performance. Such has been the history of these systems, and there is little reason 
to think the future development performance will be any different than the past. 

Whether receiver developers can deliver new products successfully will depend 
on various factors, including their ability to: 

•• Accurately predict market requirements and evolving industry standards for 
the GNSS-based applications industry that they are addressing;

•• Anticipate changes in technology standards, such as wireless technologies;

•• Develop and introduce new products that meet market needs in a timely 
manner; 
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•• Attract and retain engineering and marketing personnel and raise the re-
quired capital investment.

The next few years are the critical ones that will determine just how accurate 
all the market projections will turn out to be, but there is no doubt that the GNSS 
market for receivers, services, and applications is a fabulous growth area for the 
foreseeable future. 
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A P P E N D I X  A

Least Squares and Weighted Least 
Squares Estimates

Chris Hegarty

Let [ ]= 1 2

T

Mx x xx  be a column vector containing M unknown parameters 
that are to be estimated and [ ]= 1 2

T

Ny y yy  be a set of noisy measurements 
that are linearly related to x as described by the expression:

	 +y = Hx n 	 (A.1)

where [ ]= 1 2

T

Nn n nn  is a vector describing the errors corrupting the N mea-
surements and H is an N × M matrix describing the connection between the mea-
surements and x.

The maximum likelihood estimate of x, denoted as x̂, is defined as (see, e.g., 
[1]):

	 ( )=ˆ arg max /p
x

x y x 	 (A.2)

where p(y/x) is the probability density function of the measurement y for a fixed 
value of x.

If the measurement errors, {ni}, for i = 1, …, N, are identically Gaussian dis-
tributed with zero-mean and variance σ2 and furthermore if errors for different 
measurements are statistically independent, then (A.2) becomes: 

	 ( )
σ

πσ

− −
=

= −

2
2

1

2
/2

2

1
ˆ arg max e

2

arg min

N

y Hx

x

x

x

y Hx
	 (A.3)

The solution to (A.3) can readily be found by first differentiating − 2ˆy Hx  with 
respect to x̂:
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	 2ˆ ˆ2 2
ˆ

T Td
d

− = −y Hx H Hx H y
x

	 (A.4)

and then setting this quantity equal to zero to obtain:

	 ( )−
=

1
ˆ T Tx H H H y 	 (A.5)

where it is assumed that the matrix inverse involved exists (i.e., that HTH is not 
singular).

The estimate described by (A.5) is referred to as a least squares estimate be-
cause, as shown in (A.3), it results in the minimum square error between the mea-
surement vector y and Hx, where the latter is the expected measurement vector 
based upon the estimate of x.

Next consider the more general case where the measurement errors are still 
Gaussian distributed with zero-mean, but are not necessarily identically distributed 
or independent of each other. In this case, the maximum likelihood estimate can be 
expressed as

	 ( )
( ) ( )

( ) ( )
π

−−

−

=

=

11
2

1/2/2

1

1
ˆ arg max e

2

arg min

T

N

T

ny-Hx R y-Hx

x
n

nx

x
R

y - Hx R y - Hx
	 (A.6)

where Rn is the covariance matrix associated with the measurement errors and |Rn| 
is its determinant.

Proceeding as before, (A.6) can be solved to yield:

	 ( )−− −=
11 1ˆ T T

n nx H R H H R y 	 (A.7)

The estimate in (A.7) is referred to as a weighted least squares solution.
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A P P E N D I X  B

Stability Measures for Frequency Sources
Lawrence F. Wiederholt and Willard A. Marquis

B.1  Introduction

The principle of employing satellite navigation systems for position and time deter-
mination requires the satellite clocks to be in synchronism to a common time base.

High-accuracy atomic frequency standards (AFSs) are required to meet the 
stringent stability and drift rates requirements so that the common time base can 
be maintained. Stability is also important for the less accurate crystal-based oscil-
lators that are typically employed in user equipment.

Frequency sources are subject to systemic errors such as frequency offsets, ag-
ing, and random frequency errors. Random frequency errors are a primary concern, 
especially when characterizing the performance of an AFS. There are a number of 
important random frequency noise processes (i.e., frequency fluctuations): random 
walk frequency modulation, flicker frequency modulation, white frequency modu-
lation, flicker phase modulation, and white phase modulation, as described in [1]. 

B.2  Frequency Standard Stability 

The stability of a frequency source can be described by starting with an oscillator 
whose output voltage V(t), is given by

	 ( ) ( )ε π f= + +0 0( ) ( ) sin(2 ( ))V t V t v t t 	 (B.1)

where V0 and v0 are the nominal amplitude and frequency, respectively, with cor-
responding errors ε(t) and φ(t).

The instantaneous phase is defined by

	 π fΦ = +0( ) 2 ( )t v t t 	 (B.2)
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and the instantaneous frequency is defined by

	 f
ν

π
= +0

1 ( )
( )

2
d t

t v
dt

	 (B.3)

A common method used to measure oscillator stability is based upon the in-
stantaneous fractional frequency deviation from the nominal frequency ν0 given by

	
f

πν

•

=
0

( )
2

y t 	

The power-law spectral densities of the five random frequency noise processes 
mentioned in Section B.1 can be represented in the frequency domain by the sum of 
five independent noise processes as [1]:

	

α
α

α

+
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= < <

= ≥

∑
2

2

( ) 0

0

y h

h

f f for f fS h

for f f

	

where hα is a constant, α is an integer, and fh is the high-frequency cutoff of an in-
finitely sharp lowpass filter.

This power spectral density is visually represented in Figure B.1 for the five 
random frequency noise processes: random walk frequency, flicker frequency, 
white frequency, flicker phase, and white phase.

B.3  Measures of Stability 

Two basic approaches can be taken to analyzing the stability of an oscillator: a fre-
quency-domain approach and a time-domain approach. One can map from one to 
the other. The time-domain approach is more commonly used for stability analysis.

The interest in oscillators and the common measurement of their stability be-
came such an item of interest that the IEEE Standards Committee 14 developed a 
standard in the 1980s. With this standard in place, oscillator stability evaluations 
could be performed on a common basis using standard definitions and evaluation 
technique. The latest revision of this standard was published in 2009 [1].

B.3.1  Allan Variance

One common measure of oscillator stability based on the instantaneous fractional 
frequency deviation is the Allan variance [2, 3], τσ 2( )y , defined by
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1
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f τ f

π τ

+ −
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2
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τ is the sampling interval and E is the expected value operator. In theory, E is an infi-
nite sum of elements, but in practice, the sum is limited to a large but finite number.

The square root of the Allan variance is referred to as the Allan deviation.

B.3.2  Hadamard Variance

The Allan variance works well for cesium-based AFS with no linear drift effects. It is 
also often used to characterize the stability of quartz crystal oscillators. Rubidium-
based AFS have a significant linear drift above the random noise, which degrades 
the fidelity of the Allan variance and thus does not provide an accurate measure of 
stability. The linear drift can be removed by a separate processing step, but an alter-
nate measure of stability has been defined that overcomes this inherent limitation of 
the Allan variance. This measure is referred to as the Hadamard variance [4], which 

Figure B.1  Power spectral densities for five random frequency noise processes: random walk fre-
quency, flicker frequency, white frequency, flicker phase, and white phase.
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removes any linear drift and is thus not effected by linear drift. Thus, the Hadamard 
variance is a good measure of stability for rubidium AFS.

The Hadamard variance, ( )σ τ2
yH  is defined by

	 ( ) ( )σ τ + +
 = − + 

22
2 1

1
2

2y k k kH E y y y 	

As in the Allan variance, E is the expected value operator. In theory, E is an infi-
nite sum of elements, but in practice the sum is limited to a large but finite number.

Note that the Allan variance is a two-sample variance requiring two time sam-
ple values for each point, while the Hadamard variance is a three-sample variance 
requiring three time samples for each point. Thus, the Hadamard variance requires 
more computations.

For example, the GPS master control station uses the Hadamard variance and 
its variations to measure oscillator stability [5–7]. This is appropriate considering 
that, at the time of this writing, the constellation has a predominance of rubidium 
standards (Blocks IIR, IIR-M and IIF).
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A P P E N D I X  C

Free-Space Propagation Loss
John W. Betz

C.1  Introduction

Calculating propagation loss is a fundamental tool in systems engineering for 
GNSS, as it is necessary to relate the power at a source (e.g., a satellite transmitter 
or an interferer) to the power at a destination (e.g., a GNSS receiver). The propaga-
tion loss typically depends on the distance between source and destination, as well 
other factors.

The simplest common expression for propagation loss is called free-space 
propagation loss, as it applies in free space (the source and receiver are located in a 
vacuum or equivalent, with no other objects in the vicinity). Although this expres-
sion is often employed, there are widespread misunderstandings of its applicability 
(under what conditions does it apply?) and its technical characteristics (e.g., in 
what sense is free-space propagation loss frequency-dependent?).

Entire texts, for example, [1], are devoted to radio wave propagation—predict-
ing, measuring, and compensating for its effects. This appendix only touches on 
one simple and common model for radio wave propagation: free-space propaga-
tion loss. It also addresses a related topic—how to convert back and forth between 
power flux densities and power spectral densities.

C.2  Free-Space Propagation Loss

Propagation loss is defined as the ratio of the power transmitted in the direction of 
the receive antenna to the power at the terminals of a receive antenna, for a unity-
gain receive antenna. If the receive antenna has gain other than unity, the received 
power is divided by the receive antenna gain in taking this ratio. The transmit 
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antenna actually radiates PT  watts, and has a gain of GT (dimensionless), produc-
ing an effective isotropic radiated power (EIRP) of PTGT watts. The receive antenna 
has a gain of GR, the power at the receive antenna terminals is denoted PR, so that 
the propagation loss is the dimensionless quantity

	 ( )Λ = = .
/

T T T T R

R R R

P G P G G

P G P 	 (C.1)

Because (C.1) is merely a definition, it could also be defined as the reciprocal of 
what is shown. The particular definition was selected so that the numerator is typi-
cally greater than the denominator, making the propagation loss usually a quantity 
greater than unity, or positive when expressed in decibels. This corresponds with 
common usage (e.g., “a 180-dB propagation loss”).

It is often convenient to perform calculations for a receive antenna having unit 
gain (GR = 1), calculating the received isotropic power (RIP). 

The free-space propagation loss model described in this appendix applies when 
the transmitting antenna and receiving antenna are located in free space (ideally, a 
vacuum) where there are no other nearby conductive objects and no obstructions. 
In practice at L-band at least, it is sufficient that the line-of-sight path between 
transmitter and receiver is not obstructed, that there are no obstructions even near 
the line-of-sight path, and that the transmitter-to-receiver line-of-sight path is far 
from conducting surfaces, even the Earth’s surface. If one of these conditions do 
occur, actual propagation loss may be much greater than predicted using the free-
space model.

Further, the transmitting antenna and receiving antennas must be separated by 
many wavelengths so that they are not within each other’s near fields. At L-band, 
wavelengths are less than half a meter, so several meters of separation is adequate 
for antennas having modest gain at L-band. 

Detailed criteria for quantifying the conditions under which free-space propa-
gation applies and ways to predict propagation losses under conditions other than 
free space can be found in [1] and are beyond the scope of this appendix. In many 
cases, free-space propagation is a good first-order model for L-band propagation 
from space to a terrestrial or airborne receiver, from an airborne transmitter to 
an airborne receiver, or from an airborne transmitter to the ground (or for same 
these paths with transmitter and receiver exchanged). These situations are clearly 
of interest to GNSS.

Consider a transmitter radiating an EIRP of PTGT. As the electromagnetic 
wave propagates, its power spreads out in a spherical pattern, so that the same 
amount of power remains in a given solid angle measured from the transmit an-
tenna. However, the power flux density, which is the power per unit area in the 
shell of the sphere, diminishes as the radius of the sphere increases with increasing 
distance from the transmitter.

Now assume that the solid angle is small and the radius of the sphere is large 
enough that the solid angle can be approximated by a flat patch tangent to the 
sphere and thus normal to the line of sight between transmit antenna and receiver.

The effective area of an antenna, A, is given by
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	 λ

π
=

2

4
G

A 	 (C.2)

where λ = c/f  is the wavelength, with  as the speed of propagation, f is the frequency, 
and G is the antenna gain. When the receive antenna gain is GR, the effective area 
of the receive antenna is

	
λ

π π
= =

2 2

24 4
R R

R

G G c
A

f
	 (C.3)

Observe that the effective area of an antenna having a given gain is inversely pro-
portional to the square of the frequency. For the same antenna gain with increasing 
frequency, the antenna’s area must become smaller.

Returning to the earlier discussion of an electromagnetic wave emanating out-
ward from a transmitter, the power spatial density (having units of W/m2) at a 
point on a sphere at radius d from the transmit antenna is 

	
π

Φ = 24
T TP G

d
	 (C.4)

The power spatial density is also known as the power flux density (PFD). Observe 
that the PFD decreases with the square of the distance from the transmitter, so that 
the PFD (the received power per unit area) is independent of frequency and depends 
only on the distance from the transmitter.

The power at the receive antenna’s terminals is given by the product of the PFD 
at the receive antenna and the effective area of the receive antenna

	 = ΦR RP A 	 (C.5)

Substituting (C.3) and (C.4) into (C.5) yields
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	 (C.6)

Expression (C.6), often called the Friis equation [2], allows calculation of the re-
ceived power given the EIRP (PTGT) and the receive antenna gain (GR). When (C.6) 
is calculated for an isotropic receive antenna, for which GR =1 , the result is the RIP.

Sometimes the free-space propagation model is generalized to account for an 
excess propagation loss beyond the free-space loss. This excess propagation loss 
could be caused by attenuation due to the atmosphere, foliage penetration, build-
ing penetration, or polarization mismatch. The effect of this excess power loss is 
modeled by a dimensionless multiplicative factor L that takes on values between 
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unity and infinity, with unity indicating no excess loss, and infinity indicating com-
plete blockage. As in the definition of propagation loss, L is defined to match 
common terminology (e.g., “an excess loss of 2 dB”). The resulting expression for 
received power is

	
λ

π
 =   

2

4
T T R

R

P G G
P

L d
	 (C.7)

Computation of the received power is commonly performed in decibels. Denoting 
the quantities of units as superscripts allows (C.7) to be rewritten in decibels as

	
( ) ( ) ( ) ( )

( ) ( ) ( )

λ

π

λ

 = + + − +   
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	 (C.8)

The latter expression is particularly simple, using a constant and the separation 
between transmitter and receiver expressed as the number of wavelengths.

Finally, the generalized free-space propagation loss (which includes excess loss) 
is found from (C.1) and (C.7) to be

	
π

λ
 Λ =   

2
4 d

L 	 (C.9)

with =
Λ

T T R
R

P G G
P  and (PR)dBW = (PT)dBW + (GT)dB + (GR)dB – ΛdB  where ΛdB = 

10log10(Λ).
While (C.9) is a very compact expression for free-space propagation loss, sim-

plistic interpretation of this expression leads to the faulty conclusion that, because 
free-space propagation loss increases with frequency, there is a frequency-depen-
dent attenuation mechanism in free space. The correct interpretation is that the loss 
in PFD (in W/m2) with distance from the transmitter does not depend on frequency, 
as seen in (C.4). However, free-space propagation loss is defined to include the ef-
fects of a receive antenna having a gain (often unity) that remains constant over 
frequency. Because an antenna of given gain has smaller effective area at higher fre-
quencies, the fixed-gain antenna collects a smaller fraction of the power flux den-
sity at higher frequencies, resulting in lower received power at higher frequencies. 

As the antenna area contributes to the free-space propagation loss as com-
monly defined, free-space propagation loss increases with frequency. If free-space 
propagation loss were instead defined for fixed effective area of the receive an-
tenna rather than fixed gain of the receive antenna, (C.5) shows that the free-space 
propagation loss would then be independent of frequency (but the antenna would 
become increasingly directive at higher frequencies, since it would remain the same 
physical size).
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C.3  Conversion Between Power Spectral Densities and Power Flux 
Densities

While PFDs arise often in documents involving spectrum protection and radio fre-
quency interference, most signal theory is written in terms of PSDs. This section 
describes how to convert between the two quantities. 

Recall that a PFD describes the power per unit area (often a square meter) in a 
propagating electromagnetic wave, while a PSD describes the power per bandwidth 
(often 1 Hz, but sometimes 1 kHz, 4 kHz, or 1 MHz) in a signal. These are very 
different concepts and quantities, and conversion between them requires an inter-
mediate quantity—power—as well as definition of the receive antenna’s effective 
area and of the normalized (unit power) power spectral density for the unit-power 
signal, in units of seconds (or reciprocal hertz).

To convert from PFD to PSD, first use (C.5) and the given effective area of the 
receive antenna. Often, a unity-gain antenna is assumed. [Note from (C.3) that at 

frequencies greater than 
π

≅ 84.3 MHz
4

c , the effective area of a unity-gain anten-

na is less than unity, so for calculations involving GNSS, the effective area is typi-
cally negative when expressed in decibels.] The result is power, in units of watts. 
Multiply the power by the normalized power spectral density to obtain the actual 
power spectral density in units of W/Hz. To find the power spectral density in a 
given bandwidth centered at a given center frequency, merely integrate the actual 
power spectral density over that bandwidth at that frequency. In many cases, the 
latter step can be approximated by evaluating the PSD at the center frequency, and 
then multiplying it by the bandwidth. As long as the actual power spectral density 
is well approximated by a straight (not necessarily horizontal) line over the given 
bandwidth, the result is valid.

To convert from PSD to PFD, integrate the PSD over all frequencies to deter-
mine the total power. Then, using (C.5), divide the total power by the effective area 
of the receive antenna (for frequencies of typical interest in GNSS, this involves 
adding a positive quantity in decibels) to obtain the PFD. 
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	 smart, 355
	 tilt, 562

	 user segment, 137–38
	 VSWR, 351–52
	 See also GNSS receivers
Antialiasing, 367–70
Applications. See specific applications
Application specific integrated circuit (ASIC), 

585, 586
Asset tracking, 898
Assistance
	 acquisition, 862
	 data impact on acquisition time, 871–77
	 information dependent on mobile location 

method, 882
	 navigation, 862
	 sensitivity, 862
	 sources of, 880–95
Assisted GNSS (A-GNSS)
assistance types, 862
	 availability of measurements, 887
	 in cellular handsets, 861, 878
	 defined, 860
	 embedded technology, 863
	 emergency response system, 864–71
	 functionality support, 880
	 GANSS assist data, 893
	 generic assist data content, 894
	 history of, 863–64
	 location specifications, 881
	 MS-assisted, 861
	 MS-based methods, 861, 862
	 number of receivers, 859
	 over-the-air protocols, 885
	 overview, 859–62
	 positioning methods, 861
	 sources of network assistance, 880–95
	 SUPL messaging, 881
Atmospheric effects
	 ionospheric effects, 635–42
	 measurement errors, 633–51
	 overview, 633–35
	 tropospheric delay, 642–51
Atomic frequency standard (AFS)
	 accuracy, 104
	 advanced, 84–85
	 atom illumination, 82
	 building blocks, 81
	 Cs, 83
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	 defined, 80
	 description, 80–81
	 LO frequency measurement, 82–83
	 next-generation, 103–4
	 principle of operation, 81–84
	 rubidium, 83
	 wave interaction detection, 83
Atomic frequency standards (AFS), 67
Attitude and orbit control subsystem (AOCS), 

235–36
Attitude control subsystem (ACS), 115
Augment (perigee), 44
Augmentations, 10–11
Autocorrelation function
	 defined, 59
	 of DSSS signal, 61
	 illustrated, 60
	 L1C signal, 172, 173, 174
Automatic frequency control (AFC) loops, 446
Automatic gain control (AGC), 357, 453
Autonomous receivers, 938
Availability
	 defined, 679
	 of fault protection, 701
	 FDE, 701–2, 703
	 of GPS constellation, 682, 684, 685, 686
	 mask angle and, 680
	 predictions, 682, 685–86
	 of RAIM, 700–702, 703
	 selective, 153, 699
Average range error envelope, 609
Aviation applications
	 general navigator, 932
	 market, 931
	 overview, 930–31
	 precision approach aircraft landing systems, 

932
	 use of, 932–33
	 See also Civil applications
Axial ratio
defined, 348
	 effect on RHCP antenna gain loss, 349
	 expression, 348–49

B

Band-limited white noise (BLWN), 355, 563

	 defined, 586
	 interference, 558–59
	 interference power, 570
	 null-to-null, 571
Barometric altimeter, 850–51
Baseline, 710, 720
Baseline determination
	 carrier-cycle ambiguity resolution, 733–36
	 carrier phase measurement, 721–22
	 combining receiver measurements, 720
	 double-difference formation, 722–28
	 final (fixed solution), 736–37
	 initial (float solution), 730–33
	 overview, 719–20
	 pseudorange (code) smoothing, 728–30
	 wide-lane considerations, 737
Baseline GPS constellation, 94–95
Basic Service Set IDentifiers (BSSIDs), 901
BD-1
	 defined, 275
	 GEO satellite, 287
	 launches, 276
	 principle of, 276–77
	 radio determination service (RDSS), 275, 

277
	 schematic, 277
	 short message service, 277
	 two-way ranging, 276
	 weaknesses, 277–78
	 See also BDS
BD-2
	 announcement, 279
	 defined, 278
	 MEO satellite, 278
	 one-way passive ranging, 278
BDS
	 BD-1, 275–78
	 BD-2, 278–79
	 characteristics, 280
	 constellation, 281–86
	 continuity, 706
	 control segment, 287–90
	 coordinate system, 290–91
	 current constellation, 281
	 defined, xix, 7, 273
	 development principles, 274
	 development process, 281
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BDS (continued)
	 evolution, 275–80
	 future: global, 279–80
	 geodesy, 290–91
	 global coverage, 285
	 introduction to, 273–81
	 navigation messages (regional), 302–6
	 orbital information, 282
	 overview, 7–8
	 past: experimental system, 275–78
	 present: regional, 278–79
	 RDSS service, 292–93
	 regional system FOC, 294
	 RNSS integration, 281
	 RNSS service, 293–96
	 satellite ground tracks, 283
	 satellites, 8, 9, 282, 286–87
	 SBAS service, 296–97
	 service area of regional area, 295
	 service types, 7–8, 291–97
	 sky plot, 284
	 space segment, 281
	 Specification for Public Service  

Performance, 294
	 three-phase development plan, 274, 275
	 time system, 291
BeiDou Navigation Satellite System. See BDS
BeiDou Time (BDT), 291
Bilinear digital integrator, 462
Binary coded symbol (BCS) modulation, 64
Binary offset carrier (BOC), 56–57, 171
	 ACE (ACE-BOC), 309–10
	 alternative (AltBOC), 244, 309–10
	 autocorrelation functions, 63–64
	 code tracking measurement errors, 493–95
	 defined, 56
	 M code, 441, 458
	 overview, 56–57
	 in-phase, 441, 442
	 quadra-phase, 441, 442
	 Quadrature Multiplexing (QMBOC), 309
	 time multiplexed (TMBOC), 172
Binary phase shift keying (BPSK), 54–55, 64
Bit sync
	 C/A code technique, 518–19
	 for FLL operation, 520
	 histogram, 519

	 for PLL operation, 520
	 reliable, achieving, 521
Block IIA-upgraded production  

satellites, 101–2
Block IIF-follow-on sustainment satellites
	 defined, 106
	 design life, 111
	 expanded view, 110
	 flexibility and expandability features, 109
	 illustrated, 111
	 launch date, 108
	 navigation payload, 109
	 ranging signal set, 109
	 RFP, 106, 108
	 See also Satellite phased deployment
Block II-initial production satellites, 101–2
Block IIR-M modernized replenishment 

satellites
	 antenna versions, 108
	 defined, 105–6
	 expanded view, 107
	 hardware, 106
	 signals, 106
	 specifications comparison, 113
Block IIR-replenishment satellites
	 antenna panel, 105
	 classic, 103
	 defined, 102
	 enhanced autonomy, 104
	 illustrated, 102
	 next-generation AFS, 103–4
	 reprogrammability, 104–5
	 specifications comparison, 113
	 versions, 103
Block interleaving, 248
Block I satellites, 99–100
Bluetooth Low Energy (BLE) transmitters, 903
Bode analysis technique, 465, 469–70
Body-frame coordinate system, 744
Boxcar digital integrator, 461, 462
BPSK-R signals
	 closed code loop operation, 455
	 code correlation process, 455
	 correlation phases, 456
	 discriminator output, 456
	 NELP, 583
	 replica code generator, 454
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Broadcast group delay (BGD), 263–64

C

C/A code generator, 157
C/A-code receivers, 509
C/A code signals
	 frame and message structure, 210
	 navigation message, 209
	 PRNs, 577
	 probability of bit error for, 522
	 receiver, 578
	 timing relationships, 508
	 vulnerability to CW interference, 576–79
C/A ranging code, 156
Carrier accumulator, 510
Carrier-based DGNSS
	 airborne application, 741–44
	 altitude determination, 744–46
	 continuously operating reference stations 

(CORS), 779–81
	 defined, 711
	 examples, 778–82
	 international GNSS service (IGS), 781–82
	 overview, 718–19
	 precise baseline determination, 719–40
	 static application, 740–41
Carrier-based measurements, 814–15
Carrier-cycle ambiguity resolution, 733–36
Carrier cycle slips, 743–44
Carrier Doppler range uncertainty, 404–6
Carrier loop aiding, 820–22
Carrier loop discriminators
	 Costas PLL, 447, 448–49
	 FLL, 447–52
	 overview, 446
	 PLL, 447, 448
Carrier NCO, 381–85
Carrier-phase double difference (DD), 722–26, 

730
Carrier phase error envelopes, 610
Carrier-phase errors, 625
Carrier-phase measurement
	 in baseline determination, 721–22
	 deriving, 621
	 geometric relationships, 722
Carrier-phase minus smoothed-code DDs, 731

Carrier smoothing, 512–13
Carrier-to-noise power ratio, 476
Carrier tracking
	 carrier loop discriminator and, 446–52
	 maximum dynamic stress and, 446
	 paradox, 445
Carrier tracking loop
	 block diagram, 465
	 open loop model, 466
	 open signal scale factors, 399
	 overview, 398–99
	 phase alignment with data/symbol 

transitions, 400–402
	 pilot channel carrier tracking, 399–400
	 See also Slow functions
Carrier wipe-off
	 carrier complex signal synthesis, 381
	 carrier NCO, 381–85
	 GLONASS carrier NCO, 385
	 overview, 379–81
	 See also Fast functions
Cartesian coordinates, geodetic coordinates 

conversion to, 33–34
Central synchronizer (CS), 199
China Geodetic Coordinate System 2000 

(CGCS2000), 290–91
Chips, 56
Chi-square density functions, 697
Choke ring, 613
Circular correlation, 422
Circular error probable (CEP), 675
Civil applications
	 agriculture, 928–29
	 aviation, 930–33
	 geographical information system (GIS), 928
	 GNSS indoor challenges and, 935
	 location-based services (LBS), 925–26
	 rail, 933
	 road, 926–27
	 sectors, 924
	 space, 935
	 surveying and mapping, 927–28
	 timing and synchronization, 934
	 unmanned aerial vehicles (UAVs) and 

drones, 933, 934
Civil navigation (CNAV) navigation data, 

175–78
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Clipping noise, 363
Clock errors
	 drift, 75
	 wide-area DGNSS (WADGNSS) and, 

717–18
Clock monitoring and control unit (CMCU), 

237–38
Clock offset, 21, 22, 68, 70
CNAV-2 navigation data
	 data message structure, 179
	 L1C, 178–80
CNAV/CNAV-2 ephemeris parameters
	 ECEF position vector computation with, 

184, 185
	 legacy ephemeris parameters differences, 

184
	 list of, 183
	 overview, 183–84
CNAV navigation data
	 L2C, 176–77
	 L5, 177–78
	 overview, 175–76
Code accumulator
	 maintaining, 502–3
	 obtaining measurement from, 503–4
	 synchronizing replica code generator, 504–7
Code-based DGNSS
	 defined, 711
	 examples, 757–78
	 local-area DGNSS, 711–15
	 NDGPS, 757–60
	 overview, 711
	 performance of, 715
	 regional-area DGNSS, 715–16
	 wide-area DGNSS, 716–18
Code-based measurements, 813–14
Code division multiple access (CDMA), 58, 

870–71, 888
	 defined, 56
	 future signals on Glonass-K2, 213
	 navigation signals (GLONASS), 210–13
Code generator polynomials, 161
Code lock detector, 534–35
Code loop aiding, 822–24
Code loop discriminators, 452–54
Code NCO, 390–91
Code phase assignments, 159

Code phase uncertainty, 873
Code range uncertainty, 406–7
Code setter, 388–89
Code shift register, 389–90
Code tracking
	 BOC signals, 458
	 BPSK-R signals, 454–58
	 code loop discriminators, 452–54
	 delay lock loop (DLL), 566
	 error, 580, 581
	 GPS P(Y)-code codeless/semicodeless 

processing, 458–59
	 interference power spectral density, 582
	 NELP, 582, 583, 584
	 RF interference effects on, 579–83
Code tracking loop, 402, 580
Code-tracking measurement errors
	 DLL, 489–92
	 thermal noise, 487
	 thresholds and, 489
Code wipe-off
	 code generator, 387
	 code NCO, 390–91
	 code noise meter, 387–88
	 code setter, 388–89
	 code shift register, 389–90
	 overview, 385–87
	 in-phase BOC, 443
	 quadra-phase BOC, 443
	 See also Fast functions
Coherent early-late processing (CELP), 580, 

581
Commensurate sampling, 367
Commercial market, 920
Commercial service (CS), 220
Composite binary offset carrier (CBOC) 

modulation, 243, 244
Connection matrix, 678
Constellation design
	 GPS, 94–96
	 inclined circular orbits, 47–51
	 overview of, 45–47
	 Rider constellations, 48–49
	 for satellite navigation, 51–52
	 Walker constellations, 49–51
Constellations
	 BDS, 281–86
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	 DOP characteristics of, 668–72
	 Galileo, 219, 231–33, 234
	 GLONASS, 192–94
	 GPS, 95–97, 146
	 QZSS, 314
Continuity
	 BDS, 706
	 defined, 704
	 Galileo, 705–6
	 GLONASS, 705
	 GPS, 705
Continuously operating reference stations 

(CORS)
	 as carrier-based DGNSS example, 779–81
	 reference coordinates, 779
	 RINEX data, 780
	 stations, 781
Continuous wave (CW) interference, 550, 

576–79
Continuous wave (CW) jammer detector, 

577–78
Continuous wave (CW) jamming, 577
Contour curves, 673
Control display unit (CDU), 343
Controlled reception pattern antenna (CRPA), 

566, 586
	 block diagram, 818
	 defined, 355
	 degree of freedom (DOF), 817
	 gain pattern, 817
	 independent nulls, 817
	 integration with, 817–19
	 military, 588
	 robustness, 355
	 seven-element, layout of, 818
	 signal processing design, 588
	 signal processing function, 356
Control segment
	 current configuration, 118–33
	 defined, 117
	 functions of, 90
	 MCS transition, 133–36
	 OCS, 117–18
	 OCS planned upgrades, 136–37
	 overview, 90, 117–18
	 subsystems, 117–18

	 See also Global Positioning System (GPS)
Control segment (BDS)
	 configuration of, 287
	 distribution of, 289
	 main tasks, 288
	 operation of, 288–90
	 See also BDS
	 Control segment (NavIC)
	 INC, 329–30
	 IRCDR, 330
	 IRDCN, 330
	 IRIMS, 330
	 IRLRS, 330
	 IRNSS Navigation Control Facility 

(IRNCF), 328
	 IRNSS Satellite Control Facility (IRSCF), 

328
	 IRNWT, 330
	 See also NavIC
Control segment (QZSS)
	 ground support network, 318
	 laser-ranging station (LRS), 319
	 master control station (MCS), 317
	 monitor station (MS), 318
	 time management station (TMS), 318
	 tracking control station (TCS), 317
	 See also QZSS
Coordinate systems
	 BDS, 290–91
	 body-frame, 744
	 Earth-centered Earth-fixed (ECEF), 26–28
	 Earth-centered inertial (ECI), 25–26
	 geodetic coordinates, 31–34
	 height coordinates and, 34–36
	 International Terrestrial Reference Frame 

(ITRF) and, 36–37
	 local body frame, 30–31
	 local tangent plane, 28–30
COST 231-Hata model, 595, 596, 597, 598
Costas PLL discriminators
	 algorithms, 448
	 characteristics, 447
	 defined, 446
	 discriminators, 447
	 I, Q phasor diagram, 449
	 PLL discriminator comparison, 448
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Covariance matrix, error ellipse  
relationship, 887

Criticality, 688
Cross-correlation, 440
Crystal equivalent circuit, 77
Cs AFS, 83
Cumulative distribution function (CDF)
	 in-building, 870
	 curves, 868, 870
	 fade, 869
	 fade data, 866
	 open-sky, 869
Cycle slip editing
	 design to detect and correct, 540
	 detection reliability, 542–43
	 error combinations, 539
	 limits, 539
	 pessimistic PLL mode and, 541, 542
	 phase lock detector, 536
	 ranked error values, 538
	 receiver-based, 536, 541
	 receiver control (RC), 539
	 receiver utilization of, 536
	 See also GNSS receivers

D

Data modulation
	 bit sync, 518–21
	 data bit detection in PLL, 523
	 data bit error rate comparison, 525–26
	 data bits in PLL and frame sync, 521–23
	 legacy signals, 518–23
	 overview, 517–18
	 phase lock detector, 531–32
	 Viterbi decoder, 523–25
Dead-reckoning (DR) system, 792, 831, 847
	 gyro-based, 851
	 update, 851
	 wheel sensors, 852
Deeply integrated, 587
Delayed spreading code modulation, 379
Delay lock loop (DLL)
	 accuracies and thresholds comparison, 494
	 code tracking, 566
	 coherent peak, flattening of, 489
	 coherent tracking, 491

	 defined, 486
	 discriminators, 452–54
	 error, 489, 490
	 filter design, 463–64
	 improved accuracy and tracking threshold, 

490–91, 492
	 noncoherent tracking, 491
	 performance comparison, 489
	 squaring loss in, 488
	 tracking loop dynamic stress error, 492
	 tracking threshold, 486
Delta pseudorange
	 defined, 509
	 measurement, 509–11
Differential GNSS (DGNSS)
	 carrier-based, 711, 718–46
	 categorization of techniques, 710
	 code-based, 711–18
	 corrections, 710
	 defined, 11
	 examples, 757–82
	 functioning of, 710
	 GNSS receivers and, 142
	 introduction to, 709–11
	 kinematic, 719
	 local-area, 710
	 receiver noise and multipath in, 652
	 regional-area, 710
	 techniques, 11
	 wide-area, 710
Differential ground networks, 619
Differential odometry, 848
Digital channels
	 fast functions, 378–96
	 overview, 342–43, 377–78
	 search functions, 402–24
	 slow functions, 396–402
Digital elevation model (DEM), 843
Digital frequency synthesizers, 362
Digital integrators, 460–62
Digital terrain model (DTM), 843
Dilution of precision (DOP)
	 defined, 662
	 formal derivation of relations, 664
	 geometric (GDOP), 666–87
	 of GNSS constellations, 668–72
	 horizontal (HDOP), 667, 668–71



Index	 969

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47

	 maximum acceptable, 681
	 motivation for concept, 662
	 parameters, 666
	 position (PDOP), 515, 667, 684, 689, 691
	 relative geometry, 663
	 time (TDOP), 667, 668–71
	 vertical (VDOP), 667, 668–72
Direct-M acquisition, 439
Direct sequence spread spectrum (DSSS), 

55–56, 61, 297
Discrete Fourier transform (DFT)
	 computational efficiency, 416–17
	 N-point, 418, 419
	 Distance root mean square (DRMS), 674
DLL filter design, 464
Doppler equation, 74
Doppler offset, 74
Doppler shift, 73
Doppler spread, 602, 603
Doppler uncertainty, 415–16, 872, 873, 879, 

888
Double difference (DD)
	 carrier-phase, 722–26, 730
	 carrier-phase minus smoothed-code, 731
	 defined, 720
	 formation, 722–28
	 interferometric, 724
	 pseudorange (code), 726–28
	 smooth-code, 734
Downconversion scheme, 359–60
Dual-QPSK, 310
Dynamic range, 373–75, 483
Dynamic stress error, 480–81, 484, 485, 492

E

Early-late spacings, 611
Earth-centered Earth-fixed (ECEF) coordinate 

system
	 defined, 26
	 geometry vectors in, 30
	 local tangent plane coordinate system 

relationship, 29
	 overview, 26–27
	 position vector computation, 182, 184
	 reference ellipsoid, 32
	 rotation matrices, 27

	 signal propagation formulation, 26–27
	 transformation between ECI and, 28
	 See also Coordinate systems
Earth-centered inertial (ECI) coordinate system, 

25–26, 28
Earth rotation corrections, 631
Earth’s gravitational potential, 39–40
East-North-Up (ENU) system, 29–30
Effective isotropic radiated power (EIRP), 

570–72
Electrical power subsystem (EPS), 115
Ellipsoidal model of Earth, 32
Emergency messaging system architecture, 829
Emergency response system
	 characterization of environments, 865–67
	 characterization of signal attenuations, 

867–71
	 horizontal location, 864
	 maximum response time, 864
	 requirements and guidelines, 864–71
	 vertical location, 864
Enhanced crosslink transponder subsystem 

(ECTS), 115
Envelope approximations, 428–29
Ephemeris errors
	 broadcast, 628
	 distribution of, 625
	 Galileo, 626–27
	 illustrated, 626
	 overview, 625–28
	 spatial correlation, 627–30
	 statistics, 624
	 submeter, 627
	 temporal correlation, 630
	 time since upload versus, 626
	 wide-area DGNSS (WADGNSS) and, 

717–18
	 See also Measurement errors
Ephemeris parameters
	 legacy, 181–83
	 overview, 180–81
Equipment group delay, 652
Erceg model, 594–95
European Geostationary Navigation Overlay 

Service (EGNOS), 761, 762, 763, 773
European Global Navigation Satellite Systems 

Agency (GSA), 917
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European GNSS Evolution Program  
(EGEP), 269

European SAR Coverage Area (ECA), 251
European Space Agency (ESA), 217, 218
Expandable GPS constellation, 95–96

F

False frequency lock detector, 532–33
False phase lock detector, 533–34
Fast ambiguity resolution approach  

(FARA), 733
Fast ambiguity search filter (FASF), 733
Fast Fourier transform (FFT)
	 acquisition techniques, 435–37
	 computational efficiency, 416–17
	 computationally efficient acquisition  

scheme, 435–37
	 correlation process, 419
	 discrete frequency response, 418
	 inverse (IFFT), 417
	 overlapped, 585
	 radix 2 processing, 422
	 simplicity and efficiency, 417–19
	 two block processing acquisition  

schemes, 420
Fast Fourier transform (FFT)-based acquisition 

scheme, 395
Fast functions
	 carrier wipe-off, 379– 85
	 closed loop, 378, 379
	 code wipe-off, 385–91
	 design comparisons, 395–96
	 design trends, 392–96
	 hardware-defined, 392
	 integrate and dump, 391–92
	 nonreal-time software-defined, 392–93
	 overview, 378–79
	 ratio to slow functions, 398
	 software-defined, 394–95
	 software defined using programmable 

hardware, 393
	 See also Digital channels
Fault Detection and Exclusion (FDE)
	 availability, 701, 702
	 availability analysis, 699
	 defined, 693

	 maximum duration of outages, 701
Filter dynamic model
	 gravity model errors, 812
	 process noise covariance matrix selection, 

810–12
	 state transition matrix, 810
	 See also GPS/INS Kalman filter design
Filter measurement model
	 carrier-based measurements, 814–15
	 code-based measurements, 813–14
	 measurement residual editing, 815
	 overview, 812
	 See also GPS/INS Kalman filter design
Final baseline determination (fixed solution), 

736–37
Finite-length ranging codes, 60–61
Fixed reception pattern antenna (FRPA)
	 antenna pattern, 817
	 defined, 355
	 gain, 562
Fixed solution (final baseline determination), 

736–37
Flash ADC design, 366–67
Flight reference systems (FRSs), 741–42
FLL-assisted PLL filter design, 463–64
FLL discriminators
	 algorithms, 449
	 comparison of, 450
	 error outputs, 450
	 frequency error output, 449–50
	 I, Q phasor diagram, 451
FLL filter design, 463
FLL tracking loop
	 dynamic stress error, 485
	 error due to thermal noise, 484–85
	 jerk stress thresholds, 486
	 measurement errors, 484–86
Float solution (initial baseline determination), 

730–33
Form-factor, antenna, 345–46
Forward error correction (FEC), 55, 248, 517
Fractional-N-synthesizer, 879
Frame sync, 521–23
Free-space propagation loss
	 defined, 947
	 generalized, 950
	 independent of frequency, 950
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	 model, 949
	 model for ABS, 948
	 power flux density (PFD), 949
Free-space range, 573
Frequency division multiple access (FDMA)
	 defined, 58
	 front end compatibility with signals, 375–77
	 interference rejection and, 204
	 navigation signals (GLONASS), 204–5
Frequency domain search engine
	 FFT simplicity and efficiency, 417–19
	 FFT versus DFT computational efficiency, 

416–17
	 GPS C/A code FFT acquisition schemes, 

420–24
	 overview, 416
	 See also Search functions
Frequency lock loop (FLL), 446
Frequency plan (SAR/Galileo), 257
Frequency sources
	 advanced atomic frequency standards, 

84–85
	 atomic frequency standard (AFS), 80–84
	 MCXO, 80
	 OCXO, 80
	 quartz crystal oscillators, 76–79
	 TCXO, 79
Frequency standard stability, 943–44
Frequency synthesizer, 343
Friis equation, 949
Front end
	 ADC implementation loss, 362–67
	 ADC sampling rate, 367–70
	 ADC undersampling, 370–72
	 analog local oscillator frequency 

synthesizers, 363
	 bandwidth reduction, 358
	 block diagram, 356
	 characterization of, 356–57
	 clipping noise, 363
	 compatibility with GLONASS FDMA 

signals, 375–77
	 digital gain control, 361–62
	 downconversion scheme, 359–60
	 dynamic range, 373–75
	 functional description, 357–58
	 gain, 358–59

	 goal of, 356
	 LNA, 357
	 noise figure, 372–73
	 output to ADC, 360–61
	 overview, 342, 356–57
	 situational awareness, 373–75
	 See also GNSS receivers
Fundamental time frame (FTF), 500–501

G

Gain
	 ADC, 362
	 digital control, 361–62
	 front-end voltage, 359
	 Kalman, 729
	 LNA, 374
Gain, antenna
	 axial ratio and, 349
	 measurement, 345
	 patch antenna, 350, 351
Galileo
	 block interleaving, 248
	 commercial service (CS), 220
	 constellation, 219
	 constellation geometry, 234
	 continuity, 705–6
	 defined, 5, 217
	 evolution beyond FOC, 269
	 external service facilities, 222–24
	 final operation capability expected 

performances, 266–67
	 FOC architecture elements, 223
	 FOC phase, 6, 218, 219
	 forward error correction (FEC), 248
	 ground segment, 221, 224–31
	 high-level system architecture and system 

context, 222
	 implementation, 218–19
	 interface control document (ICD), 622
	 interoperability, 248–50
	 IOV phase, 218, 219
	 launchers, 240
	 MEO constellation, 6
	 navigation data generation, 227–31
	 navigation message structure, 245–48
	 navigation processing, 225
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Galileo (continued)
	 Open Service (OS), 219–20
	 Open Service Signal in Space Interface 

Control Document (OS SIS ICD), 244
	 overview, 5–7
	 owner of, 218
	 performance evolution, 267–69
	 positioning performance, 265–66
	 program overview and objectives, 217–18
	 PST, 249–50
	 public regulated service (PRS), 220
	 ranging performance, 260–65
	 Safety of Life (SOL) service, 221
	 SAR, 220–21
	 satellites, 233–39
	 services, 219–21
	 signal characteristics, 240–48
	 space segment, 221, 231–39
	 spreading codes and sequences, 245
	 system deployment completion, 267–69
	 system overview, 221–39
	 system performance, 259–67
	 system time generation, 226–27, 258
	 timing performance, 259
Galileo Data Dissemination Network (GDDN), 

224
Galileo SAR
	 coverage and MEOSAR context, 251–52
	 coverage area, 252
	 frequency plan, 257
	 ground segment, 255–56
	 MEOLUTs, 251, 252, 254, 255
	 overview, 250–51
	 service description, 251
	 space segment, 254
	 system architecture, 252–57
	 transponders, 257
	 UHF band, 258
	 user beacons, 256–57
Galileo satellites, 6, 7
	 attitude and orbit control subsystem 

(AOCS), 235–36
	 clock monitoring and control unit (CMCU), 

237–38
	 GSAT0201/0202, 238–39
	 L3, 238–39

	 navigation signal generation unit  
(NSGU), 236, 237–38

	 overview, 233–34
	 payload, 236–38
	 payload main elements, 237
	 platform architecture, 234–36
	 platform simplified architecture design, 235
	 telemetry, tracking and command (TT&C), 

236
Galileo Terrestrial Reference Frame (GTRF), 

249
GANSS, 892, 893
Geodesy, 142–43
Geodetic (ellipsoidal) coordinates
	 conversion to Cartesian coordinates, 33–34
	 defined, 32
	 determination of, 32–33
	 height, 33, 34
	 latitude, 33
	 overview, 31–32
Geographical information system (GIS), 928
Geoid height, 33, 34
Geometric dilution of precision (GDOP)
	 computation, 667
	 defined, 666
	 geometry factor, 667
Geosynchronous Earth orbit (GEO)
	 defined, 45
	 GAGAN coverage, 774
	 inclined constellation, 95–96
	 MSAS coverage, 774
	 overview of, 45–46
	 SBAS, 772–73
Gimbaled INSs, 794–95
Global geoid model, 35–36
Global Navigation Satellite System. See GNSS
Global Positioning System (GPS)
	 acquisition assist, 888, 889
	 assistance data element, 890
	 C/A code FFT acquisition schemes, 420–24
	 C/A code timing relationships, 508
	 continuity, 705
	 defined, xix, 3
	 as dual-use system, 145
	 ephemeris parameters, 180–85
	 geodesy, 142–43
	 nominal constellation, 3
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	 overview of, 89–90
	 performance in moderate urban canyon, 830
	 performance in severe urban canyon, 831
	 PPS performance standard, 148–50
	 predicted availability, 680–82
	 P(Y)-code codeless/semicodeless processing, 

458–59
	 RAIM, 694
	 satellite outage effects on availability, 

682–88
	 satellite position computation, 180–85
	 satellites, 4
	 services, 3, 145–50
	 SPS performance standard, 145–48
	 time systems, 143–45
	 See also Control segment; GPS 

constellations; GPS signals; Space 
segment (GPS); User segment (GPS)

GLONASS
	 C/A-code shift register, 207
	 C/A-code signals, 192, 206
	 carrier NCO, 385
	 clock bias correction, 622
	 clock errors, 624
	 constellation, 192–94
	 continuity, 705
	 defined, xix, 4
	 front end compatibility with FDMA signals, 

375–77
	 front-end design parameters for, 376
	 geodetic reference system, 201–2
	 ground segment, 198–200
	 history of, 191–92
	 introduction to, 191–92
	 modernization of, 192, 210
	 navigation services, 203–4
	 navigation signals, 204–13
	 orbit model parameters, 895
	 overview, 4–5
	 P-code, 207–8
	 polynomial clock correction, 622
	 receiver, 208
	 satellites, 5, 202–3, 205
	 signal generator, 205
	 signal-in-space (SIS), 624, 628
	 space segment, 192–98
	 system time, 202–3

	 time, 202–3
	 user equipment, 200–201
	 VDOP, 671
GLONASS spacecraft
	 illustrated, 195
	 K1 spacecraft, 196–97, 210–11, 212
	 K2 spacecraft, 197, 212–13
	 KM spacecraft, 197–98
	 M spacecraft, 195–96, 210–11
	 overview, 194–95
GNSS
	 augmentations, 10–11
	 clock corrections, 622–23
	 constellations, 51
	 defined, 2
	 devices per capita, 13
	 frequency allocations near, 553
	 global market size, 13
	 indoor challenges, 935
	 information provided by, 2
	 installed base by region, 12
	 land vehicle augmentation sensors, 844–46
	 markets and applications, 11–12
	 open signal scale factors, 399
	 overview, 2–3
	 performance of, 661–706
	 progress, xix
	 revenue growth estimation, 12
	 stand-alone, drawback, 860
	 time and, 85–86
	 See also Differential GNSS (DGNSS); GNSS 

receivers
GNSS almanac data, 685
GNSS applications
	 civil, 924–35
	 military, 935–38
GNSS availability
	 defined, 679
	 effects of satellite outages on, 682–88
	 of fault protection, 701
	 FDE, 701–2, 703
	 of GPS constellation, 682, 684, 685, 686
	 mask angle and, 680
	 predictions, 680–82, 685–86
	 of RAIM, 700–702, 703
	 selective, 153, 699
GNSS calibration, 798
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GNSS devices
	 installed base by region, 917
	 per capita, 917
GNSS disruptions
	 interference, 549, 550–88
	 ionospheric scintillation, 549, 588–91
	 multipath, 549, 599–614
	 overview, 549
	 signal blockage, 549, 591–99
	 types of, 549
GNSS errors
	 measurement errors, 620–56
	 overview, 619–20
	 pseudorange error budgets, 656–57
GNSS heading
	 antenna placement and, 845
	 change determination, 848–49
	 change rate, 845
	 error, 858
GNSSI
	 integration methods, 807–9
	 loosely coupled system, 807–8
	 navigator, 805
	 tightly coupled system, 808, 809
GNSS/inertial integration
	 with controlled reception pattern antenna, 

817–19
	 GNSSI integration methods, 807–9
	 GPS/INS Kalman filter design and, 809–15
	 inertial aiding of tracking loops, 819–26
	 inertial navigation system (INS) and, 

794–802
	 Kalman filter as system integrator, 802–7
	 Kalman filter implementation considerations 

and, 816–17
	 loosely coupled, 807–8
	 overview, 790–91
	 receiver performance issues and, 791–94
	 tightly coupled, 808, 809
GNSS integrity
	 anomaly sources, 690–92
	 criticality and, 688
	 defined, 688
	 enhancement techniques, 693–704
	 overview, 688
	 performance requirements, 700
	 RAIM and FDE and, 693–704

GNSS interferometer
	 code-equivalent, 727
	 one satellite, 723
	 two satellites, 725
GNSS markets
	 based on enabling technologies, 915–24
	 challenges, 916–19
	 changes over time, 921
	 commercial, 920
	 compound annual growth rate (CAGR), 

918–19
	 cumulative core revenue, 918
	 dependence on policies, 921
	 GNSS receivers capability and, 916
	 GPS component, 921
	 growth projection changes, 923–24
	 introduction to, 915–16
	 limitations, 923–24
	 military, 920
	 predicting, 919–20
	 risks, 924
	 sales forecasting, 922–23
	 scope and segmentation, 921
	 segmenting, 922
	 size, 918
	 supported constellations by receivers and, 

916
	 unique aspects of, 922
GNSS receivers
	 acquisition, 424–45
	 alternate control interface, 344
	 antennas, 137–38, 341–42
	 capability, all market segments, 916
	 carrier tracking, 445–52
	 characteristics, 137–42
	 code tracking, 452–59
	 cold start, 514, 515
	 control and processing, 343
	 cycle slip editing, 536–43
	 data modulation, 517–26
	 designs, 339, 340
	 DGNSS capability, 142
	 digital channels, 342–43, 377–424
	 formation of pseudorange, delta 

pseudorange, and integrated Doppler, 
495–513

	 frequency synthesizer, 343
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	 front end, 342
	 fundamental time frame (FTF), 500–501
	 generic, illustrated, 139
	 generic block diagram, 340
	 height computation, 33
	 inertial subsystem and, 797
	 input/output device, 140
	 integrated Doppler, 511–12
	 integration in wireless devices, 877–79
	 lock detectors, 529–36
	 loop filters, 459–74
	 measurement errors, 651–52
	 measurement errors and tracking  

thresholds, 474–95
	 measurement time skew, 501–2
	 military, 937
	 multipath effects on performance, 605–12
	 navigation/receiver processor, 140
	 overview, 138–40, 339–44
	 performance issues, 791–94
	 phase noise, 478–80
	 power supply, 141, 344
	 predicted technology preferences, 396–98
	 prepositioning and, 793
	 principal components, 138
	 reference oscillator, 343
	 reflected signal path, 846
	 revenue growth estimation, 917
	 scintillation impacts, 590–91
	 selection, 141–42
	 sequence of initial operations, 514–17
	 signal blockage effects on, 791
	 signal-to-noise power ratio estimation, 

526–29
	 simulator connection, 353
	 special baseband functions, 526–43
	 thermal noise, 475–78
	 tracking threshold, 565
	 user/external interfaces, 343–44
	 velocity measurements, 73
	 warm start, 514, 515
GNSS signals
	 autocorrelation function, 59, 60, 61
	 binary offset carrier (BOC), 56–57, 63–64
	 direct sequence spread spectrum (DSSS), 

55–56
	 finite-length ranging codes, 60–61

	 functions, 53
	 generation of, 52
	 models and characteristics, 58–65
	 modulation, 53–57
	 multiplexing techniques, 57–58
	 navigation data, 54–55
	 overview of, 52
	 pilot components, 56–57
	 power spectral density, 59, 60, 63–64
	 power spectrum, 62
	 radio frequency (RF) carriers, 52–53
	 secondary codes, 57
Government applications, 935–38
GPS Aided GEO Augmented Navigation 

(GAGAN)
	 defined, 761
	 GEO coverage, 774
	 ground network, 764
GPS constellations
	 availability, 682, 684, 685, 686
	 baseline, 94–95
	 baseline 24-slot, 91, 93
	 configuration, 97
	 deployment, 95–96
	 description, 91–94
	 design guidelines, 94–96
	 expandable, 95–96
	 geometry, 146
	 nominal, 91, 92
	 planar projection, 92
	 reference orbit parameters, 93
GPS III satellites
	 advanced capabilities and capability 

insertion, 115–16
	 Contingency Operations (COps), 136
	 current status, 117
	 defined, 111
	 design overview, 113–15
	 expanded view, 114
	 GNST, 116–17
	 hosted payload element (HPE), 113, 115
	 illustrated, 111
	 L1C signal, 116
	 mission data unit (MDU), 113
	 navigation payload element (NPE), 113
	 network communications element (NCE), 

113, 115
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GPS III satellites (continued)
	 overview, 111–12
	 performance requirements, 112–13
	 Search and Rescue (SAR) payload, 116
	 specifications comparison, 113
	 See also Satellite phased deployment
GPS III Spacecraft Simulator (G3SS), 117
GPS/INS Kalman filter design
	 filter dynamic model, 809–12
	 filter measurement model, 812–15
	 overview, 809
GPS Intrusion Protection Reinforcement 

(GIPR), 136
GPS military signal acquisition
	 code length uncertainty and, 437
	 detection probability, 441
	 direct-M, 439
	 Military GPS User Equipment (MGUE), 

438–39
	 sideband acquisition processing, 440
GPS Non-Flight Satellite Testbed (GNST), 

116–17
GPS receivers
	 military, 937
	 network-based, 891
GPS signals
	 CNAV and CNAV-2 navigation data, 

175–80
	 L1C, 172–75
	 L2C, 168–69
	 L5, 169–70
	 legacy, 152–67
	 M code, 170–71
	 modernized, 167–75
	 See also Global Positioning System
Gravity model errors, 812
Ground-based augmentation system (GBAS), 

693, 704
	 airport pseudolites, 778
	 data broadcast, 778
	 defined, 760
	 ground facility antenna, 778
	 ground facility illustration, 776
	 ICAO requirements, 762
	 integrity monitoring, 778
	 overview, 775–76

	 performance requirements, 777
	 pseudorange correction computation, 

776–77
Ground-based control complex (GBCC), 198
Ground segment (Galileo)
	 control segment, 231
	 elements, 221
	 GMS, 224, 226
	 ground reference receiver network, 228
	 motion uplink network, 230
	 navigation data generation, 227–31
	 overview, 224–26
	 remote elements, 224
	 system time generation, 226–27
	 ULS contact, 229
	 See also Galileo
Ground segment (GLONASS)
	 central synchronizer (CS), 199
	 illustrated, 199
	 laser ranging station (LRS), 200
	 overview, 198
	 system control center (SCC), 198
	 telemetry, tracking and command (TT&C), 

200
Ground segment (SAR/Galileo), 255–56
Ground uplink antenna
	 coverage, 124
	 defined, 124
	 description, 123–24
Group differential delay, 653
GRS 80 ellipsoid, 37
Gyroscopes
	 ABS performance comparison, 858–59
	 bias versus temperature, 838
	 design and development, 835
	 errors in, 795–96
	 free-free bar, 838–39
	 Gyrostar, 838–39
	 low-cost, 837
	 MEMS, 840
	 misalignment, 834, 855
	 misconception, 833
	 output phase, 795
	 scale factor, 810
	 scale factor error, 852
Gyrostar gyro, 838–39
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H

Hadamard variance, 945–46
Handover word (HOW), 165, 507
Handset-based frequency aiding, 879
Handsets
	 cold, 889
	 MS-Based, 891
Hardware bias errors
	 satellite biases, 652–54
	 spectrally different signals, 656
	 user equipment biases, 654–56
	 See also Measurement errors
Hardware-defined fast functions, 392
Harmonics, 552
Hatch filter, 512, 513
Heading
	 antenna placement and, 845
	 change determination, 848–49
	 change rate, 845
	 error, 858
Height coordinates, 34–36
Highly elliptical orbits (HEO), 45
Horizon protection level (HPL), 693, 696, 698
Horizontal DOP (HDOP), 667, 668–71, 683
Horizontal position errors, 672–73
Horizontal protection level (HPL), 771–72
Hosted payload element (HPE), 113, 115
Hybrid positioning
	 introduction to, 895–98
	 in mobile devices, 895–908
	 power consumption and, 907
	 target use cases, 897–98

I

Inclination, 44
Inclined circular orbits
	 overview of, 47–48
	 Rider constellations, 48–49
	 Walker constellations, 49–51
Indices of refraction, 634–35
Indoor challenges, 935
Indoor map databases, 904–6
Indoor positioning, 898
Inertial measurement units (IMUs), 586, 587
	 drifting, 587
	 tactical grade, 803

Inertial navigation systems (INSs)
	 behavior since onset of aiding, 822–23
	 classes of, 794–95
	 component failure, 794
	 error behavior, 798–99
	 error dynamics, 799–802, 803
	 gimbaled, 794–95
	 GNSS calibration and, 798
	 position error growth, 801–2
	 as primary sensor, 790
	 review, 794–802
	 sensors, 795–98
	 space-stable gimbaled orientation, 795
	 strapdown, 794–95
	 velocity error, 821, 823
	 velocity outputs, 794
	 vertical channel, 835
Initial baseline determination (float solution), 

730–33
Inmarsat-4 navigation payload, 773
Innovation sequence, 805–6
In-phase BOC, 441, 442, 443
Instantaneous frequency, 944
Instantaneous phase, 943
Integrate and dump
	 defined, 391
	 filter, 883
	 set type sync, 391–92
	 slow function, 396–98
Integrated Doppler, 511–12
Integrated Multipath Limiting Antennas 

(IMLAs), 778
Integrated Software Interface Test Environment 

(InSite), 117
Integrated tracking and navigation, 824–26
Integration
	 A-GNSS, 859–95
	 GNSS/inertial, 790–826
	 overview, 789–90
	 sensor, in land vehicle system, 826–59
Integrity
	 anomaly sources, 690–92
	 criticality and, 688
	 defined, 688
	 enhancement techniques, 693–704
	 overview, 688
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Integrity (continued)
	 performance requirements, 700
	 RAIM and FDE and, 693–704
Interface control document (ICD), 622
Interference
	 adjacent band, 552
	 bandlimited white noise, 558–59
	 cause of, 549
	 CELP and, 580, 581
	 continuous wave (CW), 550, 576–79
	 defined, 549
	 effects, 554–83
	 effects on code tracking, 579–83
	 EIRP and, 570–72
	 evaluation of examples, 557–59
	 intrasystem, 550
	 jamming, 551
	 jamming resistance quality factor and, 

557–59
	 matched spectrum, 558
	 narrowband, 550, 557–58, 585
	 pulse, 585–86
	 radio frequency (RF), 549, 550
	 range to, 570–76
	 RF signal levels, computing, 569–70
	 self-interference, 550
	 spoofing, 551
	 types and source, 550–54
	 unintentional, 551–54
	 wideband, 550
	 See also GNSS disruptions
Interference mitigation, 583–88
Interferometric DD, 724
Intermodulation products, 552
International Atomic Time (TAI), 85
International Civil Aviation Organization 

(ICAO)
	 code-based DGPS standards, 760
	 GNSS SIS performance requirements, 762
	 SBAS and GBAS requirements, 762
International Earth Rotation and Reference 

System Service (IERS), 36
International GNSS service (IGS), 37, 781–82
International Terrestrial Reference Frame 

(ITRF), 36–37
Internet of Things (IoT), 925–26

Intrasystem interference, 550
Inverse FFT (IFFT), 417
Ionospheric divergence, 620
Ionospheric effects
	 delay, 636
	 delay difference, 641, 642
	 Klobuchar model, 639
	 modeling geometry, 638
	 NeQuick G, 639
	 overview, 636
	 phase and group velocity, 635–36
	 residual error, 640
	 spatial correlation, 639–42
	 temporal correlation, 642
	 total electron content (TEC), 637, 640
	 See also Atmospheric effects
Ionospheric-free pseudorange, 637
Ionospheric pierce points (IPPs)
	 defined, 640, 767
	 finding relative position, 769–70
Ionospheric propagation delays, 718
Ionospheric scintillation
	 amplitude fading and phase perturbations, 

589–90
	 defined, 549
	 mitigation, 591
	 overview, 588
	 receiver impacts, 590
	 underlying physics, 588–89
	 See also GNSS disruptions
Issue of Data clock (IODC), 166

J

Jammer propagation path, 571
Jamming
	 CW, 577
	 defined, 551
	 effect of, 561
	 resistance quantity factor, computing, 

557–59
	 resistance quantity factor, examples, 560
	 tolerable performance comparisons, 567
	 tolerable power, computing, 559–69
	 See also Interference
Jamming to signal power ratio, 562
Jerk stress thresholds, 483, 486
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K

Kalman filter
	 algorithm, 802
	 code loop model, 826
	 complementary, 729
	 defined, 120
	 error estimation, 808–9
	 GNSSI, 797
	 in GNSS/INS integration, 804
	 GPS/INS design, 809–15
	 hierarchy of designs, 806–7
	 implementation, 854
	 implementation considerations, 816–17
	 MCS, 125, 126, 127, 128, 134
	 model for ABS, 857
	 model for gyro/odometer, 856–57
	 model for two-accelerometer INS, 852–55
	 numerical stability, 816–17
	 processing architecture, 803
	 processing rate, 825
	 real-time algorithm, 850
	 review, 802–6
	 state vector, 853
	 as system integrator, 802–7
Kalman filtering, 679
Kalman prefilters, 825
Keplerian orbit models, 896
Keplerian satellite elements, 41, 43–44
Keplerian satellite motion, 38
Klobuchar model, 639

L

L1C signal
	 autocorrelation functions, 172, 173, 174
	 characteristics of, 172
	 CNAV-2 navigation data, 178–80
	 currently defined pages, 180
	 overview, 116
	 power spectral densities, 172, 173, 174
	 segments of spreading waveforms, 172
	 shift registers used to generate, 176
	 spreading code generation, 175
	 See also GPS signals
L2C signal
	 baseband generation, 168
	 CNAV data message structure, 177

	 CNAV navigation data, 176–77
	 data convolution encoder, 169
	 defined, 168
	 message types, 178
	 overview, 168–69
L3 Galileo satellites, 238–39
L5 signal
	 CNAV navigation data, 177–78
	 defined, 169
	 generation, 170
	 message types, 179
	 overview, 169–70
LAMBDA method, 495, 719, 733
Land vehicle
	 navigation system architecture, 827
	 tracking system architecture, 828
Land vehicle sensors
	 barometric altimeter, 850–51
	 GNSS, 844–46
	 inertial systems and, 831–40
	 Kalman filter and, 852–59
	 magnetic compass, 851
	 map databases, 840–44
	 position versus measurement integration, 

851–52
	 sensor integration, 851–59
	 transmission and wheel sensors, 847–50
Laser-ranging station (LRS), 200, 319
Lateral acceleration, 837
Law of sines, 405
L-band signal environments, 865–66
Least-squares ambiguity search technique 

(LSAST), 733
Least squares estimate, 942
Least-squares solution matrix, 665
Legacy ephemeris parameters
	 CNAV/CNAV-2 ephemeris parameters 

differences, 184
	 ECEF position vector computation with, 

182, 184
	 overview, 181–83
Legacy signals
	 C/A code generator, 157
	 carrier frequencies, 152
	 L1, 152
	 L1 carrier modulation, 155
	 L2, 152
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Legacy signals (continued)
	 navigation data, 164–67
	 power levels, 162
	 PRN ranging code generation, 156–62
	 ranging code generation, 157
	 structure, 156
	 structure for L1, 154
	 synthesis, 153
	 See also GPS signals
Lever arms, 835, 836, 837
LHCP, 348
Linear feedback shift register, 61
Linearization scheme, 71, 72
Line biases, 746
Link budget
	 formula, 570
	 jammer propagation and, 571
Local-area DGNSS (LADGNSS)
	 concept, 713
	 defined, 711
	 error budget, 715
	 position domain correction, 712
	 pseudorange domain correction, 712–14
	 reference station, 713
Local body frame coordinate system, 30–31
Local tangent plane coordinate system, 28–30
Location-based services (LBS), 789
	 applications and user equipment, 925
	 Internet of Things (IoT), 925–26
	 wearables, 925
Location measurement unit (LMU), 877–78
Lock detectors
	 code, 534–35
	 false frequency, 532–33
	 false phase, 533–34
	 phase, 529–32
	 See also GNSS receivers
Long baseline, 710
Loop filters
	 block diagram, 459
	 characteristics, 461
	 closed loop simulations, 470
	 DLL design, 464
	 FLL-assisted PLL design, 463–64
	 FLL design, 463
	 loop responses, 473, 474
	 noise bandwidth, 459

	 objective of, 459
	 order of, 459, 460
	 overview, 459–62
	 parameter design, 470
	 phase margins, 471, 472, 473
	 PLL design, 462–63
	 stability, 465–74
	 transfer functions, 468
	 See also GNSS receivers
Loosely coupled GNSSI system, 807–8
Loss-of-lock, 826
Low-density parity check (LDPC), 180
Low-Earth orbit (LEO), 45, 46, 95–96
Low noise amplifier (LNA)
	 defined, 341
	 gain, 374
	 GNSS antenna as active and, 342
	 noise figure, 374
	 in setting noise figure, 357

M

Magnetic compass, 851
Magnetometers, 834, 903
M and N search detector
	 defined, 431
	 false alarm probability, 431–32
	 probability of detection, 432
	 single trial threshold, 433
	 Tong detector combined, 434–35
	 See also Acquisition
Man-made structures, signal blockage and, 

598–99
Map
	 aiding, 842, 905
	 databases, 840–44
	 feedback, 843
	 indoor databases, 904–6
	 matching, 841, 842
	 as sensor, 842
Maritime applications, 929–30
Maritime DGPS, 757–58
Master control station (MCS)
	 clock processing, 126–29
	 data editing limit, 124
	 data processing, 124–33
	 data processing software, 118
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	 data-smoothing interval, 125
	 description, 119–21
	 ephemeris, 126–29
	 error budget, 129
	 functions, 119–20
	 Kalman filter, 125, 126, 127, 128, 134
	 legacy AEP model upgrades, 134
	 measurement processing, 124–26
	 navigation upload curve fit errors, 131–32
	 in OCS configuration, 118
	 operational software, 133
	 QZSS, 317
	 transition, 133–36
	 upload message dissemination, 133
	 upload message formulation, 129–31
	 zero age of data (ZAOD), 134–35
	 See also Operational control system (OCS)
Matched spectrum interference, 558
Maximum likelihood estimate, 942
Maximum search times, 876
M code signal
	 digitization, 441
	 direct acquisition, 439
	 generation, 171
	 GPS receivers, 438–39
	 overview, 170–71
	 pilot component, 564
	 sideband acquisition processing, 440
	 time division data multiplexing  

(TDDM), 564
MCXO, 80
Mean mission duration (MMD), 98
Mean motion, 43
Measurement errors
	 atmospheric effects, 633–51
	 BOC code tracking, 493–95
	 code-tracking, 486–93
	 effect on position uncertainty, 23
	 ephemeris error, 625–30
	 FLL tracking loop, 484–86
	 hardware bias errors, 652–56
	 multipath and shadowing effects, 652
	 overview, 620–21
	 PLL tracking loop, 474–75
	 receiver noise and resolution, 651
	 relativistic effects, 630–33
	 satellite clock error, 621–25

	 total PLL tracking loop, 482–84
Measurement residual, 805–6
Measurement residual editing, 815
Measurement time skew, 501–2
Medium baseline, 710
Medium Earth orbit (MEO), 45, 46, 47, 96
MEMS PDR, 899–901, 906, 907
Message Generation Facility (MGF), 226
Military
	 antennas, 355–56
	 autonomous receivers, 938
	 market, 920
Military applications
	 aviation, shipboard, and land user 

equipment, 936–38
	 GPS receivers, 937
	 overview, 935–36
	 smart weapons, 938
Military GPS User Equipment (MGUE), 

438–39
Mission data unit (MDU), 104, 113
Mobile devices
	 hybrid positioning in, 895–908
	 MEMS sensors, 896
	 sensor integration, 906–8
	 signal access, 896
Mobile devices augmentation sensors
	 Bluetooth and other RF transmitters, 903
	 indoor map databases, 904–6
	 MEMS pedestrian dead reckoning (PDR), 

899–901
	 multi-GNSS receiver, 898–99
	 positioning methods, 903–4
	 Wi-Fi positioning, 901–2
Modified Hata equation, 573, 574
Modified Hata model, 574
Modulation
	 BCS, 64
	 binary offset carrier (BOC), 56–57, 63–64
	 BPSK, 54–55
	 BPSK-R, 64
	 CBOC, 243, 244
	 delayed spreading code, 379
	 DSSS, 55–56
	 GNSS receiver data, 517–26
	 GNSS signals, 53–57
	 navigation signals (GLONASS), 206
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Monitor station (MS)
	 coverage, 122
	 description, 121–23
	 operation, 121
	 QZSS, 318
	 receiver, 122
Monolithic microwave integration circuit 

(MMIC), 359
Motion sensors, 905
MTSAT-based Augmentation System (MSAS)
	 coverage and service area, 774
	 defined, 761
	 ground network, 764
Multipath
	 aircraft, 602–3
	 antennas in attenuating reflections, 613
	 average range error envelope, 609
	 carrier phase error envelopes, 610
	 channels, 602
	 characteristics and models, 600–604
	 defined, 549, 599
	 delays, 898
	 effect on signal code, 600
	 effects of, 599–600
	 effects on pseudorange estimation, 606, 607, 

608
	 effects on receiver performance, 605–12
	 errors, 607
	 errors, size of, 605
	 indoor, 604
	 MDR, 601, 604, 607–8
	 measurement errors, 652
	 mitigation, 612–14
	 near-in, 604
	 nonparametric processing and, 613
	 one-path specular model, 605
	 outdoor, 600
	 overview, 599–600
	 parameters, 603
	 parametric processing and, 613–14
	 phases, 603–4, 605
	 ranging error envelopes, 609
	 in terrestrial applications, 603
	 See also GNSS disruptions
Multipath Estimating Delay Lock Loop 

(MEDLL), 614
Multipath-to-direct ratio (MDR), 601, 604, 

607–8
Multiple Signal Messages (MSM), 757
Multiplexing techniques, 57–58

N

Narrowband interference, 550, 557–58
	 defined, 550
	 example, 557–58
	 mitigating, 585–86
National Geospatial-Intelligence Agency 

(NGA), 35, 120, 121
Nationwide DGPS (NDGPS)
	 data link, 759
	 defined, 758
	 network architecture, 758
	 network design, 758–59
	 performance, 759–60
NavIC
	 applications and user equipment, 334–35
	 code properties, 333
	 control segment, 328–30
	 defined, 10, 325
	 geodesy, 330
	 international laser ranging support for, 331
	 navigation messages, 334, 335
	 navigation services, 332–33
	 orbital constellation, 326
	 overview, 10, 325–26
	 satellites, 10
	 signals, 333–34
	 space segment, 326–28
	 time systems, 331–32
Navigation assistance, 862
Navigation data, 54–55
Navigation Message Correction Table 

(NMCT), 166
Navigation messages
	 BDS regional system, 302–6
	 C/A, 209
	 Galileo, 245–48
	 GLONASS, 208–9
	 NavIC, 334, 335
	 P-code, 209–10
Navigation payload
	 Block IIF-follow-on sustainment  

satellites, 109
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	 overview, 98–99
Navigation payload element (NPE), 113
Navigation signal generation unit (NSGU), 

236, 237–38
Navigation signals (GLONASS)
	 C/A navigation message, 209
	 CDMA, 210–13
	 code properties, 206–7
	 FDMA, 204–5
	 frequencies, 205–-6
	 generator, 205
	 modulation, 206
	 navigation message, 208–9
	 overview, 204
	 P-code navigation message, 209–10
	 See also GLONASS
Navigation with Indian Constellation.  

See NavIC
NAVSTAR, 92
Near-field communication (NFC), 903
Near-in multipaths, 604
Negative correlation amplitude, 61
NeQuick G, 639
Network communications element (NCE), 113, 

115
Next Generation Operational Control Segment 

(OCX), 136
Noise
	 antenna, 352–53
	 bandwidth, 479
	 clipping, 363
	 thermal, PLL, 475–78
Noise figure, 372–73
Noise meter scale factors, 528
Noise temperature, 352
Noncoherent early-late processing (NELP), 

582, 583, 584
Nonparametric processing, 613
Nonreal-time software-defined fast functions, 

392–93
North-East-Up (NEU) system, 29, 30–31
Null-to-null jammer, 571, 573
Numerical gain control (NGA), 357
Numerical gain control amplifier (NGCA), 357
Numerically controlled oscillator (NCO)
	 carrier, 381–85

	 case examples, 381–82
	 clock epochs, 467
	 code, 390–91
	 GLONASS carrier, 385
	 implementation, 381
	 as integrator, 819–20
	 nth sample phase estimate, 380
	 output phase, 469
	 phase accumulator, 382, 383
	 sampled outputs of, 384
Nyquist theorem, 367
Nyquist zone (NZ), 368, 369

O

Obliquity factor, 637
OCX, 3
OCXO, 80
Offset error, 153
Offset quadrature phase-shift-keying (OQPSK), 

297
Online Positioning User Service (OPUS), 781
Open Service (Galileo), 219–20
Open Service Signal in Space Interface Control 

Document (OS SIS ICD), 244
Operational control system (OCS)
	 current configuration, 118–33
	 geographic distribution of facilities, 119
	 ground uplink antenna, 123–24
	 master control station (MCS), 119–21, 

124–33
	 monitor station (MS), 121–23
	 operation of, 118
	 overview, 118
	 planned upgrades, 136–37
	 recent improvements, 135–36
	 subsystems, 117
	 See also Control segment
Orbital mechanics, 37–45
Orbital plans, 49
Organization, this book, 12–17
Overlapped FFT, 585

P

Parametric processing, 613–14
Parity space method, 696
Partitioned tracker/navigator block design, 823
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Partitioned tracker/navigator block  
diagram, 823

Passive antenna, 354
P-code (GLONASS)
	 C/A code versus, 207–8
	 characteristics, 207
	 frame and message structure, 211
	 navigation message, 209–10
P code (GPS)
	 defined, 158
	 design specification, 158
	 generator, 160, 161
	 initial code sequences, 159
Peak code search, 445
Pedestrian dead reckoning (PDR), 899–901, 

906, 907, 908
Performance (GNSS)
	 availability, 679–88
	 continuity, 704–6
	 integrity, 688–704
	 introduction, 661–62
	 position, velocity, and time (PVT) 

estimation, 662–79
Perigee, 44
Pessimistic PLL mode, 541, 542
Phase alignment with data/symbol transitions, 

400–402
Phase error, carrier Doppler, 510
Phase lock detector
	 advanced, 530–31
	 concept, 529
	 cycle slip editing, 536
	 data modulation function, 531–32
	 example, 529–30
	 illustrated, 530
	 optimistic phase lock indicator, 531
Phase lock loop (PLL)
	 data bit detection in, 523
	 detecting data bits in, 521–23
	 dynamic stress sensitivity, 446
	 filter design, 463
	 See also PLL discriminators; PLL filters
Phase margins, 471, 472, 473
Phase measurements
	 carrier Doppler, 510–11
	 integrated Doppler, 495
	 in velocity formulation, 76

Phase noise
	 Allan deviation oscillator, 479–80
	 vibration-induced, 478
Phase perturbations, 589–90
Phase wind-up, 748
Pilot channel carrier tracking, 399–400
Pitch-and-roll variation, 837
Planar Inverted F Antennas, 346
PLL discriminators
	 algorithms, 447
	 Costas PLL discriminator comparison, 448
	 phase error translation, 467
	 use of, 447
PLL filters
	 design, 462–63
	 error signal, 467
	 FLL-assisted design, 463–64
	 update rate, 467
PLL open detector, 467
PLL thermal noise, 475–78
PLL tracking loop
	 measurement errors, 474–75, 482–84
	 thresholds, 482–84
Position, attitude, and heading reference 

systems (PAHRS), 930
Position, velocity, and time (PVT)
	 accuracy metrics, 672–76
	 additional state variables, 677–79
	 determination, 2, 73
	 DOP characteristics, 668–72
	 estimation concepts, 662–79
	 Kalman filtering, 679
	 satellite geometry and DOP, 662–68
	 weighted least squares, 676–77
Position determination
	 with ranging codes, 22, 65–73
	 satellite-to-user range, 65–69
	 three-dimensional, 22–24
	 two-dimensional, 19–22
	 user position, 69
Position determining entity (PDE), 888
Position domain correction, 712
Position DOP (PDOP)
	 cumulative distribution of, 684
	 defined, 667
	 estimation, 515
	 satellite visibility and, 689, 691
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Position error vector, 695
Positioning performance, 265–66
Position response data element, 891
Position uncertainty, 874
Power-delay-profile, 603
Power flux density (PFD), 949, 951
Power levels
	 Block II SV L1 and L2 budget, 164
	 GPS signals, 162–64
	 minimum received, 162
	 user received minimum signal, 163
Power spectral density
	 for cosine-phased BOC modulation, 64
	 defined, 59
	 illustrated, 60
	 L1C signal, 172, 173, 174
	 power flux density (PFD) conversion, 951
	 random frequency noise processes, 944, 945
	 for sine-phased BOC modulation, 63–64
Power supply, 344
PPS performance standard
	 accuracy standards, 149–50
	 assumptions, 149
	 defined, 148
	 measured URE data, 150, 151
	 position and time accuracy, 150
	 See also Global Positioning System (GPS)
Precise point positioning (PPP)
	 with ambiguity resolution, 749–52
	 commercial services, 783–84
	 conventional, 747–49
	 defined, 3, 746
	 equipment delays and corrections, 750
	 error modeling, 747–48
	 examples, 782–84
	 functioning of, 710
	 ground networks, 620, 746
	 introduction to, 709–11
	 ionospheric modeling for rapid convergence, 

751
	 mathematical model, 747
	 overview, 746
	 performance characteristics, 748–49
	 positioning error, 752
	 positioning performance, 751
	 simulations of future performance, 752
	 techniques, xx

	 Web-based services, 783
Precise Time Facility (PTF), 226
Prepositioning acquisition and, 793
Private keys, 56
PRN code, 502
PRN code generation
	 CM and CL, 169
	 generator polynomials, 161
	 I5 and Q5, 171
	 P code, 158
	 P code generator, 160
	 phase assignments, 159
	 synthesis, 156
Probability density function, 425
Propagation loss
	 calculating, 947
	 defined, 947
	 free-space, 947–50
Propulsion subsystem (PSS), 115
Pseudoinverse, 665
Pseudolite ambiguity resolution, 743
Pseudorange
	 approximate, estimating, 69
	 carrier smoothing, 512–13, 777
	 code accumulator maintenance, 502–3
	 code transmit time ambiguity resolution, 

507–9
	 defined, 67, 497
	 delta, 509–11
	 domain correction, 712–14
	 error budgets, 656–57, 715
	 error-free values, 664
	 errors, 672
	 ionospheric-free, 637
	 multipath effects on estimation, 606, 607, 

608
	 replica code generator synchronization, 

504–7
	 SDs, 727
	 in user position calculation, 69–70
Pseudorange (code) double difference, 726–28
Pseudorange (code) smoothing, 728–30
Pseudorange measurement
	 definition for SV, 513
	 delta, 509–11
	 errors, 72
	 fundamental time frame (FTF) and, 500–501
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Pseudorange measurement (continued)
	 obtaining from code accumulator, 503–4
	 process visualization, 497–98
	 satellite transmit time relationship, 498
	 time skew, 501–2
Pseudorange rate (PRR), 789
Public regulated service (PRS), 220
Pulse interference, 585–86
PZ-90 terrestrial network, 201–2

Q

QR factorization, 734, 735
Quadra-phase BOC, 441, 442, 443
Quadrature Multiplexing BOC (QMBOC), 309
Quadrature phase shift keying (QPSK), 58, 310
Quartz crystal oscillators
	 aging, 78
	 concept, 76–77
	 high stability, 77
	 short-term instabilities, 78
Quasi-Zenith Satellite System. See QZSS
Quaternions, 745
QZSS
	 application and user equipment, 325
	 augmentation services, 320
	 control segment, 317
	 defined, 8, 313
	 geodesy and time systems, 319
	 messaging services, 320
	 navigation services, 320
	 overview, 10, 313
	 satellites, 9
	 services, 9, 319–20
	 signals, 321–25
	 space segment, 313–17

R

Radio determination service (RDSS)
	 BD-1, 277
	 BDS integration, 281
	 BDS service, 292–93
	 communication capabilities, 294
	 signals (BDS), 297
	 two-way active ranging, 275
Radio frequency (RF) carriers, 52–53
Radio frequency (RF) interference, 549, 550

Radionavigation satellite service (RNSS)
	 allocations, 53, 219
	 BDS service, 293–96
	 benefits of, 8
	 defined, 7
	 ITU, 53, 241
	 tri-frequency service, 278
	 See also RNSS signals
Radio Resources Location Services Protocol 

(RRLP), 891, 892
Radio Technical Commission for Maritime 

(RTCM) corrections, 829
Rail applications, 933
Range
	 ambiguity, 20
	 carrier Doppler, 407–10
	 code uncertainty, 407–10
	 determination from single source, 20
	 dynamic range, 373–75
	 free-space, 573
	 geometric, 621
	 measurement timing relationships, 68, 621
	 over ground to wideband null-to-null 

jammer, 577
	 to RF interference, 570–76
	 satellite-to-user, 65–69
	 from user to SV, 405–6
Ranging
	 multipath error envelopes, 609
	 SBAS C/A codes, 767
	 TOA, 2, 19–24
	 two-dimensional position determination, 

19–22
Ranging codes
	 defined, 65
	 illustrated, 65
	 position determination with, 22, 65–73
Ranging performance (Galileo)
	 broadcast group delay, 263–64
	 orbit determination, 260–62
	 residual ionospheric correction error, 

262–63
	 SIS geometry, 261
	 synchronization error, 260–62
	 total UERE budget, 265
Reacquisition, 403
Real-time kinematic (RTK), 536, 784
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Real-time kinematics (RTK), 719
Received Signal Strength Indicator (RSSI), 901, 

902
Receiver autonomous integrity monitoring 

(RAIM)
	 algorithms, 693, 696
	 availability of, 700–702
	 defined, 693
	 GPS, 694
	 maximum duration of outages, 701
	 maximum horizontal slope, 699
Receiver-based cycle slip editing, 536, 541
Redundant measurements, 72–73
Reference oscillator
	 acceleration stress error, 481–82
	 frequency offset, 406
	 frequency synthesizer and, 343
Reference stations, 619
Reflected signal tracking geometry, 846
Refractivity, 643, 644
Regional-area DGNSS, 710, 715–16
Regional SATNAV systems
	 Navigation with Indian Constellation 

(NavIC), 10, 325–35
	 Quasi-Zenith Satellite System (QZSS), 8–10, 

313–25
Relative differential positioning, 710
Relativistic effects, measurement errors, 630–33
Repeat-back spoofers, 551
Replica code generator
	 C/A code receiver designs and, 506
	 code setter and, 505–6
	 SDR, 507
	 SV receive time schedule, 505
	 synchronization, 504–7
Reprogrammability, 104–5
Residual ionospheric correction error, 262–63
RHCP antennas, 346–47, 348
Rider constellations, 48–49
Right ascension of the ascending node (RAAN), 

91
Right-hand circularly polarized (RHCP) 

pattern, 137, 138
RNSS signals (BDS global system)
	 characteristics of, 307
	 details, 307–8
	 dual-QPSK and, 310

	 proposed, 306–8
	 QMBOC and, 309
	 recent advances in design, 308–10
	 spectrum, 308
	 TD-AltBOC and ACE-BOC and, 309–10
RNSS signals (BDS regional system)
	 autocorrelation, 302
	 code generator, 300
	 cross-correlation, 302
	 GEO satellite signal generation block 

diagram, 299
	 MEO/IGSO satellite signal generation block 

diagram, 300
	 navigation messages, 302–6
	 overview, 298
	 phase assignment, 301
	 ranging codes, 299–302
	 structure, 298–99
Road applications, 926–27
Root mean square (RMS)
carrier phase ranging error, 611
	 carrier phase tracking error, 612
Rotation matrices, 27
Round-trip travel time (RTT), 901
RTCM SC-104 message formats
	 defined, 753
	 message frame illustration, 753, 757
	 message header, 754
	 message types, 755
	 Type 1 message, 754–55
	 version 2.3, 753–56
	 version 3.3, 756–57
Rubidium AFS, 83

S

Safety of Life (SOL) service, 221
Sagnac effect, 631, 632
Sales forecasting, 922–23
Satellite-based augmentation system (SBAS), 

693, 703–4
	 architecture and functionality, 762–65
	 BDS service, 296–97
	 broadcasting satellite integrity, 142
	 as code-based DGNSS example, 760–75
	 data block format, 768
	 defined, xx, 760



988	 Index

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47

Satellite-based augmentation system (SBAS) 
(continued),

	 differential corrections, 771
	 functional overview, 765
	 GEOs, 772–73
	 GPS user segment, 137
	 history, 761
	 implementation examples, 761
	 message format and contents, 766–68
	 message types, 768
	 modernization, 775
	 orbit model parameters, 895
	 overview, 760–61
	 ranging C/A codes, 767
	 requirements, 762
	 signal structure, 765–66
	 user algorithms, 768–72
	 utilization by non-aviation users, 774
Satellite biases, 652–54
Satellite clock errors
	 estimates of, 622–23
	 overview, 621–24
	 spatial correlation, 624–25
	 statistics, 624
	 temporal correlation, 625
	 time since upload versus, 623
	 See also Measurement errors
Satellite navigation
	 frequency sources, 76–85
	 fundamentals of, 19–86
	 GNSS signals and, 52–69
	 orbits, 37–52
	 ranging, 19–24
	 reference coordinate systems, 24–37
	 time and GNSS and, 85–86
	 user position, 69–73
	 user velocity, 73–76
Satellite navigation (SATNAV) systems
	 GNSS and, 2
	 ground monitoring network, 68
	 interoperability, 248
	 regional, 3, 313–35
	 this book, 2
	 time, 86
	 UTC realization, 85
	 See also specific systems

Satellite orbits
	 augment (perigee), 44
	 characterization of, 38
	 constellation design, 45–52
	 eccentric and true anomaly and, 42
	 fundamentals of, 37–52
	 Galileo, 231–33
	 GEO, 45–47
	 HEO, 45
	 by inclination, 46
	 inclined circular, 47–51
	 Keplerian elements, 38, 41, 43–44
	 LEO, 45, 46
	 mean motion, 43
	 mechanics, 37–45
	 MEO, 45, 46, 47
	 orbital planes, 49
	 parameters of, 40
	 QZSS, 314
	 reference parameters, 93
	 velocity vectors, 41
Satellite phased deployment
	 Block IIA-upgraded production satellites, 

101–2
	 Block IIF-follow-on sustainment satellites, 

106–11
	 Block II-initial production satellites, 101–2
	 Block IIR-M modernized replenishment 

satellites, 105–6, 107, 108
	 Block IIR-replenishment satellites, 102–6
	 Block II satellites, 100–111
	 Block I satellites, 99–100
	 GPS III satellites, 111–17
	 navigation payload overview, 98–99
	 satellite block deployment, 96–97
	 satellite specification comparison, 113
Satellites
	 BDS, 282, 286–87
	 BDS GEO, 8
	 BDS IGSO/MEO, 9
	 Block I, 99–100
	 Galileo, 6, 7, 233–39
	 geometry and dilution of precision, 662–68
	 GLONASS, 5, 6, 202–3, 205
	 GPS, position determination, 180–85
	 GPS block IF, 4
	 GPS III, 4
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	 locations, worldwide, 687
	 NavIC, 10
	 QZSS, 9
	 velocity, 45
Satellite-to-user range, 65–69
Schuler oscillation, 835
Search and rescue service (SAR/Galileo)
	 coverage and MEOSAR context, 251–52
	 coverage area, 252
	 defined, 220
	 frequency plan, 257
	 ground segment, 255–56
	 MEOLUTs, 251, 252, 254, 255
	 overview, 220–21, 250–51
	 service description, 251
	 space segment, 254
	 system architecture, 252–57
	 transponders, 257
	 UHF band, 258
	 user beacons, 256–57
Search engine
	 carrier Doppler and code uncertainty ranges, 

407–10
	 carrier Doppler range uncertainty, 404–6
	 code generator, 410
	 code range uncertainty, 406–7
	 defined, 404
	 frequency domain, 416–24
	 overview, 404
Search functions
	 aided search, 403
	 basic time-domain, 410–16
	 frequency-domain, 416–24
	 modes, 403
	 open loop, 410
	 reacquisition, 403
	 search engine, 404–10
	 sky search, 403
	 See also Digital channels
Secondary codes, 57
Secure User Plane Location (SUPL) protocols, 

881
Selective availability (SA), 153
Self-interference, 550
Sensitivity
	 assistance, 862
	 of Doppler uncertainty, 873

	 dynamic stress, 446
Sensor fusion
	 components and modulations, 906
	 defined, 906
	 performance, 907–8
Sensor integration
	 introduction to, 827–31
	 in land vehicle systems, 826–59
Sensors
	 inertial systems and, 831–40
	 INS, 795–98
	 low-cost, 826, 855
	 maps as, 842
	 MEMS, 840
	 motion, 905
	 temperature, 839
	 transmission and wheel, 847–50
	 variable reluctance rotation, 847
Serving mobile location center (SMLC), 888
Set time sync, 391–92
Shadowing. See Signal blockage
Short baseline, 710
Sideband acquisition processing, M-code signal, 

440
Signal attenuations, characterizing, 867–71
Signal blockage
	 defined, 549, 591
	 effects on GNSS receiver operation, 791
	 man-made structures, 598–99
	 overview, 591–92
	 terrain, 594–98
	 vegetation, 592–93
	 See also GNSS disruptions
Signal characteristics (Galileo)
	 block interleaving, 248
	 components and modulations, 243
	 forward error correction (FEC), 248
	 navigation message structure, 245–48
	 plan, 242
	 rules and guidelines, 240–41
	 spreading codes and sequences, 245
Signal-in-space (SIS), 624, 628
Signal quality monitoring (SQM), 692, 778
Signals (BDS)
	 RDSS, 297
	 RNSS (global), 306–10
	 RNSS (regional), 298–306
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Signals (QZSS)
	 QZS-L1C, 321
	 QZS-L1-C/A, 321
	 QZS L1S, 321–22
	 QZS-L2C, 321
	 QZS-L5, 321
	 QZS L6, 322–24, 325
	 QZS safety messages, 324
	 QZS TT&C signals, 325
Signal-to-noise-plus interference ratio (SNIR), 

440, 554, 555
Signal-to-noise power ratio estimation
	 accurate wide range meter, 527
	 basic meter, 526
	 defined, 526
	 design parameters for accurate meter, 529
	 noise meter scale factors, 528
Signal-to-noise ratio (SNR), 555
Single difference (SD)
	 defined, 720
	 pseudorange, 727
Single trial detector
	 defined, 424
	 envelope approximations, 428–29
	 false alarm rate, 427
	 probability density function, 425
	 probability of detection, 427
	 threshold, 430, 431
	 See also Acquisition
Situational awareness, 373–75
Sky plot, 670, 671, 688
Sky search, 403
Slant delay, 644
Slow functions
	 carrier tracking loop, 398–402
	 code tracking loop, 402
	 illustrated, 397
	 ratio to fast functions, 398
	 See also Digital channels
Smart antenna, 355
Smart spoofers, 551
Smart weapons, 938
Smooth-code DDs, 734
Software-defined fast functions, 392–93, 

394–95
Software-defined trends in spreading  

codes, 393–94

Space applications, 935
Space segment (BDS)
	 constellation of global system, 283–86
	 constellation of regional system, 281–83
	 satellites, 286–87
Space segment (Galileo)
	 constellation geometry, 231–33
	 elements, 221
	 orbit design, 231–32
	 satellites, 233–39
	 See also Galileo
Space segment (GLONASS)
	 constellation, 192–94
	 constellation orbital arrangements, 193
	 constellation structure, 193
	 satellites, 192, 194–98
Space segment (GPS)
	 constellation design guidelines, 84–86
	 description, 91–117
	 overview, 89–90
	 phased deployment, 96–117
	 satellite constellation, 91–94
	 See also Global Positioning System (GPS)
Space segment (NavIC)
	 bus, 327–28
	 orbital constellation, 326
	 overview, 326
	 payloads, 328
	 spacecraft, 327
Space segment (QZSS)
	 bus, 315
	 constellation, 314
	 electrical power subsystem, 316
	 navigation payload, 316–17
	 onboard control system, 316
	 orbit, 314
	 overview, 313–14
	 propulsion subsystem, 316
	 spacecraft, 314–15
	 telemetry, tracking and command (TT&C), 

316
	 thermal control subsystem, 316
Space segment (SAR/Galileo), 254
Space-time adaptive processing (STAP), 587, 

819
Space vehicle number (SVN), 92
Spherical coordinate geometry, 39
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Spoofing, 551
Spreading codes and sequences (Galileo), 245
Spread spectrum, 56
SPS performance standard
	 assumptions, 145–46
	 defined, 145
	 GPS constellation geometry, 146
	 measured data, 147
	 measured position and time data, 147
	 measured URE data, 147
	 position/time accuracy standards, 146
	 SIS URE accuracy, 146
	 See also Global Positioning System (GPS)
Stability
	 analysis of, 944
	 frequency standard, 943–44
	 loop filter, 465–74
	 numerical, 816–17
	 time-domain, 79
Stability measures
	 Allan variance, 944–45
	 Hadamard variance, 945–46
Standard Positioning Service (SPS), 3
State-space representation (SSR) messages, 757
State vector, 677, 802, 853
Strapdown INSs, 794–95
Stress error
	 dynamic, 480–81, 484, 485, 492
	 reference oscillator acceleration, 481–82
Surface acoustic wave (SAW) filters, 655
Surveying and mapping applications, 927–28
System control center (SCC), 198

T

Table look-up (TLU) schemes, 394
Taylor series expansions, 580
TCXO, 79
TEC units (TECU), 637
TeleAtlas, 840–41
Telemetry (TLM) data, 165, 521, 522
Telemetry, tracking and command (TT&C)
	 Galileo satellites, 236
	 GLONASS ground segment, 200
	 space segment (QZSS), 316
Temperature sensors, 839
Terrain

	 COST 231-Hata model and, 594–98
	 Erceg model, 594–95
	 propagation losses, 596
	 in signal blockage, 594–98
Terrain-Integrated Rough-Earth Model 

(TIREM), 594
Thermal control subsystem (TCS), 115
Thermal noise
	 code tracking error, 486
	 error, 477
	 error standard deviation, 476
	 FLL tracking loop error due to, 484–85
	 PLL, 475–78
Thin communications unit (TCU), 115
Three-dimensional position determination, 

22–24
Thresholds
	 code tracking, 489
	 jerk stress, 483, 486
	 predicted regions, 484
	 single trial detector, 430, 431
	 tolerable jamming as function of, 568
	 total PLL tracking loop, 482–84
Tightly integrated GNSSI system, 808, 809
Time division data multiplexing (TDDM), 

493–95, 564
Time division multiple access (TDMA), 58
Time-domain search functions
	 code phase and carrier Doppler frequency 

search, 414
	 Doppler bin frequency width, 413
	 early noise meter correlator, 414
	 maximum signal loss, 413
	 two-dimensional C/A code search pattern, 

412
	 uncertainty in code and Doppler dimensions, 

415–16
	 See also Search functions
Time-domain stability, 79
Time DOP (TDOP), 667, 668–71
Time increment (TINC), 391–92, 518
Time management station (TMS), 318
Time multiplexed BOC (TMBOC), 172
Time of arrival (TOA) ranging, 2, 19–24
Time of ephemeris (TOE), 892
Time offsets, 177
Time-of-week (TOW), 165
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Time systems
	 BDS, 291
	 GPS system time, 143–44
	 NavIC, 331–32
	 QZSS, 319
	 UTC, 144–45
Time uncertainty, 875
Timing and synchronization applications, 934
Tolerable jamming power
	 computing, 559–69
	 equation, 567
	 as function of tracking threshold, 568
	 performance comparisons, 567
Tong search detector
	 defined, 429
	 false alarm probability, 429
	 M and N detector combined, 434–35
	 probability of detection, 430
	 single trial threshold, 430–31
	 See also Acquisition
Total electron content (TEC), 637, 640
Tracking, telemetry and control (TT&C) links, 

98
Transmission sensors, 847–50
Traveling ionospheric disturbances (TIDS), 642
Tropospheric delay
	 average meteorological parameters, 645
	 horizontal difference, 648
	 mapping functions, 646–47
	 overview, 642–43
	 path-length difference, 644
	 refractivity, 643, 644
	 seasonal meteorological parameters, 645
	 slant delay, 644
	 spatial correlation, 647–51
	 temporal correlation, 651
	 variation, 649
	 vertical delay, 644
	 vertical difference, 650
	 zenith delay, 644
	 See also Atmospheric effects
Two-dimensional position determination, 

19–22

U

UERE budget, 265, 657
Ultratight, 587
Undersampling, ADC, 370–72
Unimodal BOC envelope (UBE), 442
Unintentional interference, 551–54
Universal Time 1 (UT1), 85
Unmanned aerial vehicles (UAVs) and drones, 

933, 934
User
	 defined, 1
	 PVT, 73, 89
	 received Doppler frequency by, 73
User beacons (SAR/Galileo), 256–57
User equipment
	 biases, 654–56
	 GLONASS, 200–201
	 military applications, 936–38
User-equivalent range error (UERE), 265, 657, 

661
User position
	 calculation of, 69–73
	 determination in three dimensions, 69
	 vector representation, 66
User range accuracy (URA), 166
User segment (GPS)
	 defined, 137
	 GNSS receiver characteristics, 137–42
	 overview, 90, 137
	 See also Global Positioning System (GPS)
User velocity
	 obtaining, 73–76
	 phase measurements, 76
UTC
	 Galileo dissemination performance, 259
	 generation, 85
	 offset between GST and, 259
	 realization, 85
	 time systems, 144–45
UTC (NPLI), 332
UTC (NTSC), 291
UTC (USNO)
	 mobile users, 145
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