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Preface 

The notion of a vertex algebra was introduced ten years ago by Richard Bor­

cherds [Bl]. This is a rigorous mathematical definition of the chiral part of a 

2-dimensional quantum field theory studied intensively by physicists since the land­

mark paper of Belavin, Polyakov and Zamolodchikov [BPZ]. However, implicitly 

this notion was known to physicists much earlier. Some of the most important 

precursors are Wightman axioms [W] and Wilson's notion of the operator product 

expansion [Wi]. In fact, as I show in Sections 1.1 and 1.2, the axioms of a vertex 

algebra can be deduced from Wightman axioms. The exposition of these two sec­

tions is somewhat terse. The rest of the book, written at a more relaxed pace, is 

motivated by these sections but can be read independently of them. 

Axioms of a vertex algebra used in this book are essentially those of [FKRW] 

and were inspired by Goddard's lectures [G]. These axioms are much simpler than 

the original Borcherds' axioms and are very easy to check. One of the objectives of 

this book is to show that these systems of axioms are equivalent (see Section 4.8). 

Another objective of the book is to lay rigorous grounds for the notion of 

the operator product expansion (OPE) and demonstrate how to use it to perform 

calculations that are otherwise very painful. The classical Wick theorem allows 

one to compute OPE in free field theories. A "non-commutative" generalization of 

Wick's formula allows one to compute OPE of arbitrary fields (see Section 3.3). 

The main objective of the book is to show how to construct a variety of examples 

of vertex algebras, and how to perform calculations using the formalism of vertex 

algebras to get applications in many different directions (Chapter 5). 

In Sections 2.7 and 5.10, I present some new material on a topic closely related 

to vertex algebras - the theory of conformal superalgebras. 

These notes represent a part of the course given at MIT in 1994 and 1995. 

Unfortunately, I didn't have time to write down the chapters on representation 
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theory of vertex algebras and some other applications. (~lost quoted literature is 

related to these unwritten chapters, and I hope that the present book will facilitate 

the reading of these papers.) In fact, another important application of vertex 

algebra theory is that it picks out the most interesting representations of infinite­

dimensional Lie (super)algebras and provides means for their detailed study. 

There is nothing in this book on the application to the ~Ionster simple group 

(there is a book [FLM] on this, after all), nothing on Borcherds' solution of the 

Conway-Norton problem [B2], and nothing on Borcherds· marvelous applications 

to generalized Kac-Moody algebras and automorphic forms [B3). 

A technical remark is in order. What I call a ""Yertex algebra" should probably 

be called a "N = 0 vertex superalgebra" (see Section 5.9 for the definition of a 

N = n vertex superalgebra), but I decided on this simpler name. (Also, I call a 

"conformal vertex algebra" what is called in [FLM]. with some additional restric­

tions, a "vertex operator algebra.") The reader who detests ··supermathematics" 

may assume that the Z 2-gradation is trivial, that -Lie superalgebra" means "Lie 

algebra", etc. But then he skips fermions and beautiful applications to identities 

and to soliton equations, the rich variety of superconformal theories, etc. 

The bibliography is by no means complete. It is already quite a task to compile 

a complete list that would include all the relevant work done by physicists. However, 

it includes all items that influenced my thinking on the subject. One may also find 

there further references. 

In addition to the sources mentioned above. the most important for the present 

book were the work of Todorov on the Wightman axioms point of view on CFT, the 

paper by Li from which I learned the unified formula for n-th products and Dong's 

lemma, the paper by Getzler from which I learned the "non-commutative" Wick 

formula, and the work of Lian and Zuckerman on "quantum operator algebras." 

A preliminary version of these notes has been published in the proceedings 

of the summer school in Bulgaria in 1995 where I lectured on this subject. I am 

grateful to Ivan Todorov and Kiyokazu Nagatomo for reading the manuscript and 

correcting errors, and to Maria Golenishcheva-Kutuzova, Mike Hopkins, Andrey 

Radul, and Ivan Todorov for numerous illuminating discussions. 

Vienna, June 1996 



Preface to the second edition 

This improved and enlarged edition is based on a course given at M.I.T. in the 

spring of 1997 and in Rome University in May and June of 1997. Below is a list of 

the most important improvements and additions. 

Chapter 2. The notion of formal Fourier transform is introduced in Section 2.2. 

This reduces significantly the calculations and leads to the important notion of >.­

bracket in the theory of conformal algebras. Four new Sections 2.8-2.11 on the 

theory of conformal algebras are added and Section 2. 7 is reworked. Thus, Sec­

tions 2.7-2.11 present the foundations of this rapidly developing area of algebraic 

conformal field theory. 

Conformal algebra is an axiomatic description of the singular part of the op­

erator product expansion of chiral fields in conformal field theory. It is, to some 

extent, related to a vertex algebra in the same way Lie algebra is related to its 

universal enveloping algebra. A structure theory of vertex algebras, similar, for 

example, to the structure theory of finite-dimensional Lie algebras, seems to be far 

away. Conformal algebras turned out to be a much more tractable object; as shown 

in Sections 2.7-2.11, for finite conformal algebras such a theory can be developed. 

In Section 2. 7 an explicit correspondence between an important class of infinite­

dimensional Lie algebras, called formal distribution Lie algebras, and certain new 

structures, called conformal algebras, is established and a classification of finite 

conformal algebras is outlined. In Sections 2.8 and 2.9 representation theory of 

conformal algebras is developed, and in Section 2.11 the corresponding cohomol­

ogy theory is explained. In Section 2.10 elements of conformal linear algebra are 

presented. 

Chapter 3. The "non-commutative" Wick formula is expressed via >.-bracket 

(formula (3.3.12)), which greatly facilitates the use of this formula. 

3 



4 PREFACE 

Chapter 4. The exposition of Sections 4.4-4.6 is simplified by making a more 

systematic use of the Uniqueness Theorem (a similar simplification was indepen­

dently found in [MN]). Section 4.11 on field algebras is corrected. 

Chapter 5. A new Section 5.8 on super boson-fermion correspondence is added. 

Comparing characters leads to a beautiful identity, whose specializations give clas­

sical results on sums of squares which go back to Gauss and Jacobi. In Section 5.10 

a complete list of finite simple conformal superalgebras is given. 

I wish to thank the participants of the course at M.I.T. for many discussions 

and suggestions, especially Bojko Bakalov, Alessandro D'Andrea, Eddie Karat, 

and Alexandre Soloviev. In particular, Bakalov gave a proof of Proposition 3.2 

and suggested Example 4.11, and Karat and Soloviev gave proofs of Lemma 2.7. 

I am grateful to D. Fattori, A. Rudakov and J. van de Leur for sending correc­

tions, and to Jan Wetzel for technical help in preparation of the manuscript. I am 

enormously indebted to Bojko Bakalov, Shun-Jen Cheng, Alessandro D'Andrea, 

Alexander Voronov, and Minoru Wakimoto for collaboration. It is due to their 

efforts that the theory of conformal algebras reached this level of maturity in such 

a short period of time. 

Brookline, Massachusetts, December 1997 



CHAPTER 1 

Wightman axioms and vertex algebras 

1. 1. Wightman axioms of a QFT 

Let M be the d-dimensional Minkowski space (space-time), i.e., the d-dimen­

sional real vector space with metric 

(As usual, x0 = ct where c is the speed of light and tis time, and x1, ... , Xd-l are 

space coordinates.) 

Two subsets A and B of Mare called space-like separated if for any a EA and 

b EB one has la-bl 2 < 0. The forward cone is the set {x EM I lxl 2 ~ 0, xo ~ O}. 

Define causal order on M by x ~ y iff x - y lies in the forward cone. 

The Poincare group is the unity component of the group of all transformations 

of M preserving the metric. It is the semidirect product of the group of translations 

( = M) and the Lorentz group L, the group of all unimodular linear transformations 

of M preserving the forward cone. Hence the Poincare group preserves the causal 

order and therefore the space-like separateness. 

A quantum field theory ( QFT) is the following data: 

the space of states-a complex Hilbert space H; 

the vacuum vector-a vector IO) E H; 

a unitary representation ( q, A) i-+ U ( q, A) of the Poincare 

group in H; 

a collection of fields <I>a (a an index)-operator-valued distri­

butions on M ( that is continuous linear functionals f i-+ cI> a (J) on 

the space of rapidly decreasing C 00 tensor valued test functions 

on M with values in the space of linear operators densely defined 

on H). 

5 



6 1. WIGHTMAN AXIOMS AND VERTEX ALGEBRAS 

One requires that these data satisfy the following Wightman axioms: 

Wl (Poincare covariance): U(q,A)<I>a(f)U(q,A)- 1 = <I>a((q,A)f)), q EM, 

A EL. 

Note that U(q,l) = expi'5:,f:;,,~qkPk, where Pk are self-adjoint commuting opera­

tors on 1{. 

W2 (stable vacuum): The vacuum vector ID) is fixed by all the operators 

U(q, A). The joint spectrum of all the operators P0, ... , Pd-I lies in the 

forward cone. 

W3 (completeness): The vacuum vector IO) is in the domain of any polyno­

mial in the <I>a(f)'s and the linear subspace D of 1l spanned by all of them 

applied to IO) is dense in N. 

W4 (locality): <I>a(f)<I>b(h) = <I>b(h)<I>a(f) on D if the supports off and h 

are spacelike separated. 

The physical meaning of axoim W2 is that vacuum has zero energy and it is 

the minimal energy state. The last axiom means that the measurements in space­

like separated points are independent. ( According to the main postulate of special 

relativity the speed of a signal does not exceed the speed of light.) 

Actually, these are axioms of a purely "bosonic" QFT. In order to include 

"fermions" one considers even and odd fields by introducing parity p(a) = 0 or 

I E Z /2.Z. Then only the axiom W 4 is modified: 

W4super (locality): <I>a(f)<I>b(h) = (-l)P(a)p(b)<J>b(h)<I>a(f) on D if the sup­

ports of f and h are spacelike separated. 

Axiom Wl gives, in particular, translation covariance (q E M): 

(1.1.1) 

Here and further, by abuse of notation, we often write if> a ( x) in place of if> a (f ( x)) . 

Note that, by definition, D lies in the domain of definition and is invariant 

with respect to all the operators <I>a(f). It follows from Wl and W2 that D is 

U(q, 1)-invariant. Since the translation covariance means 

(1.1.2) 

and Pk IO) = 0 by W2, we see that Dis invariant with respect to all the operators Pk. 
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Note that applying both sides of (1.1.1) to the vacuum vector and using its 

U(q, 1)-invariance, we obtain (q EM): 

(1.1.3) <I>a(x+q)I0) = (expi~qkPk) <I>a(x)I0). 

Now, the Poincare group preserves distances on M. One considers also a larger 

group - the group of conformal transformations of M (preserving only angles). 

The simplest conformal transformation is the inversion 

x H- -x/lxl2 • 

Conjugating a translation x H- x - b by the inversion, we get a special conformal 

transformation ( b E M): 

(1.1.4) 

The group generated by the translations and the special conformal transformations 

is called the conformal group. It includes the Poincare group and also the group of 

dilations: 

X H- AX, A -:j:. 0. 

Conformal transformations of the Minkowski space are important for QFT since 

they preserve causality (hence space-like separatenees). 

A quantum field theory is called conformal if the unitary representation of the 

Poincare group in 1i extends to a unitary representation of the conformal group: 

(q, A, b) H- U(q, A, b) such that the vacuum vector I0) is still fixed and also the 

special conformal covariance holds for the given collection of fields; in the case of a 

scalar field it means 

( 1.1.5) 

where ~a is a real number called the conformal weight of the field <I> a and 

( 1.1.6) cp(b,x) = 1 + 2x • b + lxl2 1bl2-

Note that cp(b, x)-d is the Jacobian of the transformation (1.1.4). It follows that 

axiom Wl and (1.1.5) together give conformal covariance: 
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In particular, we have dilation covariance: 

(1.1. 7) 

where >. r-+ U(>.) denotes the representation of the dilation subgroup. 

Formula (1.1.5) implies that the infinitesimal special conformal generators are 

represented by selfadjoint operators Qk (k = 0, ... , d - 1) on 1l such that 

(1.1.8) 

where E = I::~~o XmOx.,,. is the Euler operator and 'T/k are the coefficients of the 

metric ('T/o = 1, 'T/k = -1 fork 2:: 1). 

1.2. d = 2 QFT and chiral algebras 

Consider now the case d = 2. Introduce the light cone coordinates t = x0 - x1 , 

t = x0 + x1 , so that lxl2 = tt. (In this section the overbar does not mean the 

complex conjugate.) Let 

1 
P =-(Po-Pi), 

2 

Then formula (1.1.3) becomes: 

(1.2.1) 

By the vacuum axiom the joint spectrum of the operators P and P lies in the 

domain t 2:: 0, t 2:: 0, hence the operator exp i(tP+tP) is defined on 'D for all values 

Imt 2:: 0, Imt 2:: 0. Moreover, by formula (1.2.1) the 'D-valued distribution <I>alO) 

extends analytically to a function in the domain 

{t I Imt > 0} X {ti Imt> 0} C C2 . 

Indeed, by the spectral decomposition, ei(qP+qP) is the Fourier transform of a (op­

erator valued) function whose support is in the domain p 2:: 0, p 2:: 0, by the 

second part of axiom W2. Hence we may take the value <I>a (t, t) IO) when Im t > 0, 

Im f > 0. It follows from (1.2.1) that this value is non-zero unless <I>a = 0. 

The locality axiom means 
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In the light cone coordinates the special conformal transformations decouple: 

(1.2.3) 

where b± = b0 ± b1 . Hence the conformal group consists of transformations of the 

form: 

- (at+b af+l.i) "' (t, t ) = --d, ---=---= , 
I ct+ ct+d 

where (~ fl and (~ !) are from SL2(1R). Then the Poincare covariance (axiom 

Wl) and special conformal covariance (formula (1.1.5)) give together the following 

conformal covariance (with -6.a = ~a): 

(1.2.4) 

Because of the decoupling (1.2.3) one usually does not assume that -6.a = ~a and 

considers more general conformal covariance of the form (1.2.4). 

Introduce further the operators 

Then formulas (1.1.2) and (1.1.8) become: 

(1.2.5a) i [P, <I>a (t,f)] = 8t<I>a (t, [), 

(1.2.5b) i[P, <I>a (t, [)] 8r<I>a ( t, f) , 

(1.2.5c) i [Q, 4>a (t, f)] = (t28t + 2.6.at) 4>a (t, f), 

(1.2.5d) i[Q, 4>a (t,f)] (f28r + 2~af) <I>a (t, f). 

In order to make conformal transformations defined everywhere, consider the 

compactification of the Minkowski space given by: 

1 + it 
z=--

1- it' 
1 +if 

z=----1- it 

This maps the domain Im t > 0, Im f > 0 to the domain izl < 1, izl < 1. Consider 

the new fields defined in izl < 1, lzl < 1: 

1 
Y(a,z,z) = (l+z)Ma(l+z)Ma <I>a(t,l), where 

1-z 
t=i--, 

l+z 

_ 1- z 
t =i--. 

l+z 

Note that Y (a, z, z) IO)lz=O,z=O is a well defined vector in 'D which we denote by a, 

and (due to the above remark) Y (a, z, z) r-+ a is a linear injective map. 
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We let 

T 
1 
2(P + [P, Q] - Q), 

H 
1 
2(P+ Q), 

T* 
1 
2(P- [P, Q] - Q), 

and similarly we define T, fI, T*. It is straightforward to check that formulas 

(1.2.5a-d) imply: 

(1.2.6a) 

(1.2.6b) 

(1.2.6c) 

[T, Y(a, z, z)] 

[H, Y(a, z, z)] 

[T*, Y(a, z, z)] 

and similarly for f, fl, T*. Also, of course, all the operators T, t, ... annihilate 

the vacuum vector 10). 

Note that (1.2.6b) means: 

Note also that the operators T, H, and T* satisfy the following commutation rela­

tions: 

(1.2. 7) [H,T] = T, [H,T*] = -T*, [T*,T] = 2H. 

Applying both sides of (l.2.6b and c) to the vacuum vector and letting z = 
z = 0, we get: 

Ha= ~aa, T*a = 0. 

Recall that P and P are positive semidefinite self-adjoint operators on 1i ( due to 

axiom W2). The same is true for Q and Q since they are operators similar to P 

and P respectively. Hence H is a positive semidefinite self-adjoint operator as well. 

Thus, conformal weights are non-negative numbers. 

If in our QFT, Ta= 0 = Ta is possible only for the multiples of the vacuum 

vector, then ~a= -6.a = 0 imply that a= IO). 
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Now consider the right chiral fields, namely those fields for which q <I>a = 0. 

Then (1.2.2) becomes 

This implies that the (super) commutator (i.e., the difference between the left- and 

the right-hand sides) has the following form: 

[<I>a(t), <I>b(t')] = L 15(j) (t - t')\Jlj (t') 
j?_O 

for some fields \JfJ ( t'). For these fields the Wightman axioms still hold (but the 

conformal covariance does not necessarily hold), hence we may add them to our 

QFT to obtain: 

[Y(a, z), Y(b, w)] = L 15Ul(z - w)Y(cj, w). 
j?_O 

Commuting H with both sides of this equality and using (l.2.6b) we see that the 

field Y(cj,w) has conformal weight ~a+ ~b - j -1 (in the sense of (l.2.6b)). Due 

to the positivity of conformal weights we conclude that the sum on the right is 

finite. It follows that 

(z - w)N[Y(a, z), Y(b, w)] = 0 for N » 0. 

(A detailed explanation of this will be given in Section 2.3.) 

We expand a chiral field Y(a, z) in a Fourier series: 

Y(a, z) = L a(n)Z-n-l, 
n 

where a(n) E EndD and denote by V the subspace of D spanned by all polynomials 

in the a(n) applied to the vacuum vector /0). It is clear that V is invariant with 

respect to all a(n) and, by (1.2.6a), with respect to T. By the argument proving 

Corollary 4.6(f), V is spanned by all polynomials in the a(n) with n < 0 applied 

to /0). 

We thus arrived at the following data called the right chiral algebra: 

the space of states-a vector space V; 

the vacuum vector-a non-zero vector /0) E V; 

the infinitesimal translation operator T E EndV; 
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fields Y(a, z) for each a E A, some subset of V endowed with 

the parity p(a), where 

Y(a, z) = L a(n)Z-n-l 
nEZ 

is a series with a(n) E EndV. 

These data satisfy the following properties for a E A ( we ignore the remaining 

properties for a while): 

(translation covariance) [T, Y(a, z)] = 8Y(z, a); 

(vacuum) TIO)= 0, Y(a, z)IO)/z=O = a; 

(completeness) polynomials in the a(n) 's with n < 0 applied to /0) 

span V; 

(locality) (z -w)NY(a,z)Y(b, w) 

= (-l)P(a)p(b) (z - w)NY(b, w)Y(a, z) for some 

NEZ+ (depending on a, b EA). 

By the vacuum property we have (a E A): 

(1.2.8) 

Applying both sides of the translation covariance property to /0) and letting z = 0, 

we obtain (using TIO)= 0 and (1.2.8)): 

(1.2.9) Ta= a(-2)10), a EA. 

Thus, the infinitesimal translation operator on A is built in the collection of fields. 

The positivity of conformal weights imply, due to (l.2.6b): 

(1.2.10) a(n)V = 0 for n » O(depending on a EA and v E V). 

Later (in Section 4.5) we shall prove the existence theorem that asserts that, using 

(1.2.10), one can construct fields Y(a, z) for all a EV (using the so-called normally 

ordered product) such that (1.2.10), translation covariance, vacuum and locality 

properties still hold (completeness then automatically holds). We thus arrive at 

the definition of a chiral algebra. This name is used by physicists. Mathematicians, 

following Borcherds, use the name vertex algebras, or vertex operator algebras, 

since ( for historical reasons) the fields Y ( a, z) are called vertex operators. 

Similarly, one may consider the left chiral fields, that is those fields for which 

8t<I>a = 0. In the same way as above, we construct the left chiral algebra V with the 
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same vacuum vector /0), the infinitesimal translation operator T and fields Y(a, z), 

a EV. Due to locality (1.2.2) we see that <I>a(t)cI>a;(f) = (-l)P(a)p(a)cI>a(f)<I>a(t) for 

all t and t, hence 

[Y(a, z), Y(a, z)] = 0 for all a E V, a E V. 

The left and right chiral algebras are the most important invariants of a confor­

mally covariant 2-dimensional QFT. Under certain assumptions and with certain 

additional data one may reconstruct the whole QFT from these chiral algebras, but 

we shall not discuss this problem here. 

REMARK 1. 2. One may also consider the case of d = 1 conformal QFT. Then 

the only coordinate is time t = xo and the forward cone is the set of non-negative 

numbers. Then conformal covariance reads: 

u(at+b) cI> t u(at+b)-i = 1 cI> (at+b) 
ct+d a() ct+d (at+d)~a a ct+d • 

It follows that there exist self-adjoint operators P and Q in 1i such that 

Compactifying by z = ~~!~, letting 

1 
Y(a,z) = (l + z) 2~" <I>a(z) 

and defining T, H, and T* as in d = 2 case, we find that Y(a, z) satisfies formulas 

(l.2.6a-c). As ind = 2 case, we see that Y(a, z)/0) lz=O is a well-defined vector. 

The only property that is completely missing is locality since there are no spacelike 

separated points. 

1.3. Definition of a vertex algebra 

Let V be a superspace, i.e., a vector space decomposed in a direct sum of two 

subspaces: 

Here and further O and I stand for the cosets in Z /2Z of 0 and l. We shall say that 

an element a of V has parity p(a) E Z/2Z if a E Vp(a)· If dim V (= dim Va +dim Vr) 

< oo, we let 

sdim V = dim Va - dim Vr 
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to be the superdimension of V. In what follows, whenever p(a) is written, it is to 

be understood that a E Vp(a) · 

A field is a series of the form a(z) = EnEZ a(n)Z-n-l where a(n) E EndV and 

for each v E V one has 

( 1.3.1) a(n)(v) = 0 for n » 0. 

We say that a field a(z) has parity p(a) E Z/2Z if 

(1.3.2) a(n) Va C Va+p(a) for all a E Z/2Z, n E Z. 

A vertex algebra is the following data: 

(1.3.3) 

the space of states-a superspace V, 

the vacuum vector-a vector 10) E Vo, 
the state-field correspondence-a parity preserving linear map 

of V to the space of fields, at--+ Y(a,z) = EnEZa(n)z-n-l, 

satisfying the following axioms: 

(translation covariance): [T, Y(a, z)] = 8Y(a, z), 

where TE EndV is defined by 

(vacuum): Y(IO),z) = Iv, Y(a,z)IO)lz=O = a, 

(locality): (z - w)NY(a, z)Y(b, w) 

= (-l)P(a)p(b)(z - w)NY(b, w)Y(a, z) for N » 0. 

Note that the infinitesimal translation operator T is an even operator, i.e., 

TVa C Va, and the bracket in the translation covariance axiom is the usual bracket: 

[T, Y] = TY - YT, so that this axiom says 

(1.3.4) 

The first of the vacuum axioms says that 

(1.3.5a) IO)(n) = bn,-li in particular TIO)= 0. 

The second of the vacuum axioms says that 

(1.3.5b) a(n) IO) = 0 for n ~ 0, a(-l) IO) = a. 
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The locality axiom is to be understood as a coefficient-wise equality of two 

series in z and w of the form I::m,nEZ am,nZmwn. 

REMARK 1.3. Applying T to both sides of (1.3.3) n-1 times, and using (1.3.4) 

and T[0) = 0, we obtain ~7 (a)= a(-n-i)[0), for n E Z+, which is equivalent, by 

(1.3.5b), to 

(1.3.6) 

1.4. Holomorphic vertex algebras 

A vertex algebra Vis called holomorphic if a(n) = 0 for n ~ 0, i.e., Y(a, z) = 

I::nEZ+ a(-n-l)zn are fo~mal power series in z. 

Let V be a holomorphic vertex algebra. Since the algebra of formal power series 

in z and w has no zero divisors, it follows that locality for V turns into a usual 

supercommutativity: 

(1.4.1) Y(a, z)Y(b, w) = (-l)p(a)p(b)y(b, w)Y(a, z). 

Define a bilinear product ab on the space V by the formula 

(1.4.2) 

and let [0) = 1. Then applying both sides of (1.4.1) to c and letting z = w = 0 

gives: 

(1.4.3) a(bc) = (-l)P(a)p(b)b(ac). 

The vacuum axioms give 

(1.4.4) l ·a= a· l = a. 

It is easy to see that properties (1.4.3) and (1.4.4) are equivalent to the ax­

ioms of a (super)commutative associative unital super algebra. Indeed, letting 

c = 1 in (1.4.3), we see by (1.4.4) that V is (super)commutative. But using (su­

per)commutativity, we can rearrange (1.4.3) to get a(cb) = (ac)b, which is associa­

tivity. The converse is clear. 

Furthermore, apply Y(b, w) to both sides of (1.3.6): 

Y(b,w)Y(a,z)l = Y(b,w)e 2 T(a). 
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Applying commutativity to the left-hand side and then (1.3.6), we obtain 

(-l)P(a)p(b)Y(a, z)ewT(b) = Y(b, w)ezT (a). 

Letting w = 0 and using the comrrru-tativity of our product on V we get 

(1.4.5) Y(a,z)(b) = ezT(a)b. 

Thus, the fields Y(a, z) are defined entirely in terms of the product on V and the 

operator T. 

Finally, by (1.4.5), translation covariance axiom becomes: 

(1.4.6) 

Letting z = 0 we see that T is an even derivation of the associative commutative 

unital superalgebra V and that (1.4.6) is equivalent to this. 

Thus, we canonically associated to a holomorphic vertex algebra V a pair con­

sisting of an associative commutative unital superalgebra structure on V and an 

even derivation T. Conversely, to such a pair we canonically associate a holomor­

phic vertex algebra with fields defined by (1.4.5). 

If T = 0, then Y(a,z)(b) = ab. Therefore we may view vertex algebras as a 

generalization of unital commutative associative superalgebras where the multipli­

cation depends on the parameter z via 

However, as we shall see, a general vertex algebra is very far from being a "com­

mutative" object. 



CHAPTER 2 

Calculus of formal distributions 

2.1. Formal delta-function 

In the previous chapter we considered formal expressions 

(2.1.1) L am,n, ... zmwn ... , 
m,n, ... EZ 

where am,n, ... are elements of a vector space U over <C. Series of the form (2.1.1) are 

called formal distributions in the in determinates z, w, . . . with values in U. They 

form a vector space over C denoted by U [[z, z-1, w, w-1, ... ]] . 

We can always multiply a formal distribution and a Laurent polynomial (pro­

vided that product of coefficients is defined), but cannot in general multiply two 

formal distributions. Each time when a product of two formal distribution occurs, 

we need to check that it converges in the algebraic sense, i.e. the coefficient of each 

monomial zmwn ... is a finite (or convergent) sum. 
I 

Given a formal distribution a(z) = LnEZ anzn, we define the residue by the 

usual formula 

Since Resz oa(z) = 0, we have the usual integration by parts formula (provided 

that ab is defined): 

(2.1.2) Resz 8a(z)b(z) = - Resz a(z)ob(z). 

Here and further oa(z) = Ln nanzn-l is the derivative of a(z). 

Let C [ z, z-1] denote the algebra of Laurent polynomials in z. We have a non­

degenerate pairing U [[z,z-1]] xC [z, z-1J ➔ U defined by (f,<p) = Resz f(z)<p(z), 

hence the Laurent polynomials should be viewed as "test functions" for the formal 

distributions. Note that formal distributions a(z) and b(z) are equal iff (a,<p) 

(b,<p) for any test function <p E C[z,z-1]. 

17 
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We introduce the formdl,delta-function 8(z -w) as the following formal distri­

bution in z and w with values in (C1 : 

(2.1.3) 

In order to establish its properties, introduce one more notation. Given a 

rational function R(z, w) with poles only at z = 0, w = 0 and izl = lwl, we denote 

by iz,wR (resp. iw,zR) the power series expansion of R in the domain izl > lwl 
(resp. lwl > lzl)- For example, we have for j E Z+: 

(2.1.4a) 
. 1 
iz,w (z - w)i+l f (rr:) 2 -m-lwm-j, 

m=O J 

(2.1.4b) 
. 1 
Zw,z (z - w)i+l 

_ _ ~ (m) -m-1 m-j - ~ . z w . 
m=-1 J 

From (2.1.3) and (2.l.4a and b) we obtain the following important formula: 

(2.l.5a) 
. 1 . 1 

= Zz,w (z - w)i+l - iw,z (z - w)i+l 

(2.l.5b) = '°' (m) -m-1 m-j ~ . z w . 
mEZ J 

Here and further for an operator A we let 

(2.1.6) 

Note that (2.1.5a) is a formal distribution with integer coefficients. 

The formal delta-function has the usual properties listed below. 

PROPOSITION 2.1. (a) For any formal distribution f(z) EU [[z, z-1]] one has: 

(2.1.7) Resz f(z)6(z - w) = f(w). 

{The product f(z)6(z - w) always converges.) 

(b) 6(z - w) = 6(w - z). 

(c) Oz6(z - w) = -8w6(z - w). 

(d) (z - w)aY+1)6(z - w) = aY)6(z - w), j E Z+· 

(e) (z -w)i+1aYl6(z - w) = 0, j E Z+· 

1This notation is very suggestive but somewhat misleading as o(z - w) is not a function of 

z - w. Purists may use notation o(z,w). 
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PROOF. It suffices to check (2.1.7) for f(z) = azn, which is straightforward. 

Furthermore, we have: 

proving (b). Since c>(z - w) = Lm z-m-lwm = Lm z-m-2wm+l, we see that 

82 c>(z - w) = -8wc>(z - w), proving (c). Finally, (d) and (e) follow from (2.l.5a 

and b). □ 

Note that Proposition 2.1 (c-e) can be also proved by comparing the values of 

both sides on test functions. Let us use this method in order to prove the following 

useful formula (which is a generalization of Proposition 2.1 (e) for j = 0): 

(2.1.8) c>(z - w)a(z) = c>(z - w)a(w), where a(z) EU [[z, z-1]]. 

Indeed, by (2.1.7), the pairing of both sides of (2.1.8) with cp(z) E C[z,z- 1] is 

equal to a(w)cp(w). 

Letting a(z) = c>(z - t), we obtain an important special case of (2.1.8), after 

exchanging t and z: 

(2.1.9) c>(z - t)c>(w - t) = c>(w - t)c>(z - w). 

Applying to both sides a-;a;:: and using Proposition 2.1 (c) we obtain 

This formula is very useful for checking locality of formal distributions. 

2.2. An expansion of a formal distribution a(z, w) and formal Fourier 

transform 

Here we consider the question: when a formal distribution 

a(z,w) = L am,nZmwn EU [[z,z- 1 ,w,w-1 ]] 

m,nEZ 

has an expansion of the form 

(X) 

(2.2.1) a(z,w) = Ld(w)aYlc>(z - w). 
j=O 
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Multiplying both sides of (2.2.1) by (z - wt and taking Res2 we obtain using 

Proposition 2.1 (a, d, and e) 

(2.2.2) 

Denote by U [[z, z-1 , w, w-1 ]] 0 the subspace consisting of formal U-valued distri­

butions a(z, w) for which the following series converges: 

(2.2.3) 

Let 

(2.2.4) 

00 

7ra(z, w) := L (Res2 a(z, w)(z - w)J) oS\5(z - w). 
j=O 

a(z,w)+(z) := L am,nZmWn. 
mEZ+ 
nEZ 

A formal distribution a(z, w) is called holomorphic in z if a(z, w) = a(z, w )+(z). 

PROPOSITION 2.2. (a) The map 7r is a projector (i.e., 7r2 = 7r) on 

U [[z,z- 1 ,w,w-1]]°. 
(b) Ker7r = { a(z, w) E U [[z, z-1, w, w-1 ]] 0 which are holomorphic in z} . 

(c) Any formal distribution a(z,w) from U [[z,z-1 ,w,w-1]] 0 is uniquely repre­

sented in the form: 

00 

(2.2.5) a(z,w) = Ld(w)oSlJ(z-w)+b(z,w) 
j=O 

where b(z, w) is a formal distribution holomorphic in z. The coefficients d ( w) are 

given by (2.2.2). 

PROOF. (a) follows by the argument preceding formula (2.2.2). It is clear that 

a(z, w) E Ker 7r if a(z, w) is holomorphic in z. Conversely, if a( z, w) E Ker 7r, writing 

a(z,w) = LnEzan(w)zn, we see from (2.2.2) that c0 (w) = 0 implies a_1(w) = 0, 

c0 (w) = c1(w) = 0 implies a_1(w) = a_2 (w) = 0, etc., proving (b). (c) follows 

from (a) and (b ). D 

COROLLARY 2.2. The null space of the operator of multiplication by (z-w)N, 

N 2:: 1, in U [[z,z-1,w,w-1]] is 

N-1 

(2.2.6) L aSlJ(z -w)U [[w,w-1]]. 

j=O 
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Any element a(z, w) from (2.2.6) is uniquely represented in the form 

(2.2.7) 
N-l 

a(z,w) = L d(w)8~)c5(z -w), 
j=O 

the d(w) being given by (2.2.2). 

21 

PROOF. That (2.2.6) lies in the null space of (z - w)N follows from Proposi­

tion 2.le. 

Conversely, if (z-w)Na(z,w) = 0, then a(z,w) EU [[z,z-1,w,w-1]] 0 and we 

have by (2.2.5) and Proposition 2.1 (d and e): 

00 

0 = L J+N (w)o~lc5(z - w) + (z - w)Nb(z, w). 
j=O 

By the uniqueness in Proposition 2.2c we conclude that d(w) = 0 for j 2:: N and 

that (z - w)Nb(z, w) = 0. The last equality implies b(z, w) = 0 since b(z, w) = 
□ 

We shall often write a formal distribution in the form 

a(z) = La(n)Z-n-l, a(z,w) = L a(m,n)Z-m-lw-n-l,etc. 
nEZ m,nEZ 

This is a natural thing to do since a(n) = Resz a(z)zn. Then the expansion (2.2.7) 

is equivalent to 

(2.2.8) 

This follows by using (2.l.5b) and comparing coefficients . 

• 
DEFINITION 2. 2. A formal distribution a(z, w) is called local if 

(z-w)Na(z,w)=0 for N»0. 

Corollary 2.2 says that any local formal distribution a(z, w) has the expansion 

(2.2.7). This expansion is called the OPE expansion of a(z, w) and the cn(w) (given 

by (2.2.2)) are called the OPE coefficients of a(z,w). 

In order to study the properties of the expansion (2.2.5), it is convenient to 

introduce the formal Fourier transform of a formal distribution a(z, w) by the 

formula: 

F>. (a(z w)) = Res e>.(z-w)a(z w) 
z.w ' z ' • 
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This is a C-linear map from U [[z,z-1,w,w-1]] to U [[w,w-1]] [[.>.]]. It is imme­

diate, by Proposition 2.l(d and e) and (2.1.7), that 

Hence the formal Fourier transform of the expansion (2.2.5) is 

(2.2.9) F;',w(a(z,w)) = L >,(n)cn(w). 
nEZ+ 

(As before, >,(n) stands for >,n /n!.) In other words, the formal Fourier transform of 

a formal distribution a(z, w) is the generating series of its OPE coefficients. 

The following simple lemma is very useful. 

LEMMA 2.2. 

PROOF. It is straightforward using Proposition 2.1 (d) and (e). □ 

Along with the operators Oz and Ow on the space of formal distribution 

U [[z,z- 1,w,w-1]], consider the permutation operator a(z,w) = a(w,z). It is 

clear that all three operators preserve the property of locality. The following for­

mulas describe the behavior of the formal Fourier transform with respect to these 

operators: 

(2.2.10) 

(2.2.11) 

(The right-hand side of (2.2.11) means that the indeterminate.>. in (2.2.9) is replaced 

by the operator -A - Ow.) Formulas (2.2.10) follow from the definition of F:w 

using integration by parts (they hold without the assumption of locality). Due to 

locality of a(z, w), we can use expansion (2.2.7), hence it suffices to check (2.2.11) 

for a(z, w) = c(w)a!<5(z - w). We use Proposition 2.l(c) and Lemma 2.2: 

Fz~wa(w, z) = (-1/ Resz ( e-X(z-w)c(z)a!<5(z - w)) 

= (-1/(>- + awl Resz c(z)<5(z - w) 

= (->- - aw/c(w). 
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REMARK 2.2a. Formulas (2.2.10) and (2.2.11) are equivalent to the following 

relations for the OPE coefficients c~ ( w), c:;, ( w) and en ( w) of the formal distributions 

82 a(z, w), 8wa(z, w) and ii(z, w) respectively: 

c~(w) = -ncn-l(w), 

c:(w) = 8wcn(w) + ncn-1 (w), 

cn(w) = L (-l)i+naff)cn+i(w). 

jEZ+ 

A composition of two Fourier transforms, FtwFf.w is a C-linear map from 

U [ [z, z-1, w, w-1, x, x-1 ]] to U [[w, w-1]] [[,\, µ]]. The following relation will sim­

plify significantly our calculations: 

(2.2.12) 

The proof ofit is very easy. Indeed, the left-hand side applied to a(z, w, x) is equal to 

Res2 Resx e>.(z-w)+µ(x-w)a(z, w, x) = Resx Res2 e>.(z-x)e(>.+µ)(x-w)a(z, w, x), which 

is the right-hand side applied to a(z,w,x). 

REMARK 2.2b. A language alternative to that of U-valued local formal distri­

butions in z and w is the language of differential operators from U [w, w-1] to 

U [[w,w-1]]. Indeed, for a formal distribution a(z,w) the associated operator is 

(Da(z,w)f) (w) = Resz a(z, w)f(z). 

It is easy to see that Datc5(z-w) = 8! (k E Z+), hence for 

we have: 

Note that we also have: 

a(z, w) = I: ck(w)8ikl£5(z - w), 
k 

Da(z,w) = I:ck(w)8ik)_ 
k 

Da(w,z) = 2)-8w)(k)ck(w). 
k 
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2.3. Locality of two formal distributions 

Suppose now that the vector space U carries a structure of an associative super­

algebm. This simply means that U = U0 EEl U1 is a Z /2Z-graded associative algebra 

(i.e., UaUf3 C Ua+f3, a, /3 E Z/2Z). 

The most important example of an associative superalgebra is the endomor­

phism algebra EndV of a superspace V (see Section 1.3) with the Z/2Z-grading 

given by;./,.....--

(EndV)a = {a E EndV I aVf3 c Va+f3}-

One defines the bmcket [, ] on an associative superalgebra U by letting 

(2.3.1) [a, b] = ab - p(a, b)ba, where a E Ua, b E Uf3, p(a, b) = (-l)af3. 

Here and further we adopt the convention of [Kl] that the bracket of an even 

element with any other element is the usual commutator and the bracket of two 

odd elements is the anti-commutator (physicists usually write [a, bJ+ in the latter 

case). Recall that the Z/2Z-graded space U with the bracket (2.3.1) is a basic 

example of a Lie superalgebra (see e.g. [Kl] for a definition). 

We can define now the notion of locality of formal distributions, with values in 

a Lie superalgebra 9, hence in its universal enveloping algebra U(9). 

DEFINITION 2.3. Two formal distributions a(z) and b(z) with values in a Lie 

superalgebra £l are called mutually local (or simply local, or form a local pair) if the 

formal distribution [a(z),b(w)] E 9 [[z,z-1,w,w-1]] is local, i.e. if 

(2.3.2) (z - w)N [a(z), b(w)] = 0 for N » 0. 

We shall always assume that all coefficients of a formal distribution a(z) have 

the same parity, which will be denoted by p(a). We shall also use the following 

notation: 

p(a, b) = (-l)P(a)p(b). 

REMARK 2.3a. Differentiating both sides of (2.3.2) by z and multiplying by 

z-w, we see that the locality of a(z) and b(z) implies the locality of 8a(z) and b(z). 
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In order to state equivalent definitions of locality we need some notation. Given 

a formal distribution a(z) = Lna a(n)Z-n-1, let 

(2.3.3) ( ) ~ -n-1 ( ) ~ -n-1 a Z - = ~ a(n)Z , a Z + = ~ a(n)Z . 
n<O 

This is the only way to break a(z) into a sum of "positive" and "negative" parts 

such that 

(2.3.4) (oa(z))± = o(a(z)±)-

Given formal distributions a(z) and b(z), define the following formal distribution 

in z and w with values in the universal enveloping algebra U(fl): 

(2.3.5) : a(z)b(w) := a(z)+b(w) + p(a, b)b(w)a(z)_, 

Note the following formulas: 

(2.3.6a) 

(2.3.6b) 

a(z)b(w) = [a(z)_, b(w)] +: a(z)b(w): 

p(a, b)b(w)a(z) - [a(z)+, b(w)] +: a(z)b(w) : 

THEOREM 2.3. Each of the following properties (i)-(vii) is equivalent to 

(2.3.2): 
N-1 

(i) [a(z), b(w)] = L o}jlo(z - w)d (w), where ci ( w) E fl [[w, w-1 ]] . 
i=O 

(ii) [a(z)_, b(w)] }; (iz.w (z _ ~)i+l) d(w), 

- [a(z)+, b(w)] = }; (i,L',z (z _ ~)J+l) d(w), 

where ci(w) E fl [[w, w-1]]. 

(iii) a(z)b(w) fo1 
(iz,w (z _ ~)J+l) d(w)+: a(z)b(w) :, 

p(a, b)b(w)a(~) ~ }; (iw,, (z _ ~)i+') d(w)+, a(z)b(w) ,, 

where d(w) E fl [[w,w-1]]. 

(iv) [a(m),b(n)] = I: (~)cfm+n-j)' m,n E Z. 
j=O J 

(v) [acm),b(w)] = I: (~)d(w)wm-i, m E Z. 
j=O J 
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N-1 

(vi) [a(m),b(n)] = L Pj(m)d~+n, m,n E Z, 
j=O 

for some polynomials Pj(x) and elements d{ of fl. 

(vii) (iz,w (z _1w)N) c(z, w), 

p(a, b)b(w)a(z) (iw,z (z _1w)N) c(z, w) 

a(z)b(w) 

for a formal distribution c(z, w). 

PROOF. (i) is equivalent to (2.3.2) due to Corollary 2.2. (ii) is equivalent to (i) 

by taking all terms in (i) with negative (resp. non-negative) powers of z. (iii) is 

equivalent to (ii) due to ((2.3.6a) and b). (iv) and (v) are equivalent to (i) due to 

(2.2.8). (vi) is equivalent to (iv) since any polynomial is a linear combination of 

binomial coefficients. Finally, (iii) implies (vii) and (viO implies (2.3.2). □ 

By abuse of notation physicists write the first of the relations.pf ':Qworem 2.3(iii) 

as follows: 

N-1 d(w) 
a(z)b(w) = ~ (z _ w)i+l +: a(z)b(w) :, 

1=0 

(2.3.7a) 

or often write just the singular part: 

(2.3.7b) 
N-1 d(w) 

a(z)b(w) ~ ~ (z - w)Hl. 

Formulas (2.3.7a) and (2.3.7b) are called the operator product expansion (OPE). 

By Theorem 2.3 the singular part of the OPE encodes all the brackets between all 

the coefficients of mutually local formal distributions a(z) and b(z). That is why 

it is important to develop techniques for the calculation of the OPE's. Most of 

the time we shall use the form (2.3.7b) of the OPE as typographically the most 

convenient. 

For each n E Z+ introduce then-th product a(w)(n)b(w) on the space of formal 

distributions by the formula 

(2.3.8) a(w)(n)b(w) = Resz [a(z),b(w)] (z -wt. 

Then, due to Corollary 2.2, the OPE (2.3.7a) becomes (for any two local formal 

distributions a(z) and b(z)): 

~ a(w)uib(w) 
(2.3.9a) a(z)b(w) = ko (z _ w)i+l +: a(z)b(w):. 
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Equivalently: 

(2.3.9b) [a(z), b(w)] = L (a(w)u)b(w)) aijl8(z - w). 
jEZ+ 

As we have seen in the previous section, an efficient way to study the OPE is 

to consider its formal Fourier transform. 

For an arbitrary (not necessarily associative or Lie) algebra U define the .>.­

product a( w) >. b( w) of two U-valued formal distributions a( w) and b( w) as the formal 

Fourier transform of the formal distribution a(z)b(w): 

00 

(2.3.lOa) a(w)>.b(w) = F:w (a(z)b(w)) = L >,(n) (a(w)nb(w)). 
n=O 

As before, we have the (allowing formula for n-th product: 

(2.3.lGb) 

In the case when U is a Lie (super)algebra we will use the bracket notation for 

the .>.-product, will call it the .>.-bracket and will denote by a(w)(n)b(w) then-th 

product (given by (2.3.8)), i.e.: 

00 

(2.3.11) [a(w)>.b(w)] = L >,(m) (a(w)(m)b(w)). 
m=O 

The following formulas are very useful in studying associativity properties of the 

.>.-product: 

(2.3.12) 

(2.3.13) 

The first of these two formulas is obvious, while the second is immediate by (2.2.12). 

Now we can prove the basic properties of .>.-products and .>.-brackets. 

PROPOSITION 2.3. (a) For any two U-valued formal distributions a(w) and 

b( w), where U is an arbitrary algebra, one has: 

uta(w)h b(w) = ->.a(w)>.b(w), 

a(w)>.8wb(w) = (>. + 8w) (a(w)>.b(w)). 

In particular, 8w is a derivation of the >.-product. 
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(b) Let a( w) and b( w) be U -valued formal distributions, where U is an arbitrary 

algebra, such that the formal distribution a( z) b( w) is local. Let a( w) o b( w) denote 
>. 

the >.-product of the algebra U0 P (which is U with the opposite multiplication aob = 
ba). Then 

(c) Let a(w) and b(w) beg-valued mutually local formal distributions, where g is a 

Lie superalgebra (i.e. (2.3.2) holds). Then 

(d) Let a(w), b(w) and c(w) be g-valued formal distributions, where g is a Lie 

superalgebra. Then 

[a(w)>. [b(w)µc(w)]] = [[a(w)>.b(w)h+µ c(w)] + p(a, b) [b(w)µ [a(w)>.c(w)]]. 

PROOF. (a) follows from (2.2.10) applied to the formal distribution a(z, w) = 
a(z)b(w). (b) follows similarly from (2.2.11). (c) is immediate by (b). Finally (d) 

follows from (2.3.12) and (2.3.13) applied to the Jacobi identity: 

[a(z), [b(x), c(w)]] = [[a(z), b(x)], c(w)] + p(a, b) [b(x), [a(z), c(w)]]. 

□ 

REMARK 2.3b. (i) Proposition 2.3 (a) in terms of n-th products means the 

following formulas (cf. Remark 2.2a): 

(2.3.14a) oa(w)nb(w) = -na(w)n-1b(w), 

(2.3.14b) a(w)nob(w) = 8 (a(w)nb(w)) + na(w)n-1b(w). 

Hence Ow is a derivation of all n-th products. 

(ii) Proposition 2.3 (c) in terms of n-th products means (cf. Remark 2.2b): 

00 

(2.3.15) a(w)(n)b(w) = -p(a,b) ~)-1)Hnay) (b(w)(n+j)a(w)), 
j=O 

provided that a( w) and b( w) are mutually local. 

(iii) Proposition 2.3 ( d) in terms of n-th products means 
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(2.3.16) a(w)(m) (b(w)(n)c(w)) = t, (7) (a(w)(j)b(w)\m+n-j) c(w) 

+ p(a, b)b(w)(n) (a(w)(m)c(w)) . 

The following well-known statement has many important applications. 

COROLLARY 2.3. Let g be a Lie superalgebra. 

(a) If a(z) and b(z) are g-valued formal distributions, then [a(o), b(z)] = 0 

if! a(z)(0ib(z) = 0. 

(b) If a(z) is an odd g-valued formal distribution, then azo) 0 if! 

Resz a(z)(o)a(z) ·= 0. 

(c) Let A be a space consisting of mutually local formal g-valued distributions in 

w which is 8-invdriant and closed with respect to all n-th products, n E Z+­

Then with respect to the 0-th product 8A is a 2-sided ideal of A and A/8A 

is a Lie superalgebra. Moreover, the 0-th product defines on A a structure 

of a left A/BA-module. 

PROOF. Statements (a) and (b) are obvious by definitions. From (2.3.14a) and 

(2.3.14b) for n = 0 we get 

(2.3.17) 

Hence 8A is a 2-sided ideal. Furthermore, (2.3.15) for n = 0 gives 

(2.3.18) a(w)(o)b(w) = -p(a, b)b(w)(o)a(w) mod 8A. 

Hence the 0-th product induces a super skew-symmetric bracket on A/8A. The 

super Jacobi identity in A/8A follows from (2.3.16) for m = n = 0. This proves 

(c). □ 

2.4. Taylor's formula 

One of the devices in calculating the OPE is Taylor's formula. Here and further 

we shall adopt the following notational conventions. Given a formal distribution 

a(z) = I:n anzn we may construct a formal distribution in z and w: 

n 
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In order to further simplify notation we shall often say instead that we consider the 

formal distribution a(z - w) in z and win the domain lzl > lwl. 

PROPOSITION 2.4 (Taylor's formula). Let a(z) be a formal distribution. Then 

one has the following equality of formal distributions in z and in w in the domain 

lzl > lwl: 

(2.4.1) 
00 

a(z+w) = LaUla(z)wi. 
j=O 

PROOF. Let a(z) = Ln an Zn' so that au) a(z) = Ln (1J) anzn-j. Comparing 

coefficients of an in (2.4.1), we need to show that 

(2.4.2) (z + w)n = f: zn-jwj (~). 
j=O J 

But (2.4.2) is the binomial expansion in the domain lzl > lwl'- □ 

Replacing z by w and w by z - w in (2.4.1) we get another form of Tay­

lor's formula as an equality of formal distributions in w and z - w in the domain 

lz-wl < lwl: 

(2.4.3) 
00 

a(z) = L 8(j)a(w)(z - w)J. 
j=O 

The following, yet another version of Taylor's formula, shows that when cal­

culating the singular part of the OPE one can use Taylor's expansion up to the 

required order. 

THEOREM 2.4. Let a(z) be a formal distribution and N be a non-negative in­

teger. Then one has the following equality of formal distributions in z and w: 

(2.4.4) 
N 

a:: c5(z - w)a(z) = a:: c5(z - w) I: a(j) a(w)(z - w)j. 
j=O 

PROOF. It suffices to check that for an arbitrary Laurent polynomial f(z) 

one has: 

Resz 81; c5(z - w)a(z)f(z) 
N 

L aUla(w) Resz af c5(z - w)(z - w)i f(z). 
j=O 
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Integrating by parts N times transforms this to the equality 

N 

Resz 6(z - w)8N (a(z)f(z)) = L aUla(w) Resz 6(z - w)8;' ((z - w)i f(z)) 
j=O 

which, due to (2. 1. 7) and Leibnitz rule, is 

This holds by Leibnitz rule. 

2.5. Current algebras 

31 

□ 

Here we discuss one. of the most important examples of algebras spanned by 

mutually local formal distributions-the current algebras. 

First we consider the simplest case-the oscillator algebra .s. This is a Lie 

algebra with basis an (n E Z), Kand the following commutation relations: 

(2.5.1) 

Consider the following .s-valued formal distribution: 

a(z) = L DnZ-n-l_ 
nEZ 

Then it is straightforward to check that 

(2.5.2) [a(z), a(w)] = 8wi5(z - w)K 

(this follows also from the equivalence of (i) and (iv) of Theorem 2.3). In other 

words, the formal distribution a(z) is local (with respect to itself) with the OPE, 

considered in the universal enveloping algebra of .s: 

(2.5.3) 
K 

a(z)a(w) ~ ( )2 • z-w 

The (even) formal distribution a(z) is usually called a free boson. 

The current algebra is a non-abelian generalization of the oscillator algebra. 

Let g be a Lie superalgebra with an invariant supersymmetric bilinear form (-!-)­

"Invariant" means 

([a, b] le) = (al [b, cl), a, b, c E g, 
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and "supersymmetric" means 

(alb)= (-l)P(a)(bla) (in particular, (9ol£lI) = 0). 

The loop algebra associated to 9 is the Lie superalgebra 

g = 9 [t, r 1] ( = 9 Q9ic c [ t, r 1]) 

over C with Z/2'1/., grading extending that of 9 by p(t) 

relations (m,n E Z;a,bE 9): 

0, and commutation 

Here and further am stands for a 18) tm. Note that g is the Lie superalgebra of 

regular maps of ex to 9 (hence the name "loop algebra"). 

The affinization of the pair (9, (.I.)) is a central extension of the loop algebra g 
by a 1-dimensional even center CK: 

defined by the commutation relations (m,n E Z; a,b E 9): 

(2.5.4) 

The Lie superalgebra g is usually called by physicists a current algebra. Note that 

loop algebra is a special case of a current algebra when the bilinear form ( -1-) is 

zero. If 9 is a simple finite-dimensional Lie algebra with the (normalized) Killing 

form (-1-), then g is known as the affine Kac-Moody algebra [K2]. If 9 is the 1-

dimensional Lie algebra with a non-degenerate bilinear form, then we recover the 

example of the oscillator algebra. 

Introduce the following formal distributions with values in g which are usually 

called currents: 

( ) ~ -n-1 a z = L....,; anz , a E 9. 
nEZ 

Then by the equivalence of (i) and (iv) of Theorem 2.3, we see that 

(2.5.5) [a(z), b(w)] = c>(z - w) [a, b] (w) + 8wc>(z - w)(alb)K, 
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hence all the currents a(z) are mutually local with the OPE, considered in the 

universal enveloping algebra U(:g) of g: 

(2.5.6) ( )b( ) ~ [a,b](w) (alb)K 
a z w + ( )2 • z-w z-w 

There exists a natural super extension of the affinization, called the superaf­

finization, which is a central extension of the super loop algebra ( called a supercur­

rent algebra): 

9super = g 0c C [t, r1,0] + CK, 

where 02 = 0, p(0) = I and the remaining OPE are as follows. For a E g define the 

supercurrent 

where an+½ = a 0 tn0. Then the supercurrents a(z) are mutually local and also 

local with respect to the currents, and the remaining OPE are given by 

(2.5.7a) 

(2.5.7b) 

a(z)b(w) ~ 

a(z)b(w) ~ 
z-w 

(bla)K 
z-w 

The supercurrents form a closed (under OPE) subalgebra. In view of its impor­

tance, we repeat its construction in a slightly different form. Let A be a superspace 

with a skew-supersymmetric bilinear form, i.e., 

(rpl¢) = -(-l)P(r,ol(¢lrp) (in particular, (A0 IA1) = 0). 

The Clifford affinization of (A, (.I.)) is the Lie superalgebra 

with commutation relations (m, n E ½ + Z; rp, ¢EA) 

(2.5.8) 

where rpm = <p 0 tm-½. The formal distributions rp(z) = LnEZ <pn+F-n-l are 

mutually local with the OPE (in the universal enveloping algebra of CA): 

(2.5.9) 'P(z)¢(w) ~ (rpl¢)K. 
z-w 
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Two particularly important special cases of the Clifford affinization are the 

following. 

Let A be the odd I-dimensional superspace Op with the bilinear form (rplrp) = 1, 

and let K = 1. Then CA turns into the algebra 

(2.5.10) 
1 

m,nE 2+z. 

The (odd) formal distribution rp(z) = LnE½+z <pnz-n-1/ 2 is called a neutral free 

fermion; its OPE is 

(2.5.11) 
1 

rp(z)rp(w) ~ --. 
z-w 

In the second example let A be the odd 2-dimensional superspace rap+ E0 rap­

with the symmetric bilinear form (rp+lrp-) = 1, (rp±lrp±) = 0, and again let K = 1. 

Then we obtain the algebra ( m, n E ½ + Z): 

(2.5.12) ± ± ± ± - 0 <pm<pn + <pn rpm - · 

The odd formal distributions rp±(z) = LnE½+zrp!z-n-1/ 2 are called charged free 

fermions; their OPE are: 

(2.5.13) 

These examples show that superalgebra is far from being a senseless general­

ization of the usual algebra. 

2.6. Conformal weight and the Virasoro algebra 

Let H be a diagonalizable derivation of the associative algebra U, called a 

Hamiltonian. Then H acts on the space of all formal distributions with values 

in U in the obvious way (coefficient-wise). The following definition is motivated 

by (1.2.6b). 

DEFINITION 2.6a. A formal U-valued distribution a= a(z,w, ... ) is called an 

eigendistribution for H of conformal weight ~ E C if 

(H - ~ - z8z - w8w - • ··)a = 0. 

Here are some obvious properties of conformal weights. 
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PROPOSITION 2.6. Suppose a and bare eigendistributions of conformal weights 

~ and ~, respectively. Then 

(a) Oza is an eigendistribution of conformal weight ~ + 1. 

(b) : a(z)b(w): is an eigendistribution of conformal weight~+~'. 

(c) Then-th OPE coefficient of[a(z), b(w)] is an eigendistribution of conformal 

weight~+~, - n - l(n E Z+)-

( d) If f is a homogeneous function of degree j then fa is an eigendistribution 

of conformal weight ~ - j. 

COROLLARY 2.6. If a(z) and b(z) are mutually local eigendistributions of con­

formal weights~ and~', then in the OPE 

N-1 d(w) 
a(z)b(w) ~ ~ (z _ w)J+l 

all the summands have the same con/ ormal weight ~ + ~,. 

If a(z) is an eigendistribution of conformal weight ~, one usually writes it in 

the form ( without parenthesis around indices): 

a(z) = 

The condition of a(z) being an eigendistribution of conformal weight ~ is then 

equivalent to 

(2.6.1) 

As a result, the commutation relations given by Theorem 2.3(iv) take a graded 

form: 

(2.6.2a) 

or equivalently 

(2.6.2b) [am, b(z)] = I: m + ~ - l d (z)zm+~-j-l. N-1( ) 

j=O J 

EXAMPLE 2.6. Choosing for the algebra of currents g (resp. supercurrents 

Osuper) the Hamiltonian H = -tat (resp. = -tat - ½080), we see that the cur­

rents a(z) (resp. supercurrents a(z)) have conformal weight 1 (resp. 1/2). 
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Corollary 2.6 is a very useful bookkeeping device in calculating the OPE. In 

many examples (e.g., from the considerations of unitarity) the conformal weight is 

in ½Z+ and it is O iff the eigendistribution is a constant element commuting with 

all formal distributions of the theory. 

If the above positivity condition holds, then due to Corollary 2.6, all mutually 

local eigendistributions of conformal weight ½ have the OPE of the form (2.5.7b), 

all eigendistributions of conformal weight 1 have the OPE of the form (2.5.6) and 

the OPE between the latter and the former is given by (2.5.7a). 

We consider now the next case-a local (i.e., local to itself) even eigendistribu­

tion L(z) of conformal weight 2: 

L(z) = L Lnz-n-2 . 

nEZ 

As has been mentioned above, it is natural to assume that the OPE has the form 

(2.6.3) 

where C is a constant formal distribution. 

THEOREM 2.6. Suppose that L(z) is an even local formal distribution with the 

OPE of the form (2.6.3). Then 

(a) a(w) = 0 and c(w) = ab(w). 

(b) If in addition [C, L(z )] = 0 and 

(2.6.4) [L_ 1 , L(z )] = 8L(z), [Lo, L(z )] = (za + 2)L(z) 

then (2.6.3) becomes 

(2.6.5) 
½C 2L(w) 8L(w) 

L(z)L(w) ~ ( )4 + ( )2 + --, z-w z-w z-w 

or, equivalently, we have the Virasoro algebra ( m, n E Z): 

(2.6.6) 

PROOF. Exchanging z and win (2.6.3), we obtain 

lC 
L(w)L(z) ~ (z ~ w) 4 

a(z) + 2b(z) _ c(z) 
(z-w) 3 (z-w) 2 z-w 
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By making use of Taylor's formula, this turns into: 

½C a(w) + 8a(w)(z - w) + a(2)a(w)(z - w) 2 

(z-w)4 (z-w) 3 

2b(w) + Wb(w)(z - w) c(w) 
+-----------

(z-w) 2 z-w· 

L(w)L(z) ~ 
(2.6.7) 

Due to locality the right-hand sides of (2.6.3) and (2.6.7) must be equal. Matching 

the coefficients of (z - w)-3 and (z - w)-1 we get (a). Thus, we have: 

(2.6.8) L(z)L(w) ~ ½C + 2b(w) + 8b(w). 
(z-w)4 (z-w)2 z-w 

Due to (2.6.2b) this implies, in particular: 

[£_1,,L(z)] = 8b(z), [Lo, L(z)] = (z8 + 2)b(z). 

Hence assumptions (2.6.4) imply that b(z) = L(z). This proves (2.6.5). The equa-

tion (2.6.6) is equivalent to this OPE due to (2.6.2a). □ 

A local formal distribution L(z) with the OPE (2.6.5) is called a Virasoro 

formal distribution with central charge C. 

In Table OPE we give a table of the most commonly used OPE of mutually 

local formal distributions and the equivalent commutation relations ( all these are 

special cases of formula (2.6.2a)). 

The definition given below singles out the most important for conformal field 

theory Lie superalgebras, which includes the (super)current algebra and the Vira­

soro algebra. 

DEFINITION 2.6b. A Lie superalgebra fl is called a formal distribution Lie su­

peralgebra if it is spanned over (C by coefficients of a family F of fl-valued mutually 

local formal distributions. 

For example, the Virasoro algebra with F = { L( z), C} and the current algebra 

g with F = {a(z) where a E fl,K} are formal distribution Lie (super)algebras. We 

shall often write (fl, F) in order to emphasize the dependence on F. 

Note that formal distribution Lie superalgebras form a category with mor­

phisms (fl,F) ➔ (fl1,F1) being homomorphisms <p: fl ➔ fl1 such <p(F) C F1, where 

F 1 is the closure of Fi, defined in the next section. 



Table OPE. 

1st distribution 2nd distribution commutation relations 

a(z) = L amz-m-l b(w) = L bnw-n-l [am, bn] = Cm+n 

a(z) = Lamz-m-l b(w) = L bnw-n-l [am, bn] = m8m,-n 

L(z) = LLmz-m-2 a(w) = L anw-n-b. [Lm,an] = ((~ - l)m - n)am+n 

[Lm, Ln] = (m - n)Lm+n 
L(z) = LLmZ-m-2 L(w) = L Lnw-n-2 

m 3 -m 
+ 12 8m,-nC 

OPE 

c(w) = L CnW-n-l 

z-w 

1 
(z - w) 2 

8a(w) ~a(w) 
--+ z-w (z-w) 2 

8L(w) 2L(w) 
--+ 
z-w (z-w) 2 

c/2 
+ (z - w) 4 

c,, 
00 

!" 
0 
> t-< 
0 
C: 
t-< 
C: 
00 

0 
>i:j 

>i:j 
0 

~ 
> 
t-< 

8 
00 
,,J 

~ 
tJi 
C: 
,,J 

0 z 
00 
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2. 7. Formal distribution Lie superalgebras and conformal superalgebras 

This and the next two sections is an introduction to the theory of conformal 

(super)algebras. Though they are ideologically closely related to the theory of 

vertex algebras, the rest of the book may be read independently of them, except 

for the last Section 5.10. 

Let g be an arbitrary Lie superalgebra. We denote by fd(g) the space of all 

g-valued formal distributions in z endowed with n-th products (2.3.8), n E Z+­

This is also a C(8]-module (8 = 8z). 

Consider the subspace Rover C of fd(g) which is closed under all n-th products, 

n E Z+, and denote by g(R) the C-space of all coefficients of all formal distributions 

from R. Provided that ,all formal distributions from R are mutually local, g(R) is 

a subalgebra of g with the bracket 

(2.7.1) 

This follows from Theorem 2.3(iv). Clearly, g(R) is a formal distribution Lie su­

peralgebra and all of them are thus obtained. 

Let F be a collection of mutually local formal distributions from fd(g). We 

denote by P the closure of F, defined as the minimal C[8]-submodule of fd(g) closed 

under all n-th products, n E Z+· Due to Lemma 2.8 proved in Section 2.8 (applied 

to the adjoint representation) and Remark 2.3a, P consists of mutually local formal 

distributions and therefore we have a formal distribution Lie superalgebra g(F). In 

view of Proposition 2.3 (or rather Remark 2.3b), this leads us to the following 

definition. 

DEFINITION 2. 7. A conformal superalgebra R is a left Z /2Z-graded C [ 8]-mod­

ule R = R 0 E9 R1 with a C-bilinear product a(n)b for each n E Z+ such that the 

following axioms hold (a, b,c ER, m,n E Z+): 

(CO) a(n)b = 0 for ngO , 

00 

(C2) a(n)b = -p(a, b) L(-I)Hna(j) (b(n+j)a) , 
j=O 
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Note that axioms (Cl) and (C2) imply 

(Cl') 

hence{) is a derivation of all n-th products (cf. Proposition 2.3(a)). 

REMARK 2.7a. The operator a(o) is a derivation of all n-th products (due ~o 

(C3)) and it commutes with {) (due to (Cl')). As in the proof of Corollary 2.~ 

it follows (using also (Cl) and (C2)) that, with respect to 0-th product, 8R is a 

2-sided ideal of R such that R/8R is a Lie superalgebra, and that 0-th product 

defines on R a structure of a left R/8R-module for which R/8R commutes with 

<C[8]. 

The notions of a homomorphism, ideal and subalgebra of a conformal superal­

gebra Rare defined in the usual way. Conformal superalgebras form a category with 

morphisms being homomorphisms. An element a ER is called central if a(n)R = 0 

for all n E Z+ (and hence R(n)a = 0, n E Z+)- A conformal superalgebra is called 

finite if it is finitely generated as a <C [ 8]-module. 

An efficient way to handle then-th products of a conformal superalgebra R is 

to introduce the >..-bracket (cf. Section 2.3): 

00 

(2.7.2) [a>.b] = L >,_(n) (a(n)b). 
n=O 

Here >.. is an indeterminate and, as before, >,_(n) stands for >,_n /n!. Due to axiom 

(CO), the >..-bracket defines a <C-linear map 

Due to Proposition 2.3 and Remark 2.3a axioms (Cl)-(C3) are equivalent respec­

tively to 

(Cl)>. 

(C2)>. 

(C3)>. 

[8a>.b] = ->.. [a>.b], 

[a>.b] = -p(a, b) [L>.-aa], 

[a>. [bµcl] - p(a, b) [bµ [a>.c]] = [[a>.bh+µ c]. 
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Axioms (Cl)>. and (C2).>- imply 

(Cl')>-

hence a is a derivation of the .>.-bracket. 

The first application of the .>.-product is the following corollary. 

COROLLARY 2. 7. [DK] Any torsion element a of a finite conformal superalge­

bra R is central. In particular, if R is finite, then, as a C [ 8]-module, R is a direct 

sum of a finite-dimensional ( over CJ central subalgebra and a free C[ 8]-module of 

finite rank. 

PROOF. By definition, we have P(8)a = 0 for some polynomial P, hence 

[P(8)a>-b] = 0 for any b E R, and P(-.>.) [a.>-b] = 0 by (Cl)>-- It follows that 

[a.>-b] = 0 for any b ER, hence a is a central element. □ 

Conformal superalgebras are an effective tool to study formal distribution Lie 

superalgebras. Indeed, if g is spanned by coefficients of a collection F of mutually 

local formal distributions, then P is a conformal superalgebra, due to Proposi­

tion 2.3. Conversely, we may construct a formal distribution Lie superalgebra Lie 

R associated with a conformal superalgebra R as follows. Let Lie R be the quotient 

of the vector space with basis an (a E R, n E Z) by the subspace spanned over (C 

by elements: 

(>.a)n - >-an, (a+ b)n - an - bn, (8a)n + nan-1, where a, b ER,>. E C, n E Z. 

One can check that a formula similar to (2.7.1) gives a well-defined bracket on 

LieR: 

(2.7.3) 

Instead of doing this calculation, we shall use a more conceptual approach. 

The affinization of a conformal superalgebra R is the conformal superalgebra 
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with 8 8 l8l 1 + 1 l8l 8t and the n-th product defined by (a, b E R, f, g E 

C[t,c1], n E Z+): 

(2. 7.4) (a Q9 f)(n)(b ® g) = L (a(n+j)b) Q9 ((aij) f)g). 
jEZ+ 

(We shall see that the affinization of a conformal superalgebra is a straightforward 

generalization of a more naturally looking notion of affinization of a vertex algebra 

introduced by Borcherds; see Section 4.3.) Letting an = a 18) tn, formula (2.7.4) 

becomes (m,n E Z): 

(2.7.5) 

Letting 

LieR = R/8R 

with the bracket induced by the 0-th product on R, (and keeping the notation an for 

its image in Lie R) we obtain, due to Remark 2. 7a, a well-defined Lie superalgebra, 

which is obviously the same as the one introduced above. 

It remains to check the axioms of conformal superalgebra for R. A simple 

calculation shows that the corresponding >.-bracket is given by 

(2.7.6) [a l8l f>. .. b 18) g] = [a.x+a,b] l8l J(t)g(t')lt'=t· 

The verification of axioms is now straightforward. Let us check, for example, axiom 

(C2).x: 

[a l8l f.xb 18) g] = [a.x+a,b] l8l J(t)g(t')lt'=t 

= -p(a, b) [L.x-a,-aa] l8l J(t)g(t')lt'=t 

= -p(a,b) [L.x-8-8,-8,,+8,,a] ®g(t')J(t)lt=t' 

= -p(a, b) [b 18) g _ _x_8a 18) J] . 

REMARK 2.7b. It is clear from (2.7.5) that -118) 8t is a derivation of the 0-th 

product of the conformal superalgebra R. Since this operator commutes with 8, it 

induces a derivation T of the Lie superalgebra Lie R, given by the formula: 
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REMARK 2. 7c. Let R be a conformal superalgebra and suppose that, as a <C [ 8]­

module, 

where V is a vector space ( over <C) and C consists of torsion elements. Then the 

vector space V [t, t-1] EB C is complementary in R, to ail. Hence, as a vector space 

(over <C), LieR ~ V [t,t-1] EB C, where C is a central subalgebra of Lie R (by 

Corollary 2.7). It suffices to check this in two cases: 1) dime V = 1 and C = 0, 

2) V = 0 and dime C = 1, when it is straightforward. It follows, in particular, that 

Tlc=8, 

where T is the derivation of Lie R defined by Remark 2. 7b. 

REMARK 2.7d. The construction of the Lie superalgebra Lie R can be gener­

alized by taking an arbitrary commutative associative algebra A with a derivation 

6 and letting 

with the bracket 

where 61 (fg) = 6(f)g. The operator -106 on R0A induces a derivation ofLieA R, 

giving it a structure of a differential Lie superalgebra, cf. [Rl]. 

Each element a E R gives rise to a formal distribution a(z) = LnEZ anz-n-l 

with coefficients in Lie R. We denote this family of formal distributions by F(R). 

They obviously span LieR and are mutually local since formula (2.7.5) fork= 0 is 

equivalent to 

(2.7.7) [a(z), b(w)] = L (a(j)b) (w)a~lJ(z - w) 
jEZ+ 

and au) b = 0 for j » 0. Hence (Lie R, F(R)) is a formal distribution Lie superalge­

bra. We thus constructed a functor, from the category of conformal superalgebras 

to the category of formal distribution Lie superalgebras. 

Note that F(R)(C Jd(LieR)) is a conformal superalgebra and that the map 

<p: R ➔ F(R) defined by <p(a) = a(z) is a surjective homomorphism of conformal 
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superalgebras. Indeed, r.p preservesj-th products due to (2.7.7), and r.p preserves the 

C[8]-module structure since (8a)n = -nan-1, which means that 8za(z) = (8a)(z). 

LEMMA 2.7. If a E R and the element a_1 E LieR is 0, then a = 0. In 

particular, r.p is an isomorphism of conformal superalgebras. 

PROOF. Define a linear map'¢ : R ➔ R of vector spaces over C by 

'¢ (aci-l) = aUla, '¢ (ati) = 0, where j E Z+· 

Then'¢ ( ail) = 0, hence,(/; induces a map 'lj;: Lie R ➔ R such that 'lj;(a_1) = a. □ 

Recall that to a formal distribution Lie superalgebra (g, F) one canonically 

associates a conformal superalgebra Conf(g, F) = P. This gives us a functor from 

the category of formal distribution Lie superalgebras to the category of conformal 

superalgebras, which we denote by Con£. We also have constructed a functor in 

the opposite direction that canonically associates to a conformal superalgebra R a 

formal distribution Lie superalgebra (LieR, F(R)); we denote this functor by Lie. 

Due to Lemma 2.7, we have: 

Conf(LieR)::: R. 

Furthermore, we have: 

Lie(Conf(g,F)) = (LieF,F). 

By the very definition, the Lie superalgebra g is a quotient of Lie F by an ideal 

that does not contain all the coefficients of a non-zero formal distribution from P. 

Such an ideal is called an irregular ideal of Lie F. Conversely, if g is obtained from 

Lie F as a quotient by an irregular ideal, then Con£ g ::: F. The formal distribution 

Lie superalgebras (LieF,F) and ((LieF)/J,F) are called equivalent. Hence, it 

is natural to call (Lie R, F(R)) the maximal formal distribution Lie superalgebra 

associated to the conformal superalgebra R. 

So, the functor Con£ induces a functor Con£' from the category of equivalence 

classes of formal distribution Lie superalgebras to the category of conformal super­

algebras and the functor Lie induces a functor Lie' going in the opposite direction. 

Thus we have proved the following result. 
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THEOREM 2. 7. The functor Conf' and Lie' are inverse of each other and es­

tablish equivalence between the category of equivalence classes of formal distribution 

Lie super-algebras and the category of conformal super-algebras 

A formal distribution Lie superalgebra (g, F) is called finite if F is a finitely 

generated C[8]-module. Theorem 2.7 reduces the classification of (finite) formal 

distribution Lie superalgebras to the classification of (finite) conformal superalge­

bras. 

Due to Corollary 2.7, the description of finite conformal superalgebras splits 

into two problems: 

1. describe conformal superalgebras that are free (('. [ 8]-modules of finite rank; 

2. find central extensions of conformal superalgebras from 1. with center being 

in torsion. 

The first problem is reduced to solution of a finite system of functional equations 

on a finite set of polynomials in two indeterminates as follows. 
n 

Let R = E9C[8]ai be a Z/2Z graded (('.[8]-module with p(ai), denoted by 
j=l 

p(i), and let [a\ai] = I:k Q~(>..,8)ak. These >..-brackets give rise to a structure of 

a conformal superalgebra on R if Q~ (i,j, k = 1, ... , n) are polynomials in >.. and 

8 subject to the following relations that are equivalent to axioms (C2).x and (C3).x 

respectively: 

n 

(2. 7.9) L ( Q~k(µ, 8 + >..)Q;s (>.., 8) - (-I)P(i)p(j)Q!k(>.., 8 + µ)Qf' 8 (µ, 8)) 
s=l 

n 

= L Q!i(>.., ->.. - µ)Qfk(>.. + µ, 8). 
s=l 

Due to equivalence of (C3).x to the Jacobi identity in Lie R, it suffices to check 

(2.7.9) for all triples 1 ~ i ~ j ~ k ~ n and 1 ~ t ~ n. 

It is clearly impossible to solve these equations directly for n 2: 2. Below 

a solution is presented for n = 1 and R = Ro ( obtained jointly with Minoru 

Wakimoto). 
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We have: R = C[8] a and [a>.a] = Q(>., 8)a, where Q(>., 8) is a polynomial in).. 

and 8 satisfying two equations: 

(2.7.10) Q(>.,8) = -Q(-8- >.,8), 

(2.7.11) Q(µ, 8 + >.)Q(>., 8) - Q(>., 8 + µ)Q(µ, 8) = Q(>., ->. - µ)Q(>. + µ, 8). 

Let Q(>., 8) = ~j=O Cj(>.)8i with Cr(>.) # 0. Comparing coefficients of 82r-l 

in (2.7.11) we obtain: r(>. - µ)cr(>.)cr(µ) = 0 if r > I, a contradiction. Hence 

Q(>., 8) = a(>.)8 + b(>.). Letting)..=µ in (2.7.11), we get Q(>., -2>.)Q(2>., 8) = 0, 

hence Q(>., -2>.) = 0, which means that b(>.) = 2>.a(>.), hence Q(>., 8) = a(>.)(8 + 
2>.). Plugging this in (2.7.10), we see that a(>.) is a constant. Since a can be 

chosen up to a non-zero constant factor, we arrive at two solutions: Q(>.,8) = 0 

and Q(>., 8) = 8+ 2>.. In the first case we get a commutative conformal algebra (i.e. 

all products are trivial), and in the second case we arrive at the Virasoro conformal 

algebra discussed below. 

Now we discuss briefly the second problem, the construction of central exten­

sions: R = R EB C where Rand Care C[8]-submodules of Rand C,>.R = 0. The 

>.-bracket [a>.bf" on RC R is given by 

(2.7.12) [a>.bf" = [a>.b] + a,>.(a, b), 

where [a>.b] is the >.-product on R and a,>.(a, b) = ~n2'.0 >,.(n)an(a, b) is a C-linear 

map R © R ➔ C[>.] ©ic C. The axioms (Cl)>., (Cl')>., (C2)>. and (C3)>. for Rare 

equivalent to the following properties of the 2-cocycle a,>. ( a, b): 

(2.7.13) a>.(8a,b) = ->.a,>.(a,b), a,>.(a,8b) = (8+>.)a>.(a,b), 

(2.7.14) a,>.(a, b) = -p(a, b)a->.-a(b, a), 

(2.7.15) 

As above, these equations are equivalent to a system of functional equations on a 

set of polynomials in two indeterminates. If we take another complement of C in R 
by replacing a ER by a-f(a), where f: R ➔ C is a C[8]-module homomorphism, 

then a,>.(a,b) gets replaced by a'.x(a,b) = a,>.(a,b) + f(a,>.b). The trivial 2-cocycle 
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f(a>..b) defines a trivial extension, and equivalent 2-cocycles a~(a,b) and a>..(a,b) 

define isomorphic extensions. 

One can develop a cohomology theory of conformal superalgebras similar to 

the Lie algebra cohomology (see Section 2.11). The central extensions of R by C 

are then parameterized by H 2 (R, C). 

We consider now three main examples of finite conformal (super)algebras R. 

Due to (Cl) and (Cl') it suffices to define n-th products on the generators of the 

C [ 8]-module R. 

EXAMPLE 2.7a. Let g be a finite-dimensional Lie superalgebra. Recall (see 

Section 2.5) that the associated loop algebra g = g [t, t-1] is a formal distribution 

Lie superalgebra with the family F consisting of currents a(z) = I':n (atn) z-n-l 

where a E g. Recall that (cf. (2.5.5)): 

[a(z), b(w)] = [a, b] (w)b(z - w). 

Hence the conformal superalgebra associated to (g, F) is C[8] @cg with a structure 

of a conformal superalgebra defined on a, b E g by 

(2.7.16) 

This is called the current conformal superalgebra associated to g. It is denoted by 

Cur g. 

The following formula defines a 2-cocycle on Cur g with values in the trivial 

C[8]-module C (a, b E 1@ g C Cur g): 

(2.7.17) a1 (a, b) = (alb), am(a, b) = 0 if m f 1, 

where (-1-) is a supersymmetric invariant bilinear form on g. It is easy to see 

that (2. 7.17) gives all 2-cocycles, up to taking for a 0 a 2-cocycle on g, provided 

that [g, g] = g. In particular, if g is a simple finite-dimensional Lie algebra, then 

(2. 7.17) gives all 2-cocycles, up to equivalence. The corresponding central extension 

is the conformal superalgebra Confg associated to the current algebra g defined in 

Section 2.5. It follows from Remark 2.7c that Lie(Confg) = g and Lie(Cur g) = g, 
i.e. both fi and g are maximal formal distribution Lie superalgebras. Note that 

I= g [t, t-1] P(t), where P(t) is a non-invertible Laurent polynomial, is an irregular 
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ideal of g, hence the formal distribution Lie algebras g and g/ I are equivalent (i.e. 

give rise to the same conformal algebra). 

EXAMPLE 2.7b. Let Vect ex denote the Lie algebra of regular vector fields on 

ex. It has a basis Ln = -tn+l8t (n E Z) with commutation relations 

This is a formal distribution Lie algebra with the family F consisting of a single 

formal distribution 

n 

Either directly (cf. Theorem 2.6) or using (2.1.10) we obtain: 

[L(z),L(w)] = 8wL(w)c5(z - w) + 2L(w)8wc5(z - w). 

Hence the conformal algebra associated to (Vect ex, { L(z)}) is Conf (Vect ex) = 

e [ 8] L, with products: 

(2.7.18) 

This is called the Virasoro conformal algebra and is denoted by Vir. It has been 

already encountered above in terms of the ,\-bracket: [L.xL] = (8 + 2,\)L. 

One can show that this conformal algebra has a unique, up to equivalence, 

2-cocycle, which is given by 

(2.7.19) 

The corresponding central extension is the conformal algebra Conf(Vir) associated 

to the Virasoro algebra (see Section 2.6). Note that both Vect ex and Vir are 

maximal formal distribution Lie algebras. Both have no irregular ideals. 

EXAMPLE 2.7c. The obvious semidirect sum (Vect ex) + g defined by 

[f(t)8t, a 18) g(t)] = a 18) f (t)8tg(t) is a maximal formal distribution Lie algebra with 

no irregular ideals. One has: 

[L(z), a(w)] = (8wa(w)) c5(z - w) + a(w)8wc5(z - w). 
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Hence the associated to (Vect ex ) + g conformal algebra is the semidirect sum 

Conf(Vect ex) + Cur g, defined by (a E g): 

(2.7.20) 

In conclusion of this section we state without proofs the results of [DK] on 

classification of finite conformal algebras. 

A conformal (super)algebra is called simple if it is not commutative and it 

contains no nontrivial ideals. The paper [DK] contains a proof of Conjecture 2. 7 

stated in the first edition of this book: 

Any simple finite conformal algebra is isomorphic either to a current conformal 

algebra Cur g, where g is a simple finite-dimensional Lie algebra, or to the Virasoro 

conformal algebra. 

Of course, translating this into the language of formal distribution Lie alge­

bras, we obtain the following result: Any finite formal distribution Lie algebra 

which is simple (i.e. any its non-trivial ideal is irregular) is isomorphic either to 

(VectCx,{L(z)}) or to a quotient of (g,{a(z)la E g}) where g is a simple finite­

dimensional Lie algebra. 

The C-span of all elements of the form a(m)b of a conformal (super)algebra R, 

m E Z+, is called the derived algebra of R and is denoted by R'. It is easy to 

see that R' is an ideal of R such that R/ R' is commutative. We have the derived 

series R ::) R' :J R" :J .... A conformal (super)algebra is called solvable if the 

n-th member of this series is zero for ngO. A conformal (super)algebra is called 

semisimple if it contains no non-zero solvable ideals. The second main result of the 

paper [DK] states that any finite semisimple conformal algebra is a direct sum of 

conformal algebras of the following types: 

(i) current conformal algebra Cur g, where g is a semisimple finite-dimensional 

Lie algebra, 

(ii) Jlirasoro conformal algebra, 

(iii) the semidirect sum of (i} and (ii}. 

The proof of these results uses heavily Cartan's theory of filter~d Lie algebras. 

As we shall see in Sections 5.9 and 5.10, the list of simple finite conformal 

superalgebras is much richer than that of conformal algebras. 
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2.8. Conformal modules and modules over conformal superalgebras 

Let g be a Lie superalgebra and let V be a g-module. We say that formal 

distributions a(z) E g [[z,z-1]] and v(z) E V [[z,z-1]] form a local pair if the 

formal distribution a(z)v(w) EV [[z,z-1,w,w-1]] is local, i.e. 

(2.8.1) (z-w)Na(z)v(w) =0 for NgO. 

It follows from Corollary 2.2 that (2.8.1) is equivalent to 

(2.8.2) 
N-1 

a(z)v(w) = L (a(w)u)v(w)) a}j><5(z - w), 
j=O 

where a(w)(j)v(w) EV [[w,w-1]] is defined by 

(2.8.3) a(w)(j)v(w) = Resz(z - w)ia(z)v(w). 

DEFINITION 2.8a. Let (g, F) be a formal distribution Lie superalgebra and let 

V be a g-module spanned over <C by coefficients of a family E of formal distributions 

such that all pairs (a(z), v(z)), where a(z) E F and v(z) EE, are local. Then (V, E) 

is called a conformal module over (g, F). 

The following is a representation-theoretic analogue of Dong's lemma proved 

in Section 3.2. 

LEMMA 2.8. Let V be a module over a Lie superalgebra g, let a(z), b(z) E 

g [[z,z-1]] andv(z) EV [[z,z-1]]. 

(a) If (a(z), v(z)) is a local pair, then both pairs (8a(z), v(z)) and (a(z), 8v(z)) are 

local. 

(b) If all three pairs (a(z),b(z)), (a(z),v(z)) and (b(z),v(z)) are local, then the 

pairs (a(z)(j)b(z),v(z)) and (a(z),b(z)(j)v(z)) are local for eachj E Z+. 

PROOF. (a) is clear. In order to prove the first part of (b) we may assume that 

all three pairs satisfy (2.3.2) and (2.8.1) respectively for some N E Z+ Then we 
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have: 

(z - w) 3N (a(z)u)b(z)) v(w) 

2N 

= (z - w)N Resu ~ (2~) (z - u)i(u - w) 2N-i(u - z)i[a(u), b(z)]v(w). 

The summation over i in the right-hand side may be replaced by that from O to N 

since a(u) and b(z) are mutually local. Hence it can be written as follows: 

(z - w)N Resu(u - w)N P(z,u,w)(u - z)i(a(u)b(z)v(w) - b(z)a(u)v(w)) 

for some polynomial P. But this is zero since both pairs (b,v) and (a,v) are local, 

which proves that the pair ( a(j) b, v) is local. 

Next, using the first part of lemma, we may find N for which all pairs (b(j)a, v) 

and (a,v) satisfy (2.8.1). Then we have: 

a(z) (b(w)(j)v(w)) = Resu a(z)b(u)v(w)(u - w)i 

= - Resu([b(u), a(z)]v(w) - b(u)a(z)v(w))(u - w)i 

= - Resu ( ~ (b(z)(i)a(z)) v(w)8ii)8(u - z) - b(u)a(z)v(w) }u - w)i, 

hence (z - w)N a(z) (b(w)(j)v(w)) = 0. □ 

Lemma 2.8 shows that the family E of a conformal module (V, E) over (9, F) 

can always be included in its closure, i.e. the minimal family E which is still local 

with respect to F and such that C[8].E C E and a(j)E C E for all a E F and 

j E Z+- The same lemma shows that Eis local with respect to P. Thus, we obtain 

the following corollary. 

COROLLARY 2.8. (a) If a Lie superalgebra 9 is generated (as an algebra) by 

coefficients of a \family of mutually local formal distributions F, then (9, F) is a 

formal distribution Lie superalgebra. 

(b) If V is a module over a formal distribution Lie superalgebra (9, F), generated 

(as a module} by coefficients of a family E of formal distributions- such that all pairs 

(a(z), v(z)), where a(z) E F, v(z) EE, are local, then (V, E) is a conformal module 

over (9, F). 
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Note that conformal modules over a formal distribution Lie superalgebra (fl, F) 

form a category with morphisms r.p: (V,E) ➔ (Vi,E1) being fl-module homomor­

phisms r.p: V ➔ Vi such that r.p(E) C E1. 

The same calculation as in the proof of Proposition 2.3 gives for all a( w), b( w) E 

fl [[w,w-1]] and v(w) EV [[w,w-1]] the following relations: 

(2.8.4) 

(2.8.5) [a(w)(m),b(w)(n)] v(w) = t (7) (a(w)(j)b(w)\m+n-j) v(w). 

(here [,] is the bracket of operators on E.) It follows from (2.8.5) by induction on 

m (or from (2.8.9) below) that a(j)E EE for all a E F and j E Z+ 

Thus, any conformal module (V, E) over a formal distribution Lie superalgebra 

(fl, F) gives rise to a conformal module M(V) = E over the conformal superalgebra 

P, defined as follows. 

DEFINITION 2.8b. A module Mover a conformal superalgebra Risa left Z/2Z­

graded C[8]-module with Clinear maps a i--+ a1(;.) of R to EndicM for each n E Z+ 

such that the following properties hold for a, b ER, v EM, m, n E Z+: 

(Ml) (8a)1(;.)v = [aM,at;.)] V = -na1(;._1)V, 

(M2) [a~)' bt';.)] v = t (7) (au)b)~+n-j) v. 

An R-module M is called conformal if it satisfies the property 

(MO) at';.) v = 0 for n » 0. 

REMARK 2.8a. We have in an arbitrary module Mover a conformal superalge­

bra R: (8R)(o)M = 0, hence the map R(o)M ➔ M endows M with the structure of 

a module over the Lie superalgebra R/8R with respect to the 0-th product (cf. Re­

mark 2.7a) which commutes with aM. Thus, we get the R/8R-module M/8M M. 

Using this remark, conversely, as in Section 2.7, we canonically associate to a 

conformal module M over a conformal superalgebra Ra conformal module V(M) 

over the formal distribution Lie superalgebra Lie R as follows. First, we construct 

the affinization module M = M [t, t-1] over the conformal superalgebra R by 
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letting f)M = aM ® 1 + 1 ® at and defining for a E R, v E M, !, g E C [ t, C 1], 

nE Z+: 

(2.8.6) (a@f)t;,/v®g) = L (at;.+j)v) ® ((a!1lf)g). 
jEZ+ 

Then we let V (M) = M / fJM M with the action of Lie R induced by the 0-th action: 

Letting, as before, an = a® tn and Vn = v ® tn, we obtain from (2.8.6) an explicit 

formula for the action of LieR on V(M) (a ER, v EM, m, n E Z): 

(2.8.7) 

The (Lie R, R)-module (V ( M), E ( M)), where 

E(M) = { v(z) = L VnZ-n-l Iv EM}, 
n 

is conformal, E(M) being canonically isomorphic to the R-module M. 

Proofs of these facts are similar to those in Section 2. 7. The calculations, as 

before, are greatly simplified by introduction of the >.-action (a E R, v E M): 

00 

arv = L >,.(n)at;,)v EM[[>.]]. 
n=O 

Then axioms (Ml) and (M2) become respectively: 

(Ml)>. 

(M2)>. 

(8a)rv = [8M, ar] = -Aar V, 

[ar,b:] v = [a>.b]~µv 

Axiom (MO) means that ar v EC[>.] ®ic M. 

REMARK 2.8b. Replacingµ byµ - ).. in (M2)>., we invert (M2)>.: 

(2.8.8) 

Equivalently: 
\ 

(2.8.9) 
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Let R be a conformal superalgebra. We have constructed a functor from the 

category of conformal (Lie R)-modules to the category of conformal R-modules by 

sending (V, E) to M(V) = E, and a functor in the opposite direction by send­

ing M to (V(M),E(M)). As in Section 2.7, it is easy to see that these functors 

induce equivalence between the category of equivalence classes of conformal (Lie R)­

modules and the category of conformal R-modules. 

The following proposition is proved in the same way as Corollary 2.7. 

PROPOSITION 2.8. Let M be a module over a conformal superalgebra R. Then 

(a) Any torsion element of R acts trivially on M. 

(b) Any torsion element v E M is an invariant of R, i.e. Rt:,) v = 0 for all n E Z+. 

An R-module M is called finite if it is finitely generated as a C[8]-module. 

An example of a conformal R-module, is, of course, the adjoint module R given 

by a f--+ a~) = a(n). It is finite iff R is finite. 

We consider now the basic examples of finite conformal modules over finite 

conformal algebras. 

EXAMPLE 2.8a. Let g be a finite-dimensional Lie algebra and let Ube a finite­

dimensional g-module. Then U := U [t, t-1] is naturally a ii-module. Letting 

E = { u(z) := LnEZ ( utn) z-n-l = u6(z - t) I u E U}, we obtain a conformal mod­

ule (U, E) over the current formal distribution Lie algebra (ii, F). Indeed, using 

(2.1.9), we obtain (a E g, u EU): 

a(z)u(w) = (au)(w)6(z - w). 

Hence the associated to U module over the current conformal algebra Cur g is 

M(U) = C[o] 181c U defined by (a E g, u EU): 

(2.8.10) a(o)u = au, a(j)u = 0 for j > 0. 

The module M (U) is finite and conformal, and it is irreducible iff U is a nontrivial 

irreducible g-module. 

EXAMPLE 2.8b. Let ~ and a be complex numbers. Consider the representation 

of the Lie algebra Vect ex on the following space of densities: 
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The action is defined as follows (f(t) E C[t,t-1], g(t) E C[t,t-1] e-°'t): 

f(t)8t (g(t)(dt) 1-Ll) = (f(t)8tg(t) + (1- A)g(t)8tf(t)) (dt) 1-Ll. 

Introduce the F(A, a)-valued formal distribution 

m(z) := I: (tne-°''(dt)1-Ll) z-n-l = c5(t - z)e-°''(dt) 1-Ll. 

nEZ 

Recalling that L(z) = -c5(t-z)8t (see Example 2.7b), and using (2.1.9), we obtain: 

L(z)m(w) = ((8w + a)m(w)) c5(z - w) + 6.m(w)8wc5(z - w). 

Hence (F(A, a), {m(z)}) is a conformal module over (Vect ex, {L(z)}), and the as­

sociated finite conformal module over the Virasoro conformal algebra is M(A, a) = 
C[8]m defined by 

(2.8.11) 

It is clear from the formula: 

L>.(P(8)m) = P(8 + .\)(8 +a+ 6.-\)m, P(8) E C[8], 

that the module M(A, a) is irreducible if A =f. 0, and that (8 + a)M(O, a) is a 

nontrivial submodule of M(O, a). 

EXAMPLE 2.8c. The formal distribution Lie algebra Vect ex + 9 considered 

in Example 2.7c acts naturally on the space F(tl.,a) ®ic U (cf. Examples 2.8a, 

2.8b). This is a conformal module. The associated finite conformal module over 

the correspoding conformal algebra Conf (Vect ex )+Cur g is M(A, a, U) = C[8]®U 

defined by (a E 9, u E U): 

(2.8.12) 

This module is irreducible iff th"-9-module U is irreducible and U is non-trivial if 

A=O. 
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2.9. Representation theory of finite conformal algebras 

Let R be a conformal superalgebra and let (Lie R, R) be the associated max­

imal formal distribution Lie superalgebra (see Section 2.7). Recall that the Lie 

superalgebra LieR admits a (even) derivation T defined by (see Remark 2.7b): 

(2.9.1) T(an) = -nan-l, a ER, n E Z. 

It is clear from (2.7.3) that 

(LieR)- = C-span of {anla ER, n E Z+} 

is a subalgebra of the Lie superalgebra Lie R. It is called the annihilation algebra. 

(This subalgebra will annihilate the vacuum vector in the future vertex algebra, cf. 

Section 4.7, hence the name.) It is clear from (2.9.1) that (LieR)_ is T-invariant, 

hence we may form the semi-direct sum (Lie R)- = CT + (Lie R) _, called the 

extended annihilation algebra. 

Comparing formulas (2.7.4), (2.9.1) and definition of LieR with the definition 

of an R-module, we arrive at the following simple (but important) observation. 

REMARK 2.9a. A module Mover a conformal superalgebra R is the same as a 

module over the extended annihilation algebra (Lie R)-. This R-module is confor­

mal iff the following property holds: 

(2.9.2) anv = 0 for a E R, v E M, n90. 

A module over (Lie R)- satisfying (2.9.2) is called a conformal (Lie R)--module. 

A (Lie R)- -module is called finite if it is finitely generated as a C[T]-module. 

REMARK 2.9b. Let M be a module over a conformal superalgebra R and let 

V(M)_ be the C-span of { Vn E V(M)ln E Z+}- This is a (LieR)--submodule of the 

LieR-module V(M), called the annihilation submodule. It follows from definitions 

that the R-module Mis isomorphic to the (LieR)--module V(M)/V(M)_. 

Now, choose a system of generators {a°'} of i! := (LieR)- viewed as a C[T]­

module. Then we may define a descending system of subspaces 

(2.9.3) 
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by letting .Cn = C-span of { aj / a E R, j ~ n}. It clearly has the property 

(2.9.4) 

This leads us to the following lemma. 

LEMMA 2.9. [CK2] Let£ be a Lie superalgebra with a descending system of 

subspaces (2.9.3) and an element T satisfying (2.9.4). Let M be an £-module and 

let 

(a) Provided that U is a subspace of Mn such that Un Mn-I = 0 and n ~ 1, one 

has: C[T]U = C[T] 181c U. In particular, dim U < oo if M is a finitely generated 

C[T]-module. 

(b)Suppose that Mn -:f. 0 for some n E Z+ and let N denote the minimal such n. 

Suppose that N ~ l. Then provided that£= CT+ £ 0 , that .Co is a subalgebra of 

£ and [£0 , £N] C £N (so that .CoMN C MN), the irreducibility of the £-module M 

implies 

(2.9.5) 

hence the irreducibility of the .Co-module MN. Conversely, if the £ 0 -module MN 

is irreducible and has no non-zero vectors annihilated by £N-I, then the £-module 

(2. 9. 5) is irreducible. 

PROOF. Let La and Ra denote the operator of left and right multiplication by 

an element a of an associative algebra A. Using Ra = La - ad a and the binomial 

formula, we get the following well-known formula in A: 

(2.9.6) a,g EA. 

Let { vi}iEI be a IC-linearly independent set of vectors in U generating the 

C[T]-module C[T]U. Suppose that °I:iPi(T)vi = 0, where Pi(T) E C[T], and not 

all Pi(T) = 0. Let m be the maximal degree of the Pi(T)'s. We write Pi(T) = 
'I:']:0 CijTi, Cij EC, so that we have Cim -:f. 0 for some i. Using (2.9.6) and (2.9.4), 
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we have, since n 2: 1: 

We have therefore 

0 = £n+m-l ~Pi(T)vi = ~ Cim£n-IVi = £n-l ( :~:::>imVi) • 
i i i 

Since Li CimVi f 0, we arrive at a contradiction, proving (a). 

Under the assumptions of (b), if M is an irreducible £-module, then M = 
C[T]MN, hence by (a), (2.9.5) holds and MN must be an irreducible £ 0-module. 

Conversely, if the £ 0-module MN is irreducible, but the £-module (2.9.5) is re­

ducible, then a non-trivial quotient of the latter would contradict (a) for U 

□ 

Now it is easy to classify all finite conformal irreducible modules over the most 

important finite conformal algebras. An R-module Mis called trivial if at';,)m = 0 

for all a E R, m E M, n E Z+ 

THEOREM 2.9. Let R be a conformal algebra of one of the three types described 

by Examples 2.7a-2.7c. Then a complete list of non-trivial conformal finite irre­

ducible R-modules M is as follows. 

(a) If R is the current conformal algebra Cur g, where g is a finite-dimensional 

semisimple Lie algebra, then M ~ M ( U), where U is a non-trivial finite-dimensional 

irreducible g-module (see Example 2.8a). 

(b) If R is the Virasoro conformal algebra, then M ~ M(-6., a) with .6. f O (see 

Example 2.8b). 

( c) If R is the semi-direct sum of the Virasoro conformal algebra and the cur­

rent conformal algebra Cur g, where g is a finite-dimensional Lie algebra, then 

M ~ M(-6., a, U), where U is a finite-dimensional irreducible g-module which must 

be non-trivial if .6. = 0 (see Example 2.8c). 

PROOF. Let R = Cur g. Then we have: 

£ := (LieR)- =CT+ g[t], T = -8t, 
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with the filtration .Cn = 9[t]tn, n E Z+. Let M be an irreducible R-module. Then, 

by Remark 2.9a, it is a conformal £-module and we may apply Lemma 2.9. If 

N ~ 1, we have (2.9.5), where MN is an irreducible £ 0 /,CN-module. If, in addition, 

M is finite module, then dime MN < oo, and we may apply a well-known result 

from Lie algebra theory (see e.g. [Se]) to show that MN is an irreducible 9[t]-module 

with trivial action of 9[t]t. 

If N = 0, then MN is a trivial 9[t]-module, hence an £-submodule of M, hence 

M = MN and M is a trivial R-module. This proves (a). 

Let Vir be the Virasoro conformal algebra. Then we have: 

(Lie Vir )- = CT + Vect C, 

where Vect C = ffinEZ+etnat and Tacts on it as - ad8t, It follows that (Lie Vir)­

is a direct sum (as ideals) of the commutative Lie algebra C(T + 8t) and the Lie 

algebra ,C := Vect C. Let M be an irreducible Vir-module. By Remark 2.9a, it is 

an irreducible (Lie Vir)--module. Hence T + 8t acts as a scalar, which we denote 

by a and ,C acts irreducibly on M. Define the following filtration on ,C : .Cn = 
EBj~n(Cti+I 8t and apply Lemma 2.9. If N ~ 1, we argue in the same way as in the 

case (a) to show (2.9.5) with MN irreducible and to show that M ~ M(D..., a) with 

6.. f O if M is finite. If N = 0, then it is easy to see that M is the 1-dimensional 

trivial £-module, proving (b). 

The proof of ( c) is similar. □ 

A conformal (9, F)-module (V, E) is called finite if Eis a finitely-generated (('.[8]­

module and is called irreducible if it contains only irregular non-zero submodules. 

( As before a submodule I C V is called irregular if it does not contain all coefficients 

of a non-zero formal distribution from E.) A conformal (9, F)-module (V, E) is 

called trivial if 9V = 0. In view of the discussion in Section 2.8, Theorem 2.9 is 

equivalent to the following corollary. 

COROLLARY 2.9. All non-trivial finite irreducible conformal modules over the 

loop algebra ii, where 9 is a finite-dimensional semisimple Lie algebra, over the Lie 

algebra Vect ex , and over their semi-direct sum are respectively; quotients of loop 

modules U, where U is a non-trivial finite-dimensional irreducible 9-module; the 
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density modules F(Ll,a), where Li¥ O; and the modules Oe-at(dt) 1-b.., where U 

is a finite-dimensional irreducible g-module which must be non-trivial if Li = 0. 

In conclusion of this section, we show how one uses Lemma 2.9 in order to prove 

an analogue of classical Lie theorem on representations of solvable Lie algebras. 

CONFORMAL ANALOGUE OF LIE THEOREM [DK]. Let M be a finite conformal 

module over a finite solvable conformal algebra R. Then there exists a common 

eigenvector (with eigenvalues in CJ of all the operators af;,), where a E R, n E Z+· 

PROOF. We prove the theorem by induction on the lexicographically ordered 

pair (rank R, dim tor R) of non-negative integers. 

Let S C R be the last non-zero member of the derived series of R. Then S is 

commutative and R(j)S CS for all j E Z+ Hence we have a representation of R/S 

in S. By the inductive assumption applied to the conformal algebra R/S, we may 

deduce that there exists a non-zero element b E S such that: 

(2.9.7) R(j)b E Cb for j E Z+. 

Consider the Lie algebras of operators on M 

fl = (Lie R)1! = L <eafl) 
aER,jEZ+ 

and 

b = aJM + L Cbtf) 
jEZ+ 

with the filtration 

bn = LCbfJ)· 
j"2_n 

(2.9.8) 

Let Mn= {v E Mlbnv = O}, and let N be the minimal n E Z+ such that Mn¥ 0. 

Case 1. N = 0. Then, due to (2.9.8), Mo is a non-zero R-submodule, hence a 

R/C[a]b submodule, and we may apply the inductive assumption. 
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Case 2. N ;:=: 1. Then, by Lemma 2.9 applied to the b-module M, dime MN< 

oo. By (2.9.8), 9MN C MN, and since fJ is a solvable Lie algebra, we may apply 

the classical Lie theorem (see e.g. [Se]) to find an eigenvector for fJ in MN. □ 

2.10. Associative conformal algebras and the general conformal algebra 

Some of the main examples of Lie algebras are associative algebras with the 

Lie bracket. Here we discuss a similar construction in the "conformal" framework. 

Let A be an associative algebra over <C. Two A-valued formal distributions a(z) 

and b(w) are called local (or form a local pair) if the formal distribution a(z)b(w) 

is local. Due to Corollary 2.2, we have the expansion into a finite sum for any local 

pair of A-valued formal distributions: 

(2.10.1) a(z)b(w) = L (a(w)1b(w)) afjlJ(z - w), 
jEZ+ 

where 

(2.10.2) a(w)1b(w) = Resz(z - w)1a(z)b(w). 

Suppose that the algebra A is spanned by coefficients of a family F of pairwise 

local formal distributions. Then (A, F) is called a formal distribution associative 

algebra. 

As before, we consider the closure F of F, which is the minimal <C[a)-module 

containing F and closed under all products (2.10.2). All pairs from Fare local due 

to an "associative" analogue of Lemma 2.8 (which is easy to prove). 

As before, the properties of the products a(w)1b(w) on Fare neatly described 

in terms of the >.-product 

a(whb(w) = L >.Ula(w)1b(w). 
jEZ+ 

As in the Lie algebra case, this leads us to the notion of an associative conformal 

algebra. This is a <C[a)-module R endowed with the >.-product R@cR ➔ <C[>.] @ic R, 

denoted by a;,..b, satisfying the following axioms: 

(Al);,.. 

(A2);,.. 

(aa);,..b = ->.a;,..b, a;,..ab = (8 + >.)(a;,..b), 
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Of course, writing a>,.b = ~jEZ+ >.Jilajb, one may write equivalent axioms for the 

products ajb. 

As in the Lie algebra case, we have an associative conformal algebra P associ­

ated to any formal distribution associative algebra (A, F). Conversely, introducing 

the affinization R of an associative conformal algebra R, we may construct the for­

mal distribution associative algebra AssR = R/8R, in the same way as we did in 

Section 2.7 for Lie algebras. As in the Lie algebra case, this establishes a bijective 

correspondence between associative conformal algebras Rand families of formal dis­

tribution associative algebras obtained from Ass R as quotients by irregular ideals. 

Similarly, one defines conformal modules over formal distribution associative alge­

bras and establishes their correspondence to conformal modules over associative 

conformal algebras as in Section 2.8. A conformal module over an associative con­

formal algebra Risa C[8]-module M endowed with a C-linear map R ➔ C[.X] 18lc M, 

denoted by a t-+ af, satisfying the properties: 

(8a)f = [aM,af] = -.Xaf, a ER, 

a1{ b~ = (a>.b)~µ, a, b ER. 

REMARK 2.10a. Let (A,F) be a formal distribution associative algebra. Then 

(A0 P, F), where A0 P is the associative algebra with the opposite multiplication, is 

a formal distribution associative algebra as well. Translating into the language 

of associative conformal algebras, we see, using Proposition 2.3(b), that, given 

an associative conformal algebra R with .\-product a>.b, its opposite associative 

conformal algebra R0 P has ,\-product L>.-aa. In particular, the .\-bracket 

(2.10.3) 

makes Ra conformal algebra (satisfying axioms (Cl)>.-(C3)>.). 

REMARK 2.10b. An associative conformal superalgebra R is simply a 'll/2'll­

graded associative conformal algebra. The .\-bracket ( cf. Section 2.3) 

turns R into a conformal superalgebra. 
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An associative conformal algebra A is called commutative if 

Obviously, commutative associative conformal algebras correspond to formal dis­

tribution commutative associative algebras. It would be very interesting to develop 

an algebraic geometry based on commutative associative conformal algebras. 

Now we turn to examples. 

EXAMPLE 2.10a. If A is an arbitrary associative algebra, then the correspond­

ing current algebra A [t, t-1] is a formal distribution associative algebra with the 

family F = { a(z) = Ln (atn)z-n-l / a E A} of local formal distributions. Indeed, 

we have: 

a(z)b(w) = (ab)(w)6(z - w). 

The corresponding associative conformal algebra is R = C[a] 18lic A with >.-product 

a>.b = ab, a,b EA. 

A much more interesting example is the following. 

EXAMPLE 2.10b. Let DifH.::x be the associative algebra of regular differential 

operators on ex. It has a basis t18'f', j E Z, m E Z+· Introduce the formal 

distributions (m E Z+): 

Jm(z) = L)1(-8t)mz-j-l = 6(t- z)(-8t)m. 
jEZ 

Using (2.1.10) (for n = 0), we obtain: 

Jm(z)r(w) =ft(~) ({)al-iJm+n-i(w)8~6(z-w). 
1=0i=O J 

It follows that the family F = {Jm(z)/m E Z+} consists of pairwise local formal 

distributions with products: 

(2.10.4) Jm(w)ir(w) = ti{;) ({)al-iJm+n-j(w). 

Hence (Diff ex , F) is a formal distribution associative algebra. The corresponding 

associative conformal algebra is 
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with the .>.-product, derived from (2.10.4) being as follows (m, n E Z+): 

(2.10.5) Jm).r = f (n:) (>- + a)i Jm+n-j. 
j=O J 

Consider the obvious representation of the algebra Diff ex on the space e [ t, t-1]. 

Letting v(z) = EnEZtnz-n-l = 8(z - t), we obtain, using (2.1.10): 

(2.10.6) 
m 

Jm(z)v(w) = L m(m - 1) ... (m - j + l)a:;:-iv(w)a}jl8(z - w). 
j=O 

Hence (e [t, c 1] , {v(w)}) is a conformal module over (Diff ex, F). The associated 

conformal module over Conf(Diff ex, F) is C[8]v with the >.-action obtained from 

(2.10.6) to be given by 

(2.10.7) 

(A simpler way to derive formulas (2.10.5) and (2.10.7) is to use Lemma 2.2.) 

A matrix generalization of this example is also important. 

EXAMPLE 2.10c. The associative algebra 

of all N x N matrix valued regular differential operators on ex is a formal distri­

bution associative algebra with the family of pairwise local formal distributions 

The associated associative conformal algebra is 

with .>.-products 

(2.10.8) JA).JB = :E (n:) (>- + a)i J";,:n-j. 
j=O J 

The obvious representation of DiffNex on the space e[t,t-1] 0 eN is an irre­

ducible conformal module with the family E = { Va ( w) = v( w) 0 ala E eN}. The 

associated ( conformal) module over Conf(DiffN ex, F) is C[8] 0ic eN with the >.­

action 

(2.10.9) 
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A more conceptual understanding of Example 2.10c is given by Proposition 2.10 

below. 

DEFINITION 2.10. Let U and V be two C[a]-modules. A conformal linear map 

from U to V is a C-linear map a : U-+ C[>.] 0c V, denoted by a>. : U-+ V, such 

that 

(This equation means: av a,>. - a,>.au = ->.a,>..) Denote the vector space (over q 
of all such maps by Chom(U, V). It has a canonical structure of a C[a]-module: 

REMARK 2.10c. Let U and V be modules over a conformal algebra R. Then 

the C[a]-module H := Chom(U, V) carries an R-module structure defined by (a E 

R, cp E H, u E U): 

Hence one may define the contragredient conformal R-module U* = Chom(U, q, 
where (('. is the trivial R-module and C[a]-module, and the tensor product of R­

modules: U 0 V = Chom(U*, V). It is easy to see that the R-module Chom(U, V) 

is conformal iff both U and V are finite conformal R-modules. 

In the special case U = V we let Cend V = Chom(V, V). Provided that V 

is a finite C[a]-module, the C[a]-module Cend V has a canonical structure of an 

associative conformal algebra defined for a, b E Cend V by 

(2.10.10) 

Indeed, axiom (Al)>. is immediate, while axiom (A2)>. is obtained from (2.10.10) 

by replacingµ byµ+>.. Finally, it is easy to show that a,>.b depends polynomially 

on >. using that V is a finite C[a]-module. 

REMARK 2.10d. By the very definition, a structure of a conformal module over 

an associative conformal algebra R in a finite C[a]-module V. is the same as a 

homomorphism of R to the associative conformal algebra Cend V. 
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The >.-bracket (2.10.3) on Cend V, where V is a finite C[8]-module, makes it a 

conformal algebra, which we denote by gc V and call the general conformal algebra. 

The second term of the bracket (2.10.3) can be simplified: 

- (b->.-aa): V = - L ( (->. - a)(n) (bna)): V = - (bµ->.a): V = -br-A ( ar V) . 
n2::0 

Thus the >.-bracket of gc V looks as follows: 

(2.10.11) 

REMARK 2.lOe. Formula (2.10.11) shows that a structure of a conformal mod­

ule over a conformal algebra Rina finite C[8]-module V is the same as a homo­

morphism of R to the conformal algebra gc V. 

For a positive integer N we let CendN = Cend<C[8]N, gcN = gc<C[8]N (where 

C[8]N is the free C[8]-module of rank N). Recall that we have a representation 

of the associative conformal algebra Conf(Diff ex) in qaJN defined by (2.10.9). 

By Remark 2.10d this gives us a homomorphism r.p : Conf (DiffN ex) ➔ CendN 

of associative conformal algebras. Likewise, by Remark 2.lOe we get a confomal 

algebra homomorphism 'P- : Conf (DiffN ex, F) ➔ gcN, where DiffN ex stands 

for DiffN ex with the usual Lie bracket. 

PROPOSITION 2.10. [DK] The homomorphisms r.p and 'P- are isomorphisms. 

PROOF. We have by (2.10.9): 

This formula shows that r.p and 'P- are injective. The same formula shows that 

r.p and 'P- are surjective since a conformal linear map is determined by its values 

on a set of the generators of a <C[8]-module, but the polynomials >.k (>. + a)mv 

(k, m E Z+, v E CN) span over (C the space <C[>., 8] l8l (CN. □ 

REMARK 2.lOf. The associative conformal algebra CendN and the general con­

formal algebra gcN are interesting examples of simple algebras which are not finite 

(but have finite Gelfand-Kirillov dimension). It is an interesting open problem to 

classify such algebras. A related open problem is to classify infinite subalgebras of 

CendN and gcN which act irreducibly on <C[8]N. (For a classification of such finite 

algebras see [DK].) 
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2.11. Cohomology of conformal algebras 

This section is an exposition of some of the results of the paper [BKV]. (A 

generalization to the super case is straightforward by making use of the usual sign 

rule.) 

DEFINITION 2.lla. An n-cochain (n E Z+) of a conformal algebra R with co­

efficients in an R-module over it is a C-linear map 

where M[A1, ... , An] denotes the space of polynomials with coefficients in M, sat­

isfying the following conditions: 

(2.11.1) 'Y>- 1 , ... ,.x,. (a1, ... , aai, ... , an)= -Ai'Y>-1 , ... ,.x,. (a1, ... , ai, ... , an), 

(2.11.2) 
'Y is skew-symmetric with respect to simultaneous 

permutations of ai 's and Ai 's. 

We let R®0 = C, so that a 0-cochain 'Y is an element of Mand (d'Y).x(a) = a.x'Y­

Sometimes, when the module M is not conformal, one may consider formal power 

series instead of polynomials in this definition. 

We define a differential d of an n-cochain 'Y as follows: 

n+l 
="(-l)i+i'Y, '·, (a1,••·,ai,•··,an+l) ~ Al,•••,Ai,•••,An+l 

i=l 

n+l 

+ "(-l)i+i'Y,.+'·, '· '· , ([ai_x.aj],a1, ... ,ai,···,aj,•··,an+l), L..J A1, A3 ,Al,•••,Ai,•••,A3 , •• ,,An+l t 

i,j=l 
i<j 

where 'Y is extended linearly over the polynomials in Ai-

REMARK 2.lla. Property (2.11.1) implies the following relation for an 

n-cochain '}': 

LEMMA 2.11. 

(b) d2 =0. 

(a) The operator d preserves the space of cochains. 
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PROOF. (a) Property (2.11.1) obviously holds for d'Y if it holds for 'Y· The only 

non-trivial point in checking (2.11.2) of d'Y amounts to the equation 

which follows from Remark 2.lla and the skew-symmetry (C2)>. of [a>.b]. 

(b) We have for an n-cochain 'Y 

n+2 

"(-l)i+1ai>.· (d'Y), '· , (a1, .. ·, ai, • .. , an+2) ,L....i t Al,, .. ,At,•••,An+2 

i=l 

i,j=l 
i<j 

n+2 

L ( l) i+j+sign{j,i} { ( ~ )) - ai>. • a1 , . 'Y, , . . , a1, ... , ai 1·, ... , an+2 
t A3 Al ,,,,,A1,,3 , .. ,,An+2 ' 

i,j=l 
if.j 

+ 
i,j,k=l 

j<k,i,f-j,k 

([a1 >.. ak], a1, ... , lli,j,k, ••. , an+2) 

' 
n+2 

+ '°' (-l)i+j+k+sign{k,i,j}a 'Y _ 
~ k).k >.;+>.;,>-1, .. ,,>.i,j,k, ... ,>.,,+2 

i,j,k=l 
i<j,k,f-i,j 

([ ai>.i a1], a1, ... , lli,j,k, . , . , an+2) 

n+2 

+ "(-l)i+i[ai>-•a1·l>-i+>-·'Y, '·. , (a1, .. -,ai1', •.. ,an+2) ,L...t t J Al, .. ,,A1, 1 3,•••,An+2 ' 

+ 

i,j=l 
i<j 

n+2 '°' (-l)i+i+k+l+sign{i,#k,!},v _ 
~ 1 Ak+>-1 ,>.;+>.; ,Al , .. ,,Ai,j,k,l , .. ,,A,,+2 

i,j,k,l=l 
i<#k<l 

i,j,k=l 
i<j,k,f-i,j 

where sign{i1 , ... ,ip} is the sign of the permutation putting the indices in the 

increasing order and ai,j, ... means that ai, a1, ... are omitted. Notice that each term 
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i(n ithe _su:m~)tion over i, j, k, l is skew-symmetric with respect to the permutation 

J . Therefore, the terms of that summation will cancel pairwise. The 
k l i j 

first and the forth summations cancel each other, because M is a conformal algebra 

module: 

The second summation becomes equal to the third one after the substitution (ikj), 

except they differ by a sign. Thus, they cancel each other, as well. Finally, the 

sixth summation can be rewritten as summation over i < j < k of the sum of three 

permutations of the initial summand. Precisely, in the first entry of 'Y, we will have 

Using Remark 2.lla, we can transform this sum inside 'Y into 

which vanishes by the Jacobi identity (C3)>. and skew-symmetry (C2)>. in R. Thus, 

we see that all of the terms in ,12,y cancel. □ 

Thus the cochains of a conformal algebra R with coefficients in an R-module 

M form a complex: 

C(R,M)= EB cn(R,M), 
nEZ+ 

where {Jn(R, M) denotes the space of all n-cochains. This complex is called the 

basic complex for the R-module M. This is not yet the complex defining the right 

cohomology of a conformal algebra: we need to consider a certain quotient complex. 

Define the structure of a (('.[8]-module on C(R, M) by letting 

(2.11.3) 
n 

(o"()>.1, ... ,>.,,(a1, ... ,an) = (oM + I:Ai)"/>-1, ... ,>.,,(a1, ... ,an), 
i=l 

where aM denotes the action of a on M. 

REMARK 2.llb. do = 8d, and therefore the graded subspace 8C(R, M) of 

C(R, M) is a subcomplex. Indeed, the first summation in the differential transforms 

the factor aM + r:;=1 Ai into aM + r:;,;;/ Ai, because of the properties (Cl)>. and 



70 2. CALCULUS OF FORMAL DISTRIBUTIONS 

(Cl')>. of the >.-bracket. The second summation does the same for more obvious 

reasons. 

Define the quotient complex 

C(R,M) = C(R,M)/fJC(R,M) = EB cn(R,M), 

called the reduced complex. 

DEFINITION 2.llb. The basic cohomology H(R, M) = EBnEZ+ fin(R, M) is the 

cohomology of the basic complex C(R, M). The reduced cohomology H(R, M) = 
EBnEZ+ Hn(R, M) of a conformal algebra R with coefficients in a module M is the 

cohomology of the reduced complex C(R, M). 

REMARK 2.llc. The exact sequence O ➔ fJC(R, M) ➔ C(R, M) ➔ C(R, M) ➔ 

0 gives the long exact sequence of cohomology: 

(2.11.4) 0 ➔ H 0 (8C(R,M)) ➔ ii0 (R,M) ➔ H 0 (R,M) ➔ 

➔ H 1 (8C(R,M)) ➔ H 1(R,M) ➔ H 1(R,M) ➔ 

➔ H 2 (8C(R, M)) ➔ H 2 (R, M) ➔ H 2 (R, M) ➔ • • • 

This cohomology theory describes extensions and deformations, just as any 

cohomology theory. 

PROPOSITION 2.11. (a) ii0 (R, M) = {m EM I a>-.m = 0 for all a ER}. 

(b) The isomorphism classes of extensions 

O ➔ M ➔ E ➔ C ➔ O 

of the trivial R-module C (8 and R act by zero) by a conformal R-module M 

correspond bijectively to H 0 (R, M). 

(c) The isomorphism classes of C[fJ]-split extensions 

O ➔ M ➔ E ➔ N ➔ O 

of conformal modules over a conformal algebra R correspond bijectively to 

H 1 (R, Chom(N, M)), 

where M and N are assumed to be finite. If, in particular, N = C is the trivial 

module, then there exist no non-trivial C[fJ]-split extensions. 
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( d) Let C be a conformal R-module, considered as a conformal algebra with 

respect to the zero >.-bracket. Then the equivalence classes of C[a]-split "abelian" 

extensions 

0--tC-+R-tR-+0 

of the conformal algebra R correspond bijectively to H 2 (R, C). 

(e) The equivalence classes of first-order deformations of a conformal algebra 

R correspond bijectively to H 2 ( R, R). 

PROOF. (a) The computation of ii0 (R, M) follows directly from the definition: 

form EM= C0 (R,M) and a ER, (dm).x(a) = a_xm. 

(b) Given an extension 0 -+ M -+ E -+ <C ➔ 0 of modules over a conformal 

algebra R, pick a splitting of the short exact sequence over <C, i.e., assume that as 

a complex vector space, E ~ M EB <C = {(m, n) Im EM, n E <C}. Define f EM by 

writing down the action of 8 on the pair ( m, 1) E E: 

(2.11.5) a(m, 1) = (am+ f, 0). 

We claim that f E M = 6°(R, M) defines a 0-cocycle in the reduced complex 

C(R, M) and thereby a class in H 0 (R, M). 

To see that, define a 1-cochain 'YE C1 (R,M) using the action'of Ron E: 

(2.11.6) a_x(m, 1) = (a.xm + 'Y.x(a), 0) 

for a E R. The property (2.11.1) of "(: 'Y.x ( aa) = ->-.'Y.x (a), follows from the fact 

that (aa).x(m, 1) = ->-.(a.x(m, 1)). The property a_x(a(m, 1)) = (>-.+ a)(a.x(m, 1)) of 

the action of R on E expands as 

(2.11.7) 

which means that df = 0 in the reduced complex. 

If we choose another splitting (m,n)' of the extension E, it will differ by an 

element g E M: 

(m, 1)' = (m + g, 1), 

so that the new 0-cocycle becomes f' = f + ag, therefore defining the same cochain 

in the reduced complex. 
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If we have two isomorphic extensions and choose a compatible splitting over C, 

we will get the same 0-cocycles corresponding to them. This proves that isomor­

phism classes of extensions give rise to elements of H 0 (R, M). 

Conversely, given a cocycle in C0 (R, M), we can choose a representative f EM 

of it to alter the natural C[8]-module structure on M EB C by adding f to the action 

of 8 on M EB C as in (2.11.5). This will obviously extend to an action of C[8]. We 

can also alter the natural R-module structure by adding 'Y to the action of a E R 

as in (2.11.6), where 'Y is a solution of equation (2.11.7), which means that f is 

a cocycle in the reduced complex. This action satisfies (Ml)>. because of (2.11.7) 

and the property (2.11.1) of 'Y, and it satisfies (M2)>. because d'Y = 0, which follows 

from (2.11.7) and the fact that C[8] acts freely on basic 2-cochains. 

By construction the natural map M -+ M EB C and M EB C -+ C will be 

morphisms of C[8]- and R-modules. 

This construction of a new conformal module structure on M EB C involved a 

number of choices. The choice of a different representative J1 = f + 8g defines 

an isomorphism of the two C[8]-module structures on M EB C, which automatically 

becomes an isomorphism of the corresponding R-module structures, because the 

corresponding 'Y's are unique. The 1-cochain 'Y is uniquely determined by f { because 

C[8] acts freely on the space C1 (R, M) of basic 1-cochains. 

(c) We will adjust the proof of (b) to the new situation. Given a C[8]-split 

extension O -+ M -+ E -+ N -+ 0 of modules over a conformal algebra R, pick a 

splitting of the short exact sequence over C[8], i.e., assume that as a C[8]-module, 

E '.::'. M EB N = {(m,n) I m E M,n E N}. We are going to construct a re­

duced 1-cochain with coefficients in Chom(N, M) out of this data. Note that such 

cochains are linear maps 'Y = 'Y.x(a)µ from R 18) N to M depending on two vari­

ables ,X and µ, considered modulo ,X - µ. Note that 'Y>- (a)µ mod ( ,X - µ) is fully 

determined by the restriction 'Y.x(a).x to the diagonal ,X = µ. Define a 1-cochain 

'YE C 1 (R, Chom(N, M)) using the action of Ron E: 

(2.11.8) 

for a ER. The property (2.11.1) of 'Y: 'Y.x(8a)>. = -A'Y.x(a).x, follows from the fact 

that (8a).x(m,n) = -.Xa.x(m,n). The property a.x(8(m,n)) = (,X + 8)(a.x(m,n)) of 



2.11. COHOMOLOGY OF CONFORMAL ALGEBRAS 73 

the action of R on E expands as 

(2.11.9) 

which means that 'Y>.(a)>. is a conformal linear map N ➔ M. Finally, the module 

property (M2)>. for elements in E implies that d'Y = 0. 

If we choose another C[8]-splitting (m, n)1 of the extension E, it will differ by 

an element /3 E HomqaJ (N, M): 

(m, n)1 = (m + /3(n), n). 

HomqaJ (N, M) may be identified with the degree zero part ofChom(N, M), so that 

the new 1-cocycle becomes ")'1 = 'Y + d/3, therefore defining the same cohomology 

class. 

If we have two isomorphic extensions and choose a compatible splitting over 

q 8], we will have exactly the same 1-cocycles 'Y corresponding to them. This proves 

that isomorphism classes of extensions give rise to elements of H 1 (R, Chom(N, M)). 

Conversely, given a cohomology class in H 1(R, Chom(N, M)), we can choose a 

representative 'Y E C1 (R, Chom(N, M)) of it to alter the natural R-module struc­

ture on M ffiN by adding 'Y to the action of Ron M ffiN as in (2.11.8). This action 

will satisfy (Ml)>. because of (2.11.9) and (2.11.1). This action will define an R­

module structure on M ffi N, because d'Y = 0 after the restriction to µ = >.1 + >.2 in 

C2 (R, Chom(N, M)). 

By construction the natural mappings M ➔ M ffi N and M ffi N ➔ N will be 

morphisms of C[8]- and R-modules. 

This construction of a new conformal module structure on M ffi N is indepen­

dent of the choice of a different representative ")'1 = 'Y + d/3, because it defines an 

isomorphic structure of an R-module on M ffi N. 

Finally, if N = C, then Chom(C, M) = 0, and therefore, there are no split 

extensions. 

(d) Given a C[8]-split extension of a conformal algebra R by a module C, choose 

a splitting R = C ffi R. Then the bracket in R . 

for a, b ER 
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defines a map c: R®R ➔ C[>.], satisfying (Cl)>. and (Cl')>. which we may combine 

with the natural mapping 

to get the composite mapping, denoted C>.ih· It defines a 2-cochain, because it is 

obviously skew-symmetric and (c>.(8a, b), a,>.b) = [(O, 8a)>.(0, b)] = [8(0, a)>.(0, b)] = 
-[>.(O,a)>.(0,b)] = ->.(c>.(a,b),a>.b), which implies C>. 1h(8a,b) = -A1C>.1 ,>.2 (a,b), 

and similarly, C>.1 h(a,8b) = -A2C>.1 ,>.2 (a,b) mod (8 + >-1 + >-2). In fact, this 2-

cochain c is a cocycle: 

This is just because the Jacobi identity (C3)>., is satisfied in R. 
The construction of c assumed the choice of a splitting R = C E9 R. A different 

splitting would differ by a mapping f: R ➔ C, which can be thought of as f: R ➔ 

C[.>.]/(8 + >.), which would contribute by df to c. 

Thus, any extension determines a cohomology class in H 2 (R, C). The above 

arguments can be reversed to show that a class in the cohomol~ group defines an 

extension. 

(e) Let D = IC[t]/(t2) be the algebra of dual numbers. Then a first-order 

deformation of a conformal algebra R is the structure of a conformal algebra over 

D on R ® D, so that the mapping R ® D ➔ R, a® p(t) f--+ p(O)a, is a morphism 

of conformal algebras. This means that classes of first-order deformations are in 

bijection with classes of <C[8]-split abelian extensions of R with the R-module R in 

the sense of part (d) of this theorem. Therefore, they are classified by H 2(R, R). □ 

Now I shall explain how the basic and reduced cohomology of a conformal 

algebra R with coefficients in a conformal R-module M is related to Lie algebra 

cohomology. Recall that M is canonically a module over the annihilation Lie algebra 

g_ = (LieR)_ (see Remark 2.9a). Let C(g-,M) = EBnEZ+ cn(g-,M) be the 

Chevalley-Eilenberg complex defining the cohomology of g_ with coefficients in M. 

Recall that, by definition (see e.g. [Fl), cn(g_, M) is the space of skew-symmetric 
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linear maps 'Y: (9- )®n ➔ M such that 

for all but a finite number of m1, ... , mn E Z+, where a1, ... , an E R, and aim, E 

9- = (LieR)- = R[t]/(8 + 8t)R[t] is the image of the element aitm•. Note that 

C(9-,M) has the following structure of a C[8]-module: 

(2.11.10) (8'Y)(a1 ®···®an) 

n 

= 8('Y(a1 ®···®an)) - L 'Y(a1 ® • • • ® 8ai ®···®an). 
i=l 

THEOREM 2.11. Let R be a conformal algebra, let 9- denote its annihilation 

algebra and let M be a conformal R-module. Then 

(a) There is a canonical isomorphism of complexes C(R, M) and C(9-, M), 

compatible with the action of C[8]. Consequently, H(R, M) ~ H(9-, M) 

and the complex C(R, M) is isomorphic to C(9-, M)/8C(9_, M). 

(b) Provided that Mis a free C[8]-module, the complex C(R, M) is isomorphic to 

the subcomplex C(9-, V(M)-) 8 of 8-invariant cochains in C(9-, V(M)-). 

PROOF. (a) For a cochain 'Y E cn(R, M), we write 

In terms of the linear maps . 

'Y • R®n ➔ M (m1, ... ,mn)· ' 

the definition of C(R, M) translates as follows. 

(i) for any a1, ... ,an ER, 'Y(m1, ... ,mn)(a1, ... ,an) is non-zero for only a finite 

number ofm1,• .. ,mn, 

(il) ( 8 ) 'Y(m1,, .. ,m;, ... ,mn) a1,••·, ai,·••,an 

= -mi'Y(m1, ... ,m;-1, ... ,mn) (a1, · · •, ai, ··•,an), 

(iii) 'Y is skew-symmetric with respect to simultaneous permutations of Oi 'sand mi's. 
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The differential is given by: 

n+l 

= :~:)-1/+lai(m;)'Y(m1, ... ,m1, ... ,mn+l) (a1, • • ·, Ui, • · ·, Un+I) 
i=l 

Define linear maps </P: cn(R,M) ➔ cn(g_,M) by the formula 

They are well-defined due to above condition (ii). Clearly, </P are bijective and, 

using (2.7.3), it is easy to see that ¢n+1 o d =do </Jn. Moreover, </Jn o a= a o </Jn, 

where a acts on C(R, M) via (2.11.3) and on C(g_, M) via (2.11.10). 

(b) Now we assume that Mis a free C[a]-module: M = qa] ©c U for some 

vector space U. Then the g_-module v_ = V(M)_ is just U[t] with 

for u E U, a E R, see Section 2.9. In terms of the usual generating series a,x = 
Em2::o >,(m)am, this can be rewritten as 

Recall also that V_ is an R-module where C(a] acts by a= -at. 

Let /3 E cn(g_, V_). As in the proof of (a), consider the generating series 

= 

By (2.11.10), a acts on /3.xl,···,An;t as -at+ I: Ai. Hence /3 is a-invariant iff 

(2.11.12) 
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where 'Y>- 1 , ... ,>-n = /h,, ... ,>-n;tlt=O takes values in U. Identifying U with 1 ©UC M, 

we can consider 'Y as an element of cn(R, M). It is easy to check that /3 t-t 'f := 'Y 

mod (8 + E Ai) is a chain map from C(g_, V_) to C(R, M). 

Conversely, for 'f E cn(R, M) choose a representative 'Y E cJn(R, M) such 

that 'f = 'Y mod (8 + E Ai)- Define f3 E cn(g_, V_) 8 by (2.11.11) and (2.11.12) 

with 8 substituted by -8t in 'Y>.1 ,. .. ,>-n (a1, ... , an) E M = U[8]. Then clearly, /3 is 

independent of the choice of 'Y· 

The correspondence /3 ++ "i establishes an isomorphism between C(g_, V_ )8 

and C(R,M). D 

EXAMPLE 2.11. Here we will compute the cohomology of the conformal algebra 

Vir = C[8]L, [L.xL] = (8 + 2A)L with trivial coefficients M = C, where both 8 and 

L act by zero. The answer is as follows: 

- { 1 if q = 0 or 3, 
dim Hq (Vir, C) = 

0 otherwise, 
dimH'(Vi,,C) = { ~ 

An n-cochain 'Yin this case is determined by its value on L®n: 

if q = 0, 2, or 3, 

otherwise. 

Obviously, P(A1 , ... , An) is a skew-symmetric polynomial with values in C. The 

differential is then determined by the following formula: 

n+l 
(dP)(A1, ... , An+1) = L (-l)i+j(Ai-Aj)P(Ai+Aj, A1, ... , Xi, ... , xj, ... , An+i)-

i,j=l 
i<j 

This describes the complex C(Vir, C). The complex C(Vir, C) producing coho­

mology of Vir in degree n is nothing but the quotient of cn(Vir, C) by the ideal 

generated by E7=1 Ai- In other words, cn(Vir, q is the space of regular (polyno­

mial) functions on the hyperplane E7=1 Ai = 0 in en which are skew-symmetric 

in the variables A1, ... , An· (This complex appeared as an intermediate step in 

[GFl] of the calculation of cohomology of the Virasoro algebra, and its cohomology 

was computed there.) Consider the following homotopy operator k: Cq(Vir, <C) -+ 

cq-l(Vir, <C): 
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A straightforward computation shows that (dk + kd)P = (degP - q)P for P E 

Cq(Vir,IC), where degP is the total degree of Pin A1,, .. ,Aq- Thus, only those 

homogeneous cochains whose degree as a polynomial is equal to its degree as a 

cochain contribute to the cohomology of C(Vir, IC). These polynomials must be 

skew-symmetric and therefore divisible by Aq = IL<i(Ai - Aj), whose polynomial 

degree is q(q - 1)/2. The quadratic inequality q(q - 1)/2 ~ q has q = 0, 1, 2, 

and 3 as the only integral solutions. For q = 0, the whole 8° = C contributes 

to fI0 . For q = 1, the only polynomial of degree 1 up to a constant factor is A1. 

Next, d>.1 = A~ - >.~, which is the only skew-symmetric polynomial of degree 2 in 

two variables. This shows that H1 = H2 = 0. Finally, for q = 3, the only skew­

symmetric polynomial of degree 3 in 3 variables is A3. It is easy to see that this 

polynomial represents a non-trivial class in the cohomology. Indeed, it is closed, 

because a skew-symmetric function in four variables has a degree at least 6, which 

is greater than deg(dA3) = 4, and A3 is not a coboundary, because it can be the 

coboundary of a two-cochain of degree 2, which must be a constant multiple of 

A~ - >.~ = d>.1 , whose co boundary is zero. 

The computation of the cohomology of the quotient complex C (Vir, IC) is based 

on the long exact sequence (2.11.4). By definition, 8C0 = 0. To find the cohomology 

of 8C(Vir,IC), define a homotopy k1: 8Cq-+ acq-I as k1(8P) = 8k(P), where 

8 = I:i Ai and PE Cq. Then (dk1 + k1d)8P = (degP- q)8P. As in the previous 

paragraph, this implies that deg P = q = 0, 1, 2, or 3. Up to constant factors, 

the only polynomials in 8C with this property are P1 = A~ for q = 1, P2 = 
(A1 + A2)(A~ - A~) for q = 2, and P3 = (A1 + A2 + A3)A3 for q = 3. One computes: 

dPi = -P2 and dP3 = 0. Therefore Hq(8C) = 0 for all q but q = 3, where it is 

1-dimensional with the generator P3. From the long exact sequence (2.11.4) we see 

that H 0 (Vir,IC) = C and Hq(Vir,IC) = 0 for q = 1,4,5,6, ... ; H 3(Vir,IC) = CA3 

and H 2(Vir, IC) = C(>.f - >.~), because d(Af - >.~) = P3. 

In a similar fashion one can show that if 8 acts on C non-trivially, then 

flq(Vir, IC), remains the same, but Hq(Vir, IC) becomes O for all q. 

COROLLARY 2.lla. The conformal algebra Vir has a non-trivial central exten­

sion by C iff 8C = 0; it is unique and is given by the 2-cocycle (2. 7.19). 
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For the calculation of basic and reduced cohomology of Cur g with coefficients in 

C as well as of Vir and Cur g with coefficients in M(A, a) and M(U) respectively 

the reader is refered to [BKV]. One of the open problems is the calculation of 

cohomology of the conformal algebra gcN. In order to demonstrate how beautiful 

the results are, let me state, in conclusion of this section, the answer for the Vir­

modules M(A, a): 

(a) H(Vir, M(~,a)) = 0 if a =I- 0 or if a= 0 and A =/- 1 - (3r2 + r)/2 for any 

r E Z. 

{ 
2 for q = r + 1, 

(b) dimHq(Vir, M(l-(3r2±r)/2,o)) = 1 for q = r or r + 2, 

0 otherwise. 

Proof uses results of [FeF], [F] on cohomology of the Lie algebra of vector fields 

on C vanishing at O (see [BKV], Theorem 7.2 for details). 

This theorem, along with Proposition 2. lld, implies the following corollary: 

COROLLARY 2.llb. There exists a non-trivial abelian extension O➔ M(A, a) ➔ 

R ➔ Vir ➔ 0 iff a= 0 and A= 1, 0, -1, -4 or -6. 

This corollary (obtained earlier by M. Wakimoto and myself by a direct, but 

very lengthy, calculation) shows that a Levi splitting theorem does not hold in 

general. It is closely related to the calculations of [R2]. 





CHAPTER 3 

Local fields 

3.1. Normally ordered product 

Fix a vector superspace V = Va+ Vi (the space of states). Recall that a formal 

distribution 

a(z) = L ll(n)Z-n-1 
nEZ 

with values in the ring EndV (i.e., a(n) E EndV) is called a field if for any v E V 

one has: 

This means that a(z)v is a formal Laurent series in z (i.e., a(z)v E V[[z]][z-1]). 

00 

(3.1.1) [a(z), b(w)] = Ld(w)8!j)c5(z -w) + b(z,w)+(z) 
j=O 

all the coefficients d ( w) are fields provided that b( w) is a field, due to formula 

(2.2.2): 

(3.1.2) d(w) = Resz[a(z), b(w)](z -w)i. 

The normally ordered product of two fields a(z) and b(z) is defined by 

(3.1.3) : a(z)b(z): = a(z)+b(z) + (-l)p(a)p(b)b(z)a(z)_. 

Since 

-oo 00 

(3.1.4) : a(z)b(z) :(n)= L a(j)b(n-j-1) + (-l)p(a)p(b) L b(n-j-l)ll(j) 
j=-1 j=O 

we see that when applied to v E V each of the two sums gives only a finite number 

of non-zero summands, hence : a(z )b(z) : is a well defined formal distribution. Here 

we use that both a(z) and b(z) are fields; for general formal distribution one is able 

to define only the normally ordered product (2.3.5) in two indeterminates. 

81 
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Moreover, it is clear from (3.1.3) that : a(z)b(z): is a field, since given v EV, 

b(z)v (resp. a(z)_v) is a formal Laurent series (resp. a Laurent polynomial) in z, 

hence a(z)+b(z)v (resp. b(z)a(z)_v) is a formal Laurent series in z. 

Thus, the space of fields forms an algebra with respect to the normally ordered 

product (which is in general neither commutative nor associative). 

Incidentally, it is straightforward to check that : a(z)b(z) : -p(a, b) : b(z)a(z) : 

is a Lie superalgebra bracket (in spite of the non-associativity of the normally 

ordered product) .1 

The derivative 8a(z) of a field a(z) is again a field and, thanks to (2.3.4), 8 is 

a derivation of the normally ordered product: 

(3.1.5) 8: a(z)b(z) :=: 8a(z)b(z) : +: a(z)8b(z) : . 

Due to the existence of the normally ordered product, one can define then-th 

product between fields not only for n positive (see (2.3.8)), but also for n negative: 

(3.1.6) a(z)(-n-l)b(z) =: a(nla(z)b(z) :, 

It is tempting now, using these products and Taylor's formula (2.4.3), to rewrite 

the OPE (2.3.9a) of mutually local fields a(z) and b(z) in a "complete" form: 

(3.1. 7) ( ) ( ) = L a(w)u)b(w) 
a z b w ( ) ·+1 • z-wJ 

jEZ 

However, (3.1.7) makes no sense as an equality of formal distributions since different 

parts of it are expanded in different domains. (In the "graded" case one can give a 

meaning to (3.1.7) using analytic continuation.) Still, formula (3.1.7) can be used, 

up to an arbitrary order of z - w. 

In order to state the result we need the notion of a field in z and w. This is a 

formal EndV-valued distribution a(z,w) such that a(z,w)v E V[[z,w]][z-1 ,w-1]. 

For example, : a(z)b(w) : is a field if a(z) and b(w) are fields. Note that a 

partial derivative of a field is a field and that a(w,w) is a well defined field in the 

indeterminate w. The following is yet another version of Taylor's formula. 

1This was pointed out to me by A. Radul. • 
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PROPOSITION 3.1. For any field a(z,w) and any positive integer N there exist 

fields d (w) (0::; j ::; N - 1) and a field dN (z, w) such that 

N-1 

(3.1.8) a(z,w) = L d(w)(z - w)i + (z - w)N dN (z,w). 
j=O 

The coefficients d ( w) are uniquely determined by this expansion and are given by 

the usual formula: 

(3.1.9) 
• (') 

d(w) = 8/ a(z, w) Jz=w. 

PROOF. The uniqueness of the d ( w) is proved in the usual way: differentiate j 

times (3.1.8) by z and let z = w. It suffices to prove existence of (3.1.8) for N = 1: 

(3.1.10) a(z,w) - a(w,w) = (z - w)d(z,w) for some field d(z,w), 

since applying it again to d(z, w) gives (3.1.8) for N = 2, etc. The proof of (3.1.10) 

is straightforward. □ 

THEOREM 3.1. Let a(z) and b(z) be mutually local fields and let N be a positive 

integer. Then there exists a field dN (z, w) such that in the domain JzJ > JwJ one has: 

_ '°' a(w)u)b(w) N N 
a(z)b(w) - L., ( _ )i+l + (z - w) d (z,w). 

j'?:_-N Z W 

(3.1.11) 

The coefficients of (z-w)-i-l (j ~ -NJ in this expansion are uniquely determined. 

PROOF. In view of (2.3.9a) and (3.1.5), the theorem is a consequence of 

Proposition 3.1 applied to the field : a(z)b(w) :. □ 

Proposition 3.1 and Theorem 3.1 show that when calculating the OPE of local 

fields one can use Taylor's expansions up to the required order. 

The following lemma will be used in the sequel. 

LEMMA 3.1. Let a(z) = Lna(n)Z-n-l and b(z) = Lnb(n)Z-n-l be EndV­

valued fields and let JO) E V be a vector such that 

a(n) JO) = 0 and b(n) [O) = 0 for n E Z+. 

Then (a(z)(n)b(z))JO) is a holomorphic V-valued formal distribu(ion for all n E Z 

with constant term a(n)b(-1)JO). 
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PROOF. Let k E Z+ and consider separately two cases. The first case: 

(a(z)(-k-l)b(z))IO) = : a(k)a(z)b(z): IO)= a(k)(a(z))+b(z)IO) 

= (8(k)a(z))+b(z)+IO). 

We have used here (2.3.4). The second case: 

k (k) . = I: . (-zl-3 a(j)b(z)+IO). 
j=O J 

Thus we see that in both cases lemma holds. 

□ 

It turns out that there is a nice unified formula for all the n-th products of 

fields (n E Z): 

(3.1.12) 

a(w)(n)b(w) = Resz ( a(z)b(w)iz,w(z - w)n - (-l)P(a)p(b)b(w)a(z)iw,z(z - w)n). 

Indeed, for n ~ 0 formula (3.1.12) obviously coincides with (2.3.8). For n < 0, 

(3.1.12) follows from the following formal Cauchy formulas for any formal distribu­

tion a(z) and k E Z+: 

(3.l.13a) Resz a(z)iz,w (z - ~)k+l = a(k)a(w)+' 

(3.l.13b) 
. 1 

Resz a(z)iw,z (z _ w)k+l -8(k)a(w)_. 

It is immediate to check these formulas for k = O; the general case follows by 

differentiating both sides by w k times. 

3.2. Dong's lemma 

Now we are in a position to prove the following important lemma (see [Lil). 

LEMMA 3.2 (Dong). If a(z), b(z) and c(z) are pairwise mutually local fields 

(resp. formal distributions), then a(z) (n)b(z) and c(z) are mutually local fields (resp. 

formal distributions) for all n E Z {resp. n E Z+J- In particular: a(z)b(z) : and 

c(z) are mutually local fields provided that a(z), b(z) and c(z) are. 
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PROOF. It suffices to show that for M » 0: 

(3.2.1) 

where 

(3.2.2a) A iz1 ,z2 (z1 - z2)na(z1)b(z2)c(z3) 

- (-l)P(a)p(b)iz2 ,z1 (z1 - z2)nb(z2)a(z1)c(z3), 

(3.2.2b) B = (-l)P(c)(p(a)+p(b)) (iz1 ,z2 (z1 - z2)nc(z3)a(z1)b(z2) 

- (-l)P(a)p(b)iz2 ,z1 (z1 - z2)nc(z3)b(z2)a(zi)). 

Indeed, taking Resz1 of both sides of (3.2.1) and letting z2 = z, z3 = w gives the 

result due to (3.1.12). 

The pairwise locality means that for r » 0: 

(3.2.3a) 

(3.2.3b) 

(3.2.3c) 

(z1 - z2r a(z1)b(z2) (z1 - z2r ( - l)p(a)p(b) b(z2)a(z1), 

(z2 - Z3rb(z2)c(z3) (z2 - Z3r ( - l)p(b)p(c) c(z3)b(z2), 

(z1 - z3ra(z1)c(z3) = (z1 - Z3r(-l)p(a)p(c)c(z3)a(z1), 

Taking r sufficiently large, we may assume that n ?: -r. Take M = 4r and use 

(z2 - z3) 3r = t (3;) (z2 - z1)3r-s(z1 - Z3) 8 • 

Then the left-hand side of (3.2.1) becomes 

(3.2.4) -t, (3:) (z2 - z1)3r-s(z1 - Z3) 8 (Z2 - z3r A. 

If 3r - s + n?: r, then (z1 - z2) 3r-siz1 ,z2 (z1 - z2)n = (z1 - z2y' where r' ?: r, hence 

due to (3.2.3a) the s-th summand in (3.2.4) is O for O ~ s ~ r. Hence the left-hand 

side of (3.2.1) equals 

f: (3:) (z2 - z1)3r-s(z1 - z3)8(z2 - z3r A. 
s=r+l 

(3.2.5a) 

Similarly the right-hand side of (3.2.1) equals 

f: (3;) (z2 - z1)3r-s(z1 - Z3) 8 (Z2 - Z3r B, 
s=r+l 

(3.2.5b) 

Due to (3.2.3b and c), (3.2.5a) is equal to (3.2.5b). □ 
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Let gff(V) denote the space (over C) of all fields with values in EndV. As we 

have seen, gff(V) is closed under all the products a(z)(n)b(z), n E Z. This is called 

the general linear field algebra. 

DEFINITION 3.2. A subspace F of gff(V) containing the identity operator Iv 

and closed under all the products a(z)(n)b(z) (then automatically OzF C F) is 

called a linear field algebra. 2 A linear field algebra is called local if it consists of 

mutually local fields. 

REMARK 3.2. A subspace F of gff(V) is a linear field algebra iff Iv E F, 

8F C F, F is closed under normally ordered product and F is closed under OPE 

(i.e., all the OPE coefficients given by (3.1.2) are in F). 

One says that a collection of fields generates a field algebra F if F is the minimal 

field algebra containing these fields. Dong's lemma implies 

COROLLARY 3.2. A linear field algebra generated by a collection of mutually 

local fields is local. 

Let F C glf(V) be a linear field algebra. Then we may associate to any a E F 

a formal distribution with values in Endrr:,F: 

Y(a, x) = L x-n-la(n). 
nEZ 

Explicitly, using (3.1.12), this formal distribution can be written as follows: 

(3.2.6) Y(a(w),x)b(w) 

= Resz(a(z)b(w)iz,wt5((z - w) - x) - p(a, b)b(w)a(z)iw,zt5((z - w) - x)). 

This formal distribution is a field if F is a local field algebra. 

The following proposition will be used in the sequel. 

PROPOSITION 3.2. If a(z), b(z) are elements of a linear field algebra F and 

N > 0 is such that (z - w)N [a(z), b(w)] = 0, then 

(3.2.7) (x - y)N [Y(a(w), x), Y(b(w), y)) = 0. 

2Lian and Zuckerman [LZ] use the term "quantum operator algebra." 
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PROOF. It is straightforward to see from (3.2.6) that 

[Y(a(w), x), Y(b(w), y)]c(w) 

x8((z1 - w) - x)8((z2 - w) - y). 

Since x - y = ((z2 - w) - y) - ((z1 - w) - x) + (z1 - z2), (3.2.7) follows using 

Proposition 2.le (for j = 0). □ 

3.3. Wick's theorem and a "non-commutative" generalization 

The normally ordered product of more than two fields a1(z), a2(z), ... , aN(z) 

is defined inductively "from right to left": 

(3.3.1) 

This is a sum of 2N terms of the form 

(3.3.2) 

where i1 < i2 < · · ·, i1 > i2 > · · · is a permutation of the index set {1, ... , N} and 

± is the sign of this permutation from which the indices of even fields are removed. 

REMARK 3.3. It is clear from (3.3.2) that if [ai(z)±, ai(z)±] = 0 for all i 

and j, then :a1(z)···aN(z): = ±: ai1 (z)···aiN(z): where± is the sign of 

the permutation of i1, • • • , iN from which the indices of even fields are removed. 

It follows that in this case the normally ordered product is (super)commutative. 

However, it is not associative, as Example 4.8 in Section 4.8 shows. 

The following well-known simple theorem is extremely useful for calculating 

the OPE of two normally ordered products of "free" fields. 

THEOREM 3.3 (Wick theorem). Leta1 (z), ... ,aM(z) andb1 (z), ... ,bN(z) be 

two collections of fields such that the following properties hold: 

(i) [[ai(z)-, bi (w)], ck (z)±] = 0 for all i, j, k, and c = a o~ b, 

(ii) [ai(z)±,bi(w)±] =Oforalli andj. 
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Let [aibi] = [ai(z)-,bi(w)] denote the "contraction" of ai(z) and bi(w). Then one 

has: 

min(M,N) 

(3.3.3) :a1(z)···aM(z)::b1(w)···bN(w):= L L 
s=O i1 <· .. <i. 

ii#- .. #j. 

• '] [ • '] 1 M 1 N (±[ai1 b31 •·· ai•b3• :a (z)···a (z)b (w)···b (w):(i1, ... ,i.;ji, ... ,j.)) 

where the subscript (i1···i 8 ;j1··•j8 ) means that the fields ai1 (z), ... , ai•(z), 

bi1 ( w), ... , bi• ( w) are removed, and the sign ± is obtained by the usual super 

rule: each permutation of the adjacent odd fields changes the sign. 

PROOF. The typical term on the left-hand side of (3.3.3) is 

and we have to move the ai(z)_ across the bi(w)+ in order to bring this product 

to the normally ordered form (3.3.2). But due to the condition (ii) of the theorem, 

(3.3.4) 

Due to condition (i) the contractions commute with all fields, hence can be moved 

to the left. This proves (3.3.3). □ 

DEFINITION 3 .3. A collection of fields { a°' (z)} is called a free field theory if all 

of these fields are mutually local and all the coefficients of the singular parts of the 

OPE are multiples of the identity. 

By Remark 3.3, normally ordered products of free fields are, up to the sign, 

independent of the order. The OPE between these normally ordered products can 

be calculated using Wick's formula (3.3.3) and Taylor's formula (3.1.8). 

Now we turn to a generalization of Wick's formula for arbitrary fields. First, 

we prove an analogue of Proposition 2.3 for all n-th products of fields. 

PROPOSITION 3.3. (a) For any two fields a(w) and b(w) and any n E Zone has: 

(3.3.5a) 

(3.3.5b) 

8a(w)(n)b(w) = -na(w)(n-l)b(w), 

a(w)(n)8b(w) = 8w(a(w)(n)b(w)) + na(w)(n-1)b(w). 

Hence, a is a derivation of all n-th products. 
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(b) For any mutually local fields a(w) and b(w), and for any n E Z one has: 
00 

(3.3.6) a(w)(n)b(w) = -p(a, b) L(-l)i+na~f) (b(w)(n+j)a(w)). 
j=O 

(c) For any three fields a(w), b(w), and c(w) and for any m E Z+, n E Z 

one has: 

(3.3.7) 
a(w)(m) (b(w)(n)c(w)) = t. (7) (a(w)(j)b(w))(m+n-j) c(w) 

+ p(a, b)b(w)(n) (a(w)(m)c(w)). 

PROOF. The proof of (a) is straightforward. 

We have by (3.1.11) in the domain lzl > lwl: 

~ b(w)(k)a(w) N N 
(3.3.8) b(z)a(w) = ~ (z _ )k+l + (z - w) d (z,w). 

k?_-N W 

Using locality (see Theorem 2.3(iii)) and exchanging z and w we obtain from (3.3.8) 

in the domain lzl > lwl: 

~ b(z)(n)a(z) N 
p(a, b)a(z)b(w) = ~ (w _ z)n+l + (w - z) d(w, z). 

n?_-N 

Applying Proposition 3.1 to a(z,w) = b(z)(n)a(z) we rewrite this as: 

(3.3.9) 
(") - ~ n+l ~ a J (b(w)(n)a(w)) N 

p(a,b)a(z)b(w)- ~ (-1) ~ (z-w)n+l-j +(z-w) d1 (w,z). 
n?_-N j?_O 

Comparing the coefficients of (z -w)-k-i in (3.3.8) (where a and bare exchanged) 

and in (3.3.9) we get (b). 

An equivalent form of (3.3. 7) is the following formula: 

(3.3.10) [a( w )>. (b( w )(n)c(w) )] = p(a, b )b( w )(n) [a(w )>.c(w)] 
00 

+ L _x(k) [a(w)>.b(w)](n+k)c(w) 
k=O 

(where [a(w)>.b(w)] is defined by (2.3.11)). The proof of (3.3.10) is straightforward 

using the identity 

[a, be] = [a, b]c + p(a, b)b[a, c]. 

Indeed, the left-hand side of (3.3.10) is 
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where 

A Resz Resu e>-(z-w)[a(z), b(u)c(w)]iu,w(u - wt, 

B Resz Resue>-(z-w)[a(z),c(w)b(u)]iw,u(u - wt. 

We have: 

A = Resz Resu(e>-(z-w)[a(z), b(u)]c(w)iu,w(u - w)n 

+ p(a, b)b(u)[a(z), c(w)]iu,w(u - wt) 

= Resz Resu(e>-(z-u)e>-(u-w)[a(z), b(u)]c(w)iu,w(u - wt 

+ p(a, b) Resu b(u)[a(w)>.c(w)]iu,w(u - w)n) 

= Resu([a( u)>.b( u)]e>-(u-w) c( w) 

+ p(a, b)b(u)[a(w)>.c(w)])iu,w(u - wt. 

Similarly we obtain: 

B = Resu([a(w)>.c(w)]b(u) + p(a, c)c(w)e>-(u-w) [a(u)>.b(u)])iw,u(u - w)n. 

These two equations give (3.3.10). □ 

The special case of (3.3.7) for n = -1 is called the "non-commutative" Wick 

formula (m E Z+): 

(3.3.11) a(z)(m) : b(z)c(z) :=: (a(z)(m)b(z)) c(z): 

+ p(a, b): b(z) (a(z)(m)c(z)) : +}; (;) (a(z)(j)b(z)\m-l-j) c(z). • 

Note that for free fields the "correcting" sum in (3.3.11) vanishes and we recover 

the usual Wick formula. 

Formulas (3.3.6) and (3.3.11) allow one to calculate OPE of arbitrary normally 

ordered products of pairwise local fields knowing the OPE of these fields if they 

form a closed system under n-th products for n E Z+· In fact there is a Mathe­

matica package [T] which provides a computer program for these calculations. The 

earliest known to me reference where formula (3.3.11) is explicitly written down 

and systematically used is the paper [BBSS]. 
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In the case of n = -1 formula (3.3.10) can be written in the following beautiful 

form (equivalent to (3.3.11)): 

(3.3.12) [a(w)>.: b(w)c(w) :] 

=: [a(w)>.b(w)]c(w) : +p(a, b) : b(w)[a(w),xc(w)] : 

+ 1>. [[a(w)>.b(w)]µc(w)] dµ. 

3.4. Bounded and field representations of formal distribution Lie 

superalgebras 

DEFINITION 3.4a. Let g be a formal distribution Lie superalgebra, i.e. a Lie 

superalgebra spanned by coefficients of a family of mutually local formal distribu­

tions {a°'(z)}aEA (A an index set). A representation of gin a vector space Vis 

called a field representation if all the a°' (z) are represented by fields, i.e. for each 

v E V and a E A one has 

An important problem of quantum field theory is the construction of local 

linear field algebras. The usual way of doing this is to take a field representation 

of a formal distribution Lie superalgebra; then the fields representing the a°'(z) 

generate a local linear field algebra. 

Field representations are usually constructed by means of induced modules. 

Recall that for a Lie superalgebra g and a representation 1r of its subalgebra p in a 

vector space W the induced g-module is the vector space 

Ind~1r ·- U(g) 18lu(p) W 

= (U(g) l8l W) /U(g) (p l8l w - 1 l8l 1r(p)w Ip E p, w E W) 

on which g E g acts by left multiplication on the 1st factor. 

Let g be a Lie superalgebra spanned by coefficients of mutually local formal 

distributions { a°' (z)} aEA and assume that the IC[8]-span of the a°' (z) is closed under 

all n-th'products, n E Z+ (cf. Corollary 4.7). Let 

(3.4.l) g_ = C-span of { a(n) la E A, n E Z+} . 
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Due to Theorem 2.3(iv), g_ is a subalgebra of g. It is called the annihilation 

subalgebra (cf. Section (2.9)). Let 1r be a representation of g_ in a vector space W 

such that for any w E W: 

7r (afn)) w = 0 for n » 0. 

Then the induced g-module IndL 1r is a field representation. Indeed, one proves by 

induction on k (using Theorem 2.3(iv)) that 

for n » 0. 

Unfortunately, even the oscillator algebra has a lot of pathological irreducible 

field representations. The additional requirement of "boundedness" removes these 

pathologies. 

We shall now assume that the formal distribution Lie superalgebra g is graded. 

This means that we have a diagonalizable derivation H of the Lie superalgebra g 

such that for some ~o: E IR: 

(3.4.2) 

i.e., a°'(z) is an eigendistribution for Hof conformal weight ~o:- Writing a°'(z) = 
EnE-~a+za~z-n-~a we have, due to (2.6.1): 

Ha~= -na~. 

Hence g is a JR-graded Lie superalgebra by eigenspaces of H: 

(3.4.3) g = EBn9n, [gm, 9n] C 9m+n• 

Let 

> g- = EBn~09n, >O _ m <O _ m 
9 - wn>09n , 9 - wn<09n · 

We have the triangular decomposition: 

g = g< + 9o + g> • 

DEFINITION 3.4b. A representation in a vector space V of graded formal dis­

tribution Lie superalgebra g is called bounded3 if the subalgebra g>0 acts locally 

3This terminology differs from that of [K2], where field modules are called "restricted" and 

bounded modules are more or less the "category 0" modules. 
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nil potently on V, i.e., for any v E V there exists n > 0 such that g1 • • • gn v = 0 for 

any n elements g1 , ... , gn of g>0 . 

Recall that a g-module Vis called graded if V = EBjER. ½ and gm Vn C Vm+n• 

Consider a representation 71' of the subalgebra go, extend it to g:C:: by letting 

71' (g>0 ) = 0, and let 

The g-module V(11') is called the (generalized) Verma module associated to 71'. Note 

that this is a graded module, the gradation being induced by JR-gradation (3.4.3): 

(3.4.4) V(11') = EB V(11')n, 
n:C::O 

so that the representation of go in V(11')o is 71'. It follows from (3.4.4) that the 

representation of g in V ( 71') is a bounded field representation. 

Denote by J(11') the sum of all g-submodules contained in EBn>O V(11')n, and let 

It is clear that J(11') is a graded submodule, hence V(11') is a graded module. 

A vector v of a g-module V is called singular if g>0v = 0. 

The proof of the following proposition is straightforward. 

PROPOSITION 3.4. (a) A graded bounded g-module V = ffii ½ is irreducible 

iff all its singular vectors have minimal grade d and the representation of g0 in Vd 

is irreducible. 

(b) The map 71' f-+ V(11') gives us a bijection between the set of all (up to iso­

morphism} irreducible go-modules and the set of all (up to isomorphism and shift 

of grade} irreducible bounded g-modules. □ 

3.5. Free (super)bosons 

Let 1J be a finite-dimensional superspace with a non-degenerate supersymmetric 

bilinear form (.I.)- Viewing IJ as a commutative Lie superalgebra, we may consider 

its affinization (see Section 2.5): 
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with commutation relations ( m, n E Z; a, b E Q): 

(3.5.1) 

where am stands for atm. Then the currents 

( ) '°' -n-1 a z = Lanz , a E Q, 
nEZ 

are mutually local with the OPE (cf. (2.5.6)): 

(3.5.2) ( )b( ) ~ (alb)K 
a z w (z - w)2 

It is natural to call 6 the Weyl affinization of Q (vs. the Clifford affinization ClA 

discussed in Section 2.5 and in the next section). The different nature of notation 

stems from the difference of the generalizations of these two affinizations to the 

non-commutative case discussed in Section 2.5. 

Consider a field representation of the Lie superalgebra 6 in a vector space V. 

Then we get a set of mutually local fields with the OPE (3.5.2), called a system 

of free bosons (sometimes called free superbosons if QI -::/- 0). Note that these fields 

satisfy the conditions of Wick's theorem. 

Choose bases {ai} and {bi} of Q consistent with the Z 2-gradation such that 

(3.5.3) 

Such bases are called dual. Then for any h E Q we have: 

(3.5.4) 

Consider now the field 

(3.5.5) 

Using Wick's theorem, calculate the following OPE: 

Using (3.5.4), we obtain (a E Q): 

(3.5.6) S(z)a(w) ~ a(z) K ~ ( a(w) + 8a(w)) K. 
(z-w) 2 (z-w) 2 z-w 

In the last part of (3.5.6) we used Taylor's formula. 
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Suppose now that K = klv where the affine central charge k is a non-zero 

number. Let 

(3.5.7) 
1 

L(z) = kS(z). 

Then (3.5.6) gives us (a E ~): 

(3.5.8) 
a(z) 

L(z)a(w) ~ (z _ w) 2 
a(w) oa(w) 

---'--'---+--

(z - w) 2 z -w • 

Writing L(z) = I":nez Lnz-n-2 , we obtain, due to Table OPE (Sec. 2.6): 

(3.5.9) 

Noting that 

where 

and that the elements ao lie in the center of 6, we see from (3.5.9), in particular, 

that 

(3.5.10) 

In other words, adH is a Hamiltonian and all fields a(z) have conformal weight 1. 

(Of course, it is even easier to check (3.5.9) and (3.5.10) directly.) 

Note that (3.5.9) form= -1 and m = 0 means 

[L-1,a(z)] = oa(z), [Lo, a(z)] = (zo + l)a(z). 

It follows easily that L(z) satisfies (2.6.4). Since also L(z) is a local field whose 

OPE with itself, by Wick's theorem, has the form (2.6.3) we obtain by Theorem 2.6b 

that L(z) is a Virasoro field. (Of course, it is easy to see this directly using Wick's 

theorem.) In order to compute the central charge, we need to compute the s = 2 

term of L(z)L(w) in Wick's formula (3.3.3), which is ½ sdim~/(z - w)4 . Thus we 

obtain 

(3.5.11) central charge of L(z) = sdim ~-
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Since oa( z) has conformal weight 2 we can construct the following family of 

local fields on conformal weight 2: 

As usual, we let Lb(z) = I:nL~z-n-2 . It follows from (3.5.2) and (3.5.8) that 

(3_5_12) Lb(z)a(w) ~ a(w) + oa(w) _ 2(alb)k . 
(z-w) 2 z-w (z-w) 3 

Hence (using (2.6.3)) we obtain: 

(3.5.13) 

In particular, [L~ 1,an] = -nan-1, hence [L~1,a(z)] = oa(z) and, as above, we 

deduce that Lb(z) is a Virasoro field. Using (3.5.2), (3.5.8) and (3.5.11), we see 

that the central charge of Lb(z) is equal to dimQ0 - dimQ1 -12(blb)k. Thus we 

have proved the following 

PROPOSITION 3.5. For each b E Qo the field Lb(z) is a Virasoro field with 

central charge 

(3.5.14) sdim Q - 12(blb )k. 

We apply now formula (3.5.10) to representation theory of the algebra 6. Since 

6 is a direct sum of the abelian Lie superalgebra Q and the Heisenberg superalgebra 

61 = Ef)Q ®tn +CK, 
n;eO 

it suffices to study representations of the latter. It is a Z-graded Lie superalgebra 

with the triangular decomposition: 

6' = 6< + CK + 6>, where 6~ = E9 (Q ® t=Fn) . 
n>O 

The following lemma is immediate from the definitions. 

LEMMA 3.5. If v is a singular vector of a field representation of 6 (i.e., 

6>v = 0), then Hv = 0. □ 

Let 6~ = 6> +CK. Given k E C, denote by 1rk the 1-dimensional representation 

of 6~ defined by: 
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Then the Verma module vk := V(1Tk) is explicitly described as follows: 

(i.e., vk is identified with the symmetric superalgebra over the superspace 6<), 

K = kl, am= a® tm acts on Vk by multiplication if m < 0 and by a derivation of 

the symmetric superalgebra defined by 

n > 0, 

if m > 0. 

THEOREM 3.5. (a) The 6' -module Vk is irreducible iff k ¥- 0. (V0 has a unique 

maximal submodule fl . such that V0 / fl is the trivial 1-dimensional module.) 

(b) Any bounded field representation of 61 such that K = kl with k =I- 0 is 

equivalent to a direct sum of copies of the representation Vk. 

PROOF. If k =/- 0 then we can construct the operator H. Due to (3.5.10), H 

is diagonalizable on Vk with non-negative eigenvalues and the only vectors with a 

zero eigenvalue are multiples of 1 E vk. Hence, by Lemma 3.5, vk is irreducible if 

k ¥- 0. The case k = 0 is obvious. 

In order to prove (b), consider a bounded field representation of 6' in a vector 

space V and denote by v0 the subspace of V consisting of singular vectors. Since V 

is a bounded representation, it is clear that v0 =I- 0. Since V is a field representation 

with k =I- 0, we can construct the operator Hon V. It follows from (a) that U(6')v 

is an irreducible module isomorphic to Vk if v is a non-zero vector from v0 . Hence 

V' := U (6') V 0 

is a direct sum of copies of the representation Vk. Note that, due to (3.5.10), all 

eigenvalues of Hon V' are non-negative. 

Suppose now that V =I- V'. Then V/V' is again a bounded field 6'-module, 

hence there exists a non-zero singular vector v E V/V', hence by Lemma 3.5, 

Hv = 0. Taking a preimage v E V of v, which is an eigenvector of H, we obtain 

Hv = 0 and we see by the construction that anv is a non-zero vector of V' for some 

a E ~ and some n > 0. Hence, by (3.5.10), 
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Thus, anv is an eigenvector of H in V 1 with a negative eigenvalue, a contradiction 

proving (b). □ 

The 61-module B := V1 is called the oscillator representation of the Heisenberg 

superalgebra ~,. It is characterized by the property of having a cyclic vector I0) = 
1 E B (i.e., U (~

1) I0) = B) such that 

(3.5.15) anlO) = 0 for all n > 0, a E Q. 

EXAMPLE 3.5. The oscillator algebras (see (2.5.1)) is a special case when 

Q = Qii = C, (alb) = ab and C¥n = ln. In this case the S1-module vk can be 

identified with the algebra of polynomials C[x1, x2, ... ] so that (m > 0): 

K=k. 

The (even) field a(z) = LnEZ anz-n-l is local with the OPE 

k 

a(z)a(w) ~ ( )2 • 
z-w 

The s
1 -module V k extends to an s-module V k;µ by letting a 0 = µ E C. Due to 

Theorem 3.5 any bounded field representation of s such that K = kl with k -:j, 0 

and a0 is diagonalizable decomposes in a direct sum of representations V k;µ, µ E C. 

In particular, for eachµ there exists a unique such irreducible representation. 

It is easy to construct some "pathological" representations of s. If we take a 

1-dimensional s~-module 1r1 such that an e-► 0 for n » 0, then Ind!~ 1r1 is a field 

representation which is not bounded. If we take a 2-dimensional representation 1r2 

of s~ given by an f-► (~ ~) for all n ~ 0, K f-► kl, then Ind!~ 1r2 is a bounded but 

not a field representation. It contains a submodule isomorphic to V k;O the quotient 

by which is again isomorphic to V k;O' but the whole module is not V k;O EB vk;O. 

3.6. Free (super)fermions 

Now we consider the Clifford affinization of a finite-dimensional superspace A 

with non-degenerate anti-supersymmetric bilinear form (-1-)- Recall (see Section 2.5) 

that this is a Lie superalgebra 
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with commutation relations (m, n E ½ + Z; cp, '¢ E A): 

(3.6.1) 

1 
where 'Pm stands for cp © tm- 2. Recall that the supercurrents 

cp(z) = L 'PnZ-n-½, 

nE½+Z 

are mutually local with the OPE (2.5.8). 

cp EA, 

99 

Consider a field representation of the Lie superalgebra CA in a vector space V 

such that K = klv. We shall assume that k f 0. Then we obtain a set of mutually 

local field with the OPE 

(3.6.2) cp(z)'lj;(w) ~ (cpl'I/J)k' 
z-w 

called a system of free fermions (sometimes called superfermions if A0 f 0). Note 

that these fields satisfy the conditions of Wick's theorem. 

Choose dual bases {'Pi} and {'I/Ji} of A (see Section 3.5), and consider the 

following even field of conformal weight 2: 

(3.6.3) L(z) = 21k L: 8cp\z)'¢i(z) == L Lnz-n-2_ 
i nEZ 

Using Wick's theorem, we obtain 

L(z)cp(w) ~ ! ( cp(z) + 8cp(z))' 
2 (z-w) 2 z-w 

cp EA. 

Hence, by Taylor's formula, we have: 

(3.6.4) L(z)cp(w) ~ ½cp(w) + 8cp(w). 
(z -w)2 z - w 

Due to Table OPE (Section 2.6), this is equivalent to 

(3.6.5) [Lm, 'Pn] = - (~m + n) 'Pm+n, mEZ, 

The case m = 0 of (3.6.5) gives 

(3.6.6) [Lo, 'Pn] = -ncpn, 
1 

n E 2 + Z, cp EA, 

i.e., cp(z) has conformal weight ½ with respect to the Hamiltonian adL0 . The case 

m = -1 of (3.6.5) gives: 

[L-1, cp(z)] = 8cp(z), cp EA. 
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In the same way as for free bosons, it follows that L(z) is a Virasoro field. Com­

puting the s = 2 term of L(z)L(w) in Wick's formula, we obtain 

(3.6.7) central charge of L(z) = -i sdimA. 

In the same way as in the bosonic case, we apply (3.6.6) to representation 

theory of the Lie superalgebra CA. It is a Z-graded (by adL0 ) Lie superalgebra 

with the triangular decomposition: 

c A = c1 + CK + c;, 

where C; = A®C[t], C1 = A0r1qt-1 ]. Let Cx = C; +CK. Given k E C denote 

by 1rk the 1-dimensional representation of Cx defined by 1rk (C;) = 0, 1rk(K) = k. 

Then the Verma module vk := V(1rk) is identified with s (C1), K = kl, 'Pm acts 

by multiplication if m < 0 and by a derivation of the superalgebra S (C1) defined 

by 

n > 0, 

if m ~ 0. 

The following result is proved in exactly the same way as Theorem 3.5, by 

making use of (3.6.6). 

THEOREM 3.6. (a) The CA-module vk is irreducible iff k ::J 0. 

(b) Any bounded field representation of CA such that K = kl with k ::J 0 is 

equivalent to a direct sum of copies of the representation V k. 

The CA-module F := V1 is called the spin representation of the Clifford Lie 

superalgebra CA. It is characterized by the property of having a cyclic vector 

!0) E F such that 

(3.6.8) 'Pn!0) = 0 for all n > 0, cp EA. 

In conclusion of this section we describe a very useful construction, called 

bosonization. Suppose that the superspace A is a direct sum of two isotropic sub­

spaces A+ and A-, and let k = 1. Choose bases {'Pi} of A+ and { 'lji} of A- such 

that ( 1Jii I cp-1) = c5ij. Note that for any cp E A we have 

(3.6.9) 
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Construct a new field of conformal weight 1: 

a(z) = L: ,/(z)'l/i(z) : . 
i 
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Using Wick's and Taylor formulas, formulas (3.6.2) fork= 1 and (3.6.9) we obtain 

the following OPE: 

(3.6.10) 

Furthermore, Wick's formula gives: 

(3.6.11) 
a(z)a(w) 

L(: ,/(z)'l/i(w) : - : r/(w)'l/i(z) :) 
sdimA+ i 

= ----+------------(z -w) 2 z -w 

+ L: ,/(z)'l/i(z)'Pi(w)'lj;i(w):. 
i,j 

By Taylor's formula, the second term on the right-hand side of (3.6.11) equals 

L(: a'Pi(w)'l/Ji(w): - : 'Pi(w)a'lf;i(w) :) + (z - w)(· .• ), 
i 

and the third term equals 

L: 'P\w)'l/Ji(w)v}(w)'lj;i(w): +(z - w)(· •• ). 
i,j 

We conclude that 

(3.6.12) 
-sdimA+ 

a(z)a(w) ~ ( )2 , z-w 

i.e., that a(z) is a free boson with affine central charge - sdim A+, and that 

(3.6.13) 

: a(w)a(w) : = L (: a'Pi(w)'l/J\w): - : 'Pi(w)8'lj;i(w)) 

+ L: 'Pi(w)'l/Ji(w)'Pi(w)'lj;i(w): 
i,j 

Finally, note that we may construct a family of Virasoro fields 

(3.6.14) 

where 

L+(z) = L: a'Pi(z)'l/Ji(z) :, L-(z) = L: 8'lj;i(z)'fJi(z) :, 
i i 
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so that using Wick and Taylor formulas we obtain: 

(3.6.15) L>.( ) ( ) 8cp(w) (1- A)cp-(w) + Acp+(w) 
z cp z ~ -- + -'-----'-----'----'------'--'-, 

z - w (z - w) 2 
cp EA. 

It follows as above that £>-(z) are Virasoro fields for each A. The central charge, 

calculated as before, is equal to 

(3.6.16) 



CHAPTER 4 

Structure theory of vertex algebras 

4.1. Consequences of translation covariance and vacuum axioms 

First, recall the axioms of a vertex algebra given in Section 1.3. It is often 

convenient to state them in a slightly different form ( closer in spirit to the Wightman 

axioms). 

A vertex algebra is a superspace V endowed with a vector IO) (vacuum vector), 

an endomorphism T (infinitesimal translation operator) and a parity preserving 

linear map of V to the space of fields (the state-field correspondence) 

ai--+ Y(a,z) = Lll(n)Z-n-1 , 

nEZ 

such that the following axioms hold ( a, b E V): 

ll(n) E EndV, 

(translation covariance): [T,Y(a,z)] =8Y(a,z), 

(vacuum): TIO)= 0, Y(IO), z) = Iv, Y(a, z)IO)lz=O = a, 

(locality): (z - w)N[Y(a, z), Y(b, w)] = 0 for N » 0. 

Applying both sides of the translation invariance axiom to IO) we obtain (1.3.3) 

from the 1st and 3rd parts of the vacuum axiom after letting z = 0. Hence these 

axioms imply those in Section 1.3. Conversely, TIO) = 0 follows from (1.3.3) and 

the 2nd part of the vacuum axiom. 

The fields Y ( a, z) are often called vertex operators, hence the name vertex 

algebra. 

The following theorem provides a general, albeit abstract, construction of vertex 

algebras ( cf. [Lil). 

THEOREM 4.1. Any local linear field algebra F C glf(U) is a vertex algebra 

with the vacuum vector ID) = lu, the infi,ntesimal translation operator T = az and 

the vertex operators 

Y(a(z),x)b(z) = L(a(z)(n)b(z))x-n-l. 
nEZ 

103 
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PROOF. First, the vertex operators Y(a(z),x) are EndF-valued fields since F 

consists of (EndU-valued) mutually local fields. Moreover, these vertex operators 

are pairwise local due to Proposition 3.2. This checks the locality axiom. The 

vacuum axioms mean the following: 

These formulas are obvious. The trasnlation covariance axiom means: 

[8z, a(z)(n)]b(z) = -na(z)(n-1)b(z) for n E Z. 

But this is formula (3.3.5b). 

D 

The following easy uniqueness (and existence) theorem for a formal differential 

equation is very useful in establishing identities. 

LEMMA 4.1. Let U be a vector space and let R(z) E (EndU)[[z]]. Then the 

differential equation 

(4.1.1) 
d 
dzf(z) = R(z)f(z) 

has a unique solution of the form 

J(z) = L Jnzn, 
nEZ+ 

with the given initial data Jo. 

PROOF. Equation (4.1.1) means: 

j-1 

Jn EU, 

jfi = LRdj-i-1 for j ~ 1, where R(z) = L Rjzi. 
~o ia+ 

These equations allow one to compute the Ji, j > 0, recursivity for each given J0 . 

PROPOSITION 4.1. (a) For any element a of a vertex algebra V one has 

( 4.1.2) 

(4.1.3) 

(4.1.4) 

ezTY(a, w)e-zT = Y(a, z + w) in the domain lzl < lwl, 

ezTY(a, w)±e-zT Y(a, z + w)± in the domain lzl < lwl. 

D 
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{b} For any two elements a, b E V and any n E Z one has: 

( 4.1.5) 

PROOF. We actually proved already (4.1.2) in Section 1.3. It is placed here 

again because the proof of all four formulas is the same. 

Note that (4.1.2) and (4.1.5) are equalities in V[[z]] and (4.1.3 and 4) are 

equalities in EndV[[w, w-1]] [[z]] (recall that "in the domain izl < lwl" means that 

(z + w)i is replaced by its power series expansion iw,z(z + w)i E (C [ [w, w-1]] [[z]]). 

In order to prove (4.1.2) and (4.1.5), we apply Lemma 4.1 to U = V, R = T. 

Since both sides of ( 4.1.2) obviously satisfy the differential equation ( 4.1.1) with the 

initial condition f O = a, ( 4.1.2) follows. Both sides of ( 4.1.5) satisfy the differential 

equation ( 4.1.1) due to· the vacuum and translation covariance axioms and the fact 

that both 8z and adT are derivations of all n-th products (see Proposition 3.3(a) 

and (3.1.12)). The coincidence of the intial conditions follows from the vacuum 

axiom and Lemma 3.1. 

In order to prove the remaining two formulas, we apply Lemma 4.1 to U = 
(EndV) [[w,w-1]], R = adT. Since both sides of (4.1.3) (resp. (4.1.4)) satisfy 

(4.1.1) with the initial condition Jo= Y(a,w) (resp. Jo= Y(a,w)±), (4.1.3 and 4) 

follow. In the proof of (4.1.4) we have used that the translation covariance equation 

splits into two equations: 

( 4.1.6) [T, Y(a, z)±] = 8Y(a, z)±-

□ 

4.2. Skewsymmetry 

PROPOSITION 4.2. For any elements a and b of a vertex algebra V one has the 

following skewsymmetry relation: 

(4.2.1) 

PROOF. We have by the locality axiom for N » 0: 

This can be rewritten using (4.1.2): 
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Applying ( 4.1.3) to the right-hand side we get 

(4.2.2) 

Since b(n)(a) = 0 (resp. a(n)(b) = 0) for n » 0, the equality (4.2.2) involves 

only positive powers of z - w if N is sufficiently large (resp. only finitely many 

negative powers of z). Hence (4.2.2) is an equality in (EndV)((z)) [[z - w]] if N is 

sufficiently large. Then we can let w = 0 in both sides of ( 4.2.2) and divide by zN, 

obtaining (4.2.1). D 

Comparing coefficients of (4.2.1) we obtain the original Borcherds formula [Bl] 

for skewsymmetry ( n E Z): 

00 

(4.2.3) a(n)b = -p(a,b) :~)-l)HnT(j) (b(n+j)a). 
j=O 

Here and further we write a(nib in place of a(n)(b) (the endomorphism a(n) 

applied to a vector b). We do this not only for typographical reasons, but, more 

importantly, in order to emphasize that for each n E Z we have on V a Cbilinear 

product a(n)b. As we shall see, the products a(nib are essentially the same as prod­

ucts a(z)(n)b(z) discussed in Sections 2.3 and 3.1. Formula (4.2.3) is the counterpart 

of Proposition 3.3(b). 

REMARK 4.2. Theorem 4.1 and formula (4.2.3) give another proof of Proposi­

tion 3.3(b). Indeed, just consider the linear field algebra F generated by the fields 

a(z) and b(z). 

4.3. Subalgebras, ideals, and tensor products 

A subalgebra of a vertex algebra V is a subspace U of V containing IO) such that 

a(niU CU for all a E U. 

It is clear that U is a vertex algebra too, its fields being Y(a, z) = 1:n a(n) lu z-n-l. 

This follows immediately from the axioms of a vertex algebra in Section 1.3. 

A homomorphism of a vertex algebra V to a vertex algebra V 1 is a linear parity 

preserving map cp : V ➔ V 1 such that 

cp(a(n)b) = cp(a)(n)'P(b) for all a, b EV, n E Z. 
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A derivation D of parity 'Y E Z /2Z of a vertex algebra V is an endomorphism 

of the space V such that DVa C Va+"Y and 

Note that if D is an even derivation and eD is a convergent series, then eD is an 

automorphism of the vertex algebra V. 

An ideal of a vertex algebra V is a T-invariant subspace J not containing IO) 

such that 

a(n)J CJ for all a E V. 

Note that we have 

(4.3.1) a(n) V C J for all a E J. 

Indeed, it follows from the skewsymmetry (4.2.1) that Y(a, z)v = ±ezTY(v, -z)a E 

J [[z,z-1]] for a E J, v E V. Hence the quotient space V/J has a canonical 

structure of a vertex algebra, and we have a canonical homomorphism V -+ V / J of 

vertex algebras. 

The tensor product of two vertex algebras U and V is defined as follows. The 

space of states is U 181 V, the vacuum vector is IO)@ IO), the infinitesimal translation 

operator is T 181 1 + 1 0 T. Finally, the fields are 

Y(u@v,z)=Y(u,z)@Y(v,z)= L U(m)©V(n)Z-m-n- 2 . 

In other words 

(4.3.2) 

m,nEZ 

(u 0 v)(k) = L U(m) 0 V(-m+k-l)· 
mEZ 

We use the usual definition of a tensor product of two operators A and B: 

(A 0 B)(a 181 b) = (-l)P(B)p(a) A(a) 0 B(b). 

It is clear that the sum ( 4.3.2) applied to any vector a 0 b is finite (since both 

Y(u, z) and Y(v, z) are fields). We have that (u0v)(k) (a0b) = 0 fork» 0 because 

U(m)a = 0 form~ Mand V(n)b = 0 for n ~ N imply U(m) 0 v(-m+k-l) (a 0 b) = 0 

fork> M +N. 

It is straightforward to check that U 0 V is a vertex algebra. 
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Given a vertex algebra V it is natural to define its affinization Vas follows [Bl]. 

Let <C [ t, C 1] be the algebra of Laurent polynomials (with trivial Z/2Z-gradation) 

and let T denote its derivation Ot, Then <C [ t, t-1] is endowed with the structure of 

a holomorphic vertex algebra (see Section 1.4), and we let 

Of course, this affinization is closely related to that considered in Section 2.7. 

4.4. Uniqueness theorem 

The following uniqueness theorem is extremely useful in identifying a field with 

one of the fields of a vertex algebra. 

THEOREM 4.4. [G] Let V be a vertex algebra and let B(z) be a field (with 

values in EndV) which is mutually local with all the fields Y ( a, z), a E V. Suppose 

that for some b E V: 

(4.4.1) 

Then B(z) = Y(b, z). 

PROOF. By the assumption of locality we have: 

Applying to the left- (resp. right) hand side formula (4.1.2) (resp. ( 4.4.1)) we obtain: 

( 4.4.2) 

Applying (4.1.2) to the right-hand side of (4.4.2) we get 

which by locality (for sufficiently large N) is equal to (z - w)NY(b, z)Y(a, w)IO). 

(It follows from (4.4.1) that p(B) = p(b) since p(T) = 0.) Applying to this (4.1.2) 

again and equating it with the left-hand side of (4.4.2), we obtain 
,, 

(z - w)N B(z)ewT a= (z - w)NY(b, z)ewT a. 

Letting w = 0 and dividing by zN, we get B(z)a = Y(b,z)a for any a EV. □ 
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REMARK 4.4a. Condition (4.4.1) follows from 

( 4.4.3) B(z)I0)lz=O = b, 8B(z)I0) = TB(z)IO). 

Indeed, equation ( 4.4.3) means that B(z) I0) is a solution of the differential equation 

fza(z) = Ta(z), a(z) EV [[z]], with the initial condition ao = b. Due to Lemma 4.1 

we conclude that ( 4.4.1) holds. 

Note that just the first of the condition (4.4.3) is not enough as the example 

B(z) = (1 + z)Y(b, z) shows. 

The first corollary of the Uniqueness theorem is the following important propo­

sition. 

PROPOSITION 4.4. For any two elements a and b of a vertex algebra V and 

any n E Z one has: 

( 4.4.4) 

PROOF. Let B(z) = Y(a, z)(n)Y(b, z). By (4.1.5) and (4.1.2) we have: 

Since, by Dong's lemma, B(z) is local with respect to all vertex operators Y(c,z), 

(4.4.4) follows from Theorem 4.4. □ 

COROLLARY 4.4. (a) In a vertex algebra V for any collection of vectors a1, ... , 

an EV and any collection of positive integers j 1, ... ,jk one has 

(4.4.5) 

(b) For any a, b E V and any n E Z+ one has: 

(4.4.6) 

(c) For any a E V one has 

(4.4.7) Y(Ta, z) = 8Y(a, z). 

PROOF. (a) and (b) follow from Proposition 4.4 due to (3.1.6). Since Ta = 

a(-2)10), (c) is a special case of (a) when n = 1 and i1 = 2. □ 
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REMARK 4.4b. Let VacV = {a E VITa = O}. This subspace contains <CIO) but 

may be larger (see Remark 5.7c). (One often imposes an additional axiom of QFT 

requiring uniqueness of the vacuum, but we do not require this). It follows from 

( 4.4. 7) that 

VacV = {a EV I Y(a,z) = a(-1)} 

and from ( 4.4.6) that Vac V is a subalgebra of V. This is called the vacuum subal­

gebra of the vertex algebra V. It follows from locality that 

(4.4.8) [a(-l), Y(b, z)] = 0 for a E Vac V, b EV. 

Hence 

( 4.4.9) b(n) VacV = 0 for b EV, n E Z+. 

4.5. Existence theorem 

The following theorem allows one to construct vertex algebras (cf. [FKRW]). 

THEOREM 4.5. Let V be a vector superspace, let IO) be an even vector of V and 

T an even endomorphism of V. Let { a°' (z)} a EA ( A an index set) be a collection of 

fields such that 

(i) [T, a°'(z)] = 8a°'(z) (a E A), 

(ii) TIO)= 0, a°'(z)IO)lz=O = a°' (a EA), 

(iii) the linear map: I:a Ca°' (z) ➔ I:a Ca°', defined by a°' (z) i--+ a°', is injective, 

(iv) a°'(z) and a.6(z) are mutually local (a,/3 EA), 

(v) the vectors afJ1) """au:) IO) with is E z, as EA span v. 
Then the formula 

( 4.5.1) Y ( aU~)aU:) ···au:) IO), z) = a°' 1 (z )(j1 ) (a°' 2 (z )(h) (· • • (a°'" (z )u,.ifv)) 

defines a unique structure of a vertex algebra on V such that IO) is the vacuum 

vector, T is the infinitesimal translation operator and 

(4.5.2) Y(a°',z) = a°'(z), a EA. 

PROOF. Choose a basis among the vectors of the form (v) and define Y(a, z) 

by formula (4.5.1). By (iv), Remark 2.3a and Dong's lemma, the locality axiom 

holds. It follows from Lemma 3.1 and (ii), (iii) that the vacuum axioms hold (the 
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first two of them hold for trivial reasons). Finally, the operators adT and 8 are 

both derivations of the n-th products (see Proposition 3.3.(a) and (3.1.2)), which, 

due to (i), coincide on the a°'(z). The translation covariance axiom follows. 

If we choose another basis among the monomials ( v) we get (possibly different) 

structure of a vertex algebra on V. But all the fields of this new structure are 

mutually local with those of the old structure and satisfy (4.4.3). By Remark 4.4a 

and the Uniqueness theorem it follows that these vertex algebra structures coincide. 

Thus (4.5.1) is well-defined and (4.5.2) holds. Uniqueness is clear as well. D 

DEFINITION 4.5. A collection of fields of a vertex algebra V satisfying condi­

tion (v) of Theorem 4.5 is called a generating set of fields of V. If condition (v) 

holds with the additional assumption that all j 8 < 0, this collection is called a 

strongly generating set of fields. 

4.6. Borcherds OPE formula 

Let V be a vertex algebra. We have: 

Y(a, z)Y(b, w)/0) = Y(a, z)ewTb = ewTY(a, z - w)b 

(the last equality holds in the domain [z/ > /w[ due to (4.1.4)). Letting 

c = Y(a,z - w)b we have 

Y(a,z)Y(b,w)[O) = ewTc. 

If the uniqueness theorem were applicable we would derive the "associativity" of V: 

(4.6.la) 

(4.6.lb) 

Y(a, z)Y(b, w) = Y(Y(a, z - w)b, w) 

= '°' Y(a(n)b, w) 
~ (z -w)n+l' 
nEZ 

the latter equality being the "symbolic" OPE. However, the uniqueness theorem 

is not quite applicable (and no wonder, since the "symbolic" OPE makes no sense 

as an equality of formal distributions). In the "graded" case this "proof" can be 

made rigorous by making use of the analytic continuation (cf. Remark 4.9a). Still, 

in view of the discussion in Section 3.1, we may expect that the following holds. 

THEOREM 4.6. In the domain [z I > /w/ one has for any a, b E V: 

(4.6.2a) 
_ ~ Y (a(n)b, w) . . 

Y(a, z)Y(b, w) - ~ (z _ w)n+l +. Y(a, z)Y(b, w) .. 
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Equivalently: 

00 

(4.6.2b) [Y(a, z), Y(b, w)] = LY(a(n)b, w)oin\5(z - w). 
n=O 

PROOF. We have by the OPE (2.3.9a): 

[Y(a, z), Y(b, w)] = L (Y(a, w)(n)Y(b, w))oin)b(z - w). 
nEZ+ 

Hence the theorem follows from Proposition 4.4. □ 

Formula ( 4.6.2b) is equivalent to each of the following very useful Borcherds 

commutator formulas ( m, n E Z): 

(4.6.3) [a(m), b(n)] = ~ (7) (a(j)b)(m+n-j) 
J_ 

(4.6.4) [a(m), Y(b,z)] = L (17:)Y (a(j)b,z) zm-j_ 
j°2".0 J 

REMARK 4.6a. With respect to 8 = T and all products a(n)b for n E Z+, a 

vertex algebra V is a conformal superalgebra. Furthermore, the linear map Lie V ➔ 

EndV ,defined by an i--+ a(n), a E V, n E Z, is a Lie superalgebra homomorphism. Its 

kernel is an irregular ideal of Lie V. (Here Lie V is the maximal formal distribution 

Lie superalgebra associated to V viewed as a conformal superalgebra.) This is 

immediate by formulas (1.3.4), (4.2.3) and (4.6.3). 

An important special case of ( 4.6.4) is 

(4.6.5) 

COROLLARY 4.6. (a) a(o)b = 0 iff [a(o), Y(b,z)] = 0. 

(b) awb = 0 for all j E Z+ iff [Y(a, z), Y(b, w)] = 0. 

( c) The operator a(o) is a derivation of the vertex algebra V for any a E V. 

These derivations form a subalgebra of the Lie superalgebra of all derivations of V. 

(d) The centralizer ofY(a,z) in V (i.e., the subspace {b EV I [Y(a,z), Y(b,w)] 

= 0}) is a vertex subalgebra of V. 

( e) A subspace U of V is a vertex subalgebra iff the collection of fields 

{Y ( a, z) I a E U} is a linear field algebra. 

( f) The fixed point set of an automorphism of V is a vertex subalgebra of V. 
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(g) If a vertex algebra V is generated by a collection of fields Y ( ai, z) and 

b, b' E V are such that b(o) ai = b(O) ai for all ai, then b(o) = b(O). 

(h) If a vertex algebra V is generated by a collection of fields which is closed 

under OPE (i.e., all OPE coefficients are linear combinations of these fields or their 

derivatives), then V is strongly generated by this collection of fields. 

PROOF. (a) follows from (4.6.5) and (b) is immediate from (4.6.4). The first 

part of (c) follows from (4.6.3) form= 0 applied to c EV. The second part of (c) 

follows from ( 4.6.3) form= n = 0. (d) follows from (b). (e) is clear by (4.4.4). (f) is 

obvious. (g) follows from (c). Finally, (h) follows from formula (4.6.3) which shows 

that the bracket [a(m), b(n)] with m ~ 0 and n < 0 is a linear combination of some 

C(k) with k < m, hence applying a(m) to an element of the form af/,) ... au:) IO) with 

the j 8 < 0, we get by induction a linear combination of elements of this form. □ 

REMARK 4.6b. Corollary 4.6 provides several ways of constructing subalgebras 

of a vertex algebra V, which are quite popular in both mathematics and physics 

literature: 

(I) Given a subspace U of V, its centralizer 

Cv(U) = {b E Vl[Y(a, z), Y(b, w)] = 0 for all a EU} 

is a subalgebra of V (by Corollary 4.6d) called by physicists a coset model. 

(II) Given a collection of elements {ai} of V, the intersection of the null spaces 

of the operators a!o) is a subalgebra of V (due to Corollary 4.6c) called by 

physicists a W-algebra. 

(III) Given a collection of elements { a i} of V, the linear span of all the vectors 

is a subalgebra of V generated by the fields Y(ai, z). 

(IV) Given a group of automorphisms G of a vertex algebra V, the fixed point set 

v0 is a subalgebra of V (by Corollary 4.6f), called by physicists an orbifold 

model when G is finite. 

4. 7. Vertex algebras associated to formal distribution Lie superalgebras 

Let g be a Lie superalgebra spanned by mutually local formal distributions 

a°'(z) (a E A), and suppose that there exists an endomorphism T of the space g 
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over C such that 

(4.7.1) Ta°'(z) = oa°'(z). 

Then 9 is called a regular formal distribution Lie superalgebra. It is clear that T 

is an even derivation of the Lie superalgebra 9 given by the formula 

(4.7.2) Tafn) = -nafn-l) . 

Note that Lie R, where R is a conformal super algebra ( see Section 2. 7), is regular, 

in particular current algebras and the Virasoro algebra are regular. Let 

9-- = {a E 9 I Tka = 0 fork» o}. 

This is a T-invariant subalgebra of 9 which, due to (4.7.2), contains the annihilation 

subalgebra £!- of £l (see (3.4.1)): 

(4.7.3) 

Let >. : 9-- ➔ C be a 1-dimensional 9 __ -module such that 

(4.7.4) >. (T9 __ ) = 0. 

Consider the induced 9-module ( cf. Section 3.4) 

(4.7.5) 

and let IO) E v>-(9) be the image of 1 E U(9). 

Note that the formal distributions a°'(z) are represented in v>-(9) by fields 

(which we shall denote by the same symbol). This follows from (4.7.3) and the 

discussion in Section 3.4. 

The derivation T of £l extends to a derivation of U(9), which can be pushed 

down to an endomorphism of the space v>-(9) due to condition (4.7.4). This endo­

morphism is again denoted by T. 

The following theorem is now an immediate corollary of the Existence Theo­

rem 4.5. 

THEOREM 4.7. Let £l be a regular formal distribution Lie superalgebra. Then 

the 9-module v>-(9) has a unique vertex algebra structure with IO) the vacuum vector 

and generated by the fields a°'(z) (a EA). 
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REMARK 4.7. A formal distribution a°'(z) is represented in v>-(g) by a zero 

field iff af-1) E 9--· It follows from (4.7.2) and locality that in such a case a°'(z) 

lies in the center of g. 

COROLLARY 4. 7. Let g be a regular formal distribution Lie superalgebra spanned 

by mutually local formal distributions a°'(z) (a E J). Then the OPE coefficients of 

the commutators [ at3( z), a'Y ( w)] (/3, 'Y E J) are finite IC-linear combinations of the 

formal distributions a°'(w) and their derivatives and some central formal distribu­

tions. 

PROOF. Consider the vertex algebra v0 (g). Due to Remark 4.7, the represen­

tation of g/center(g) in V0 (g) is faithful. We have a°'(z) = Y(af-1)1O),z), hence, 

by Theorem 4.6 we obtain: 

N-1 

[a°'(z), a~(w)] = LY (afj)af_1)IO), w) aI,t)<5(z - w). 
j=O 

."-----
But, by (4.6.3), each vector afilaf_ 1)IO) = [au)• af-1)] IO) is a finite linear combi-

nation of vectors a(-i-i)IO) with i E Z+- The corollary now follows from (4.4.6) 

for b = IO). □ 

The vertex algebras v>-(g) are called universal vertex algebras associated tog. 

Consider now the example of a current (resp. supercurrent) algebra g (resp. 

9super) associated to a Lie superalgebra g. This is a Lie superalgebra spanned 

by formal distributions a(z) (resp. a(z), a(z)), a E g, and K, with commutation 

relations given by (2.5.6) (resp. (2.5.6), (2.5.7a) and (2.5.7b)). Taking T = -at, it 

is immediate that (4.7.2) holds. Hence we may apply Theorem 4.7. We obviously 

have: 

(4.7.6) 
9-- = g[t] + <CK, 

(gsuper)__ = g[t, 0] + <CK, 

Tg __ 

T(gsuper)--

Thus, condition ( 4. 7.3) gives us the following possibilities for A: 

A(g[t]) (resp. A(g[t, 0])) = 0, A(K) = k E <C. 

g[t]; 

g[t,0]. 

We shall denote the corresponding g- (resp. 9super-) module by Vk (g) (resp. 

Vk(gsuper)). By Theorem 4.7, Vk(g) and Vk(gsuper) are vertex algebras, which 

are called universal affine vertex algebras. 
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In the special case when g is a commutative Lie superalgebra, the universal 

affine vertex algebras are simple (i.e., have no non-zero ideals), provided that k # 0, 

due to Theorems 3.5 and 3.6. In this case the universal affine vertex algebra Vk(g) 

is called the free bosonic vertex algebra and is usually denoted by Bk(g). 

One argues similarly in the case of the Clifford affinization CA, defined by 

commutation relations (2.5.8). The corresponding vacuum vertex algebra (which is 

simple if k # 0 due to Theorem 3.6) is called the free fermionic vertex algebra and 

is usually denoted by Fk(A). Note that for a commutative gone has: 

(4.7.7) 

where the bar signifies the change of parity on g. 

Let us demonstrate now on the example of currents a(z), a E g, how to use 

the "non-commutative" Wick formula. We shall work in the universal affine vertex 

algebra Vk (g). By (2.5.6) we have 

a(z).xb(z) = [a, b](z) + ,\(alb)k. 

Hence by formula (3.3.12), we have 

(4.7.8) 

a(z).x : b(z)c(z) : =: [a, b](z)c(z) : +p(a, b) : b(z)[a, c](z) : 

,\2 
+ ,\ ( (alb )kc(z) + p(a, b) (alc)kb(z) + [[a, bl, c] (z)) + 2 k ([a, b]lc) . 

Thus, we obtain the following OPE: 

(4.7.9) 

( ) b( ) ( ) : [a, b](w)c(w) : +p(a, b) : b(w)[a, c](w) : 
a Z : W CW : ~ --------------

z - w 
+ [[a, b], c] (w) + (alb)kc(w) + p(a, b)(alc)kb(w) 

(z - w) 2 

k ([a, b]lc) 
+ (z - w) 3 • 

4.8. Borcherds identity 

THEOREM 4.8. Let F(z, w) be a rational function in z and w with poles only 

at z = 0, w = 0 or z = w. Then for any elements a and b of a vertex algebra V 
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one has the following Borcherds identity: 

(4.8.1) 

Resz-w Y(Y(a, z - w)b, w)iw,z-wF(z, w) 

= Resz(Y(a, z)Y(b, w)iz,wF(z, w) - p(a, b)Y(b, w)Y(a, z)iw,zF(z, w)). 

PROOF. It suffices to prove (4.8.1) for 

Taking the residues for this F, ( 4.8. l) becomes the following identity multiplied 

byw1: 

(4.8.2) f (":)Y (a(n+J)b,w) wm-j = I:(-l)j (~)a(m+n-j)Y(b,w)wj 
j=O J j=O J 

- p(a, b) I:(-l)n+J (~) Y(b, w)a(m+J)Wn-j, 
j=O J 

which is Borcherds identity for F = zm(z-w)n. In particular, we see that Borcherds 

identity holds for F(z, w) iff it holds for w1 F(z, w), l E Z. It follows that it suffices 

to prove ( 4.8.2) in the following two cases: 

case 1: F = zm, m E Z; case 2: F = (z - w)-n- 1 , n E Z+. 

But case 1 of ( 4.8.2) is precisely ( 4.6.4) and case 2 of ( 4.8.2) is precisely ( 4.4.6). D 

PROPOSITION 4.8. (a) Borcherds identity is equivalent to the following three 

identities: 

(commutator) 

(normally ordered product) 

( derivative} 

[a(m),Y(b,z)] 

: Y(a,z)Y(b,z): 

8Y(a, z) 

f (":)Y (au)b,z) zm-J, 
j=O J 

= Y (a(-l)b,z) 

Y(Ta, z). 
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(b) The following set of Borcherds axioms is an equivalent set of axioms of a vertex 

algebm: 

(partial vacuum)Y(I0), z) = I, a(-1)10) = a; 

(4.8.3) 

(Borcherds identity) f: (~) (a(n+j)b\m+k-j) c = I:(-l)j (~)a(m+n-j)b(k+j)C 
j=O J j=O J 

- p(a, b) I:(-l)i+n (~) b(n+k-i)a(m+i)c(k, m, n E Z). 
j=O J 

PROOF. (a) follows immediately from the proof of Theorem 4.8. Since (4.8.3) 

is an equivalent form of ( 4.8.2), our axioms listed in Section 1.3 imply Borcherds 

axioms ( due to Theorem 4.8). Conversely, suppose that Borcherds axioms hold. 

Taking b = I0) and F = 1 in ( 4.8.1) we get a(j) I0) = 0 for j 2:: 0, giving the vacuum 

axiom of Section 1.3. Letting Ta= a(-2)10), applying both sides of (4.8.3) to I0) 

and letting m = 0, k = -2 gives the translation covariance axiom. Finally, taking 

F = zm(z - w)n for n » 0, we obtain the locality axiom from (4.8.1). □ 

COROLLARY 4.8. Borcherds identity holds for any three mutually local fields 

a(z), b(z) and c(z) and any m,k,n E Z: 

(4.8.4) ~ (7) (a(z)(n+J)b(z))(m+k-J) c(z) 

= t,(-l)j G) (a(z)(m+n-j) (b(z)(k+j)c(z)) 

PROOF. Consider the (local) linear field algebra generated by the fields a(z), 

b(z) and c(z). By Theorem 4.1, this is a vertex algebra, hence we may apply (4.8.3). 

□ 

REMARK 4.8. (a) Letting n = 0 in (4.8.4), we get formula (3.3.7) for all m,n E 

Z, (not only for m E Z+)- Note, however, that (3.3.7) is a stronger statement in 

that respect that we do not make any assumptions on locality there. 

(b) Recall that (4.8.4) form E Z+, n = 0 and k = -1 is the non-commutaive 

Wick formula (3.3.10). Another important special case of (4.8.4) ism= 0, n = k = 
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-1, which is the "quasiassociativity" of the normally ordered product: 

(4.8.5) : : a(z)b(z): c(z): - : a(z): b(z)c(z):: 
00 

= L a(z)(-j-2)(b(z)u)c(z)) + p(a, b)b(z)(-j-2)(a(z)u)c(z)). 
j=O 

EXAMPLE 4.8. Let a(z) be the free bosonic field (cf. Example 3.5) with the 

OPE 

1 
a(z)a(w) ~ ( )2 z-w 

Then formula (4.8.5) gives: 

:: a(z)a(z): a(z) : - : a(z): a(z)a(z) ::= a;a(z), 

i.e. associativity of the normally ordered product fails even for free fields. 

4.9. Graded and Mobius conformal vertex algebras 

A vertex algebra V is called graded if there is an even diagonalizable operator 

H on V such that 

(4.9.1) [H, Y(a, z)] = z8Y(a, z) + Y(Ha, z). 

Note that (4.9.1) means that the field Y(a,z) has conformal weight A EC with 

respect to the Hamiltonian adH (see Definition 2.6a) iff Ha = Aa. By abuse of 

terminology, we shall call H a Hamiltonian of a vertex algebra V if ( 4.9.1) holds. 

As in Section 2.6, writing the field of conformal weight A in the form 

Y(a,z) = L anz-n-~, 
nE-~+z 

so that 

(4.9.2) 

we see that (4.9.1) is equivalent to 

(4.9.3) 

Note that (1.3.4) becomes: 

( 4.9.4) [T, an]= (-n - A+ l)an-1, 
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and (4.9.1) for u = I0) gives 

(4.9.5) 

It follows that 

(4.9.6) 

HI0) = o. 

[H,T]=T 

since both sides commute in the same way with all Un and both annihilate I0). 

Consider the eigenspace decomposition of V with respect to H; 

V = EB yU)_ 
j 

Note that, by ( 4.9.3) and ( 4.9.4) one has: 

(4.9.7) Un y(i) C y(i-n), TV(j) C y(j+l). 

It is clear that a graded vertex algebra has a unique maximal graded ideal and 

that the corresponding quotient vertex algebra is simple. 

REMARK 4.9a. If V is a graded vertex algebra, one usually considers the "re­

stricted" dual space: 

V* = Ef,vU)* 
j 

and the matrix coefficients of fields or their products, like 

M!~~v(z, w) = (v*, Y(u, z)Y(b, w)v), VE y(i) 
' 

Then provided that the real part of the spectrum of H is bounded below this matrix 

coefficient converges to a rational function in the domain lzl > lwl, and we may 

extend it analytically to the domain z -::f. 0, w -::f. 0, z -::f. w. Then the equality of 

all matrix coefficients is equivalent to the equality of the product of fields. For 

example, the locality is equivalent to the equality of all rational functions: 

In this approach the proofs are somewhat simpler (for example, Theorem 4.6 is then 

immediate by Goddard's Uniqueness theorem) and (4.6.la and b) makes sense (as 

an equality of the matrix coefficients). However, this approach is restricted to the 

graded case only. 
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Using (4.9.2) we rewrite (4.6.3) and (4.6.4) in a graded form (m,n E Z): 

(4.9.8) 

(4.9.9) [am, Y(b, z)] = ~ (m + A - 1) y ( b ) m-j+~-1 
~ . aj-~+l , Z Z • 

jEZ+ J 

Hence Lie V becomes a Z-graded Lie algebra, the gradation being given by the 

eigenvalues of adH. Note that adT is a derivation of Lie V that shifts this gradation 

by -1. 

The following remark allows one to construct Hamiltonians. 

REMARK 4.9b. Let V be a vertex algebra and let H be a diagonalizable oper­

ator on the space V such that HIO) = 0. Suppose that Vis strongly generated by 

a collection of fields Y(a'\ z) such that 

[H, Y(a°', z)] = (z8 + A 0 )Y(a°', z), A0 EC. 

Then H is a Hamiltonian of the vertex algebra V. This follows from ( 4.9.4) 

and (4.9.5). 

The following remark allows one to construct automorphisms of a vertex 

algebra. 

REMARK 4.9c. Suppose that V = EBj vu> is a graded vertex algebra such 

that dim vu> < oo for all j, and let a E lfo(l). It follows from ( 4.9.8) that a0 

is a derivation of the vertex algebra V which preserve the gradation. Hence the 

series eao converges to an automorphism of the vertex algebra V called an inner 

automorphism of V. 

The following proposition allows one to compute the vacuum subalgebra of a 

vertex algebra. 

PROPOSITION 4.9. Let V be a vertex algebra graded by a Hamiltonian H all of 

whose eigenvalues are non-negative. Suppose that there e:dsts an operator T* on V 

such that 

(4.9.10) [H,T*] = -T*, [T*,T] = 2H. 

Then 
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(a) VacVcv(0)(=KerH). 

(b) The representation of the Lie algebm t = CT +CH +CT* on Vis completely 

reducible if and only if Vac V = V(O) and Vac V n Im T* = 0. 

PROOF. Due to (4.9.6) and (4.9.10), tis a Lie algebra isomorphic to sl2 (C). It is 

clear that every irreducible subquotient of the t-module V either is a I-dimensional 

t-module or is a Verma module with respect to the Borel subalgebra CH + CT* 

with negative highest weight. Proposition now follows from the elementary highest 

weight representation theory of sl2 (C) (or one can apply the general Proposition 9.9 

from [K2]). □ 

EXAMPLE 4.9a. Let g be a regular Lie superalgebra of formal distributions. 

Suppose that g is graded with the Hamiltonian H (see (3.4.1)). Then Hg __ C 9-­

(due to ( 4.9.6)) and hence, due to Remark 4.9a, the associated vertex algebras v.x(g) 

are graded. The simple quotient vertex algebra of v.x(g) by the maximal graded 

ideal is denoted by v.x(g). Furthermore, suppose that there exists a derivation 

T* of g such that (4.9.10) holds. Then T*g __ C 9--, hence we get an induced 

operator on v.x(g) which we again denote by T*. It is easy to see that the maximal 

graded ideal of v.x(g) is T*-invariant, hence we get an induced operator T* on the 

vertex algebra v.x(g) which still satisfies (4.9.10). 

The following is a special case of Example 4.9a. 

EXAMPLE 4.9b. It follows from Example 2.6 that the universal affine vertex al­

gebras Vk(g) and Vk(9super) are graded, the conformal weights of currents (resp. su­

percurrents) being 1 (resp. 1/2). In particular, the free bosonic (resp. free fermionic) 

vertex algebra is graded by taking the conformal weight of free generating bosons 

(resp. fermions) equal 1 (resp. 1/2). The simple graded quotient of the universal 

affine vertex algebra Vk(g) (resp. Vk(9super)) is called an affine (resp. superaffine) 

vertex algebra and is denoted by Vk(g) (resp. Vk(9super)). Note that T* = -t2 8t 

(resp. -t28t - ½t080) is a derivation of the algebra of currents g (resp. supercur­

rents 9super). Thus, the vertex algebras vk (g) and vk (Osuper) satisfy the conditions 

of Proposition 4.9. Since Ker H = qo) we obtain that in both cases the vacuum 

subalgebra is qo). 

The following definition is motivated by (1.2.6c) and the subsequent discussion. 
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DEFINITION 4.9. A graded by H vertex algebra Vis called Mobius-conformal 

if there exists an operator T* on V which decreases the conformal weight by 1 and 

such that for any a E V one has: 

(4.9.11) [T*, Y(a,z)] = z 28Y(a,z) + 2zY(Ha,z) + Y(T*a,z). 

Letting a= /0) in (4.9.11), we get from (4.9.5) and the axioms of V: 

(4.9.12) T*I0) = 0. 

We also have: 

(4.9.13) 

Combining (4.9.12),(4.9.1'3) and (4.9.3),(4.9.4), we see that (4.9.10) is satisfied. 

Motivated by (l.2.5c), a field Y(a, z) of conformal weight ~ of a Mobius­

conformal vertex algebra is called quasiprimary if 

[T*, Y(a, z)] = (z28 + 2~z)Y(a, z). 

REMARK 4. 9d. Y ( a, z) is a quasi primary field of conformal dimension ~ iff 

(4.9.14) Ha= ~a, T*a = 0. 

Note that if the representation of the Lie algebra CT +CH +CT* in Vis completely 

reducible, the vectors rma, where a satisfies (4.9.14) for some ~ and n E Z+, 

span V. (Due to Proposition 4.9, this condition holds if all eigenvectors, except for 

the Cj0), of Lo have positive eigenvalues.) Hence in this case the quasiprimary fields 

along with all their derivatives span the space of all fields of the vertex algebra V. 

Recall that the axiom of translation covariance integrates to the following equal­

ity of formal distributions in z and ,X in the domain I-XI < lzl: 

(4.9.15) 

Similarly, relation ( 4.9.1) integrates to ( cf. Section 1.2): 

(4.9.16) 

Indeed, (4.9.1) is equivalent to (4.9.3) which integrates to _xHan_x-H = _x-nan, 

which is equivalent to (4.9.16). 
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Finally, (4.9.11) integrates to the following covariance relation in the domain 

l>-zl < 1: 

(4.9.17) 

(Note that this reduces to a special case of (1.2.4) if a satisfies (4.9.14).) In order 

to prove this relation, write: 

>..T* ->..T* ( Z ) e Y(a,z)e =Y A(>.)a, l->.z , 

where A(>-) is a formal power series in.>. with coefficients in Hom(V, EndV [[z, z-1]]) 

and constant term I. Differentiating both sides by A and using (4.9.11) we obtain 

an equation on A(>.): 

d~~>-) = z28zA(>-) + 2zA(>.)H + A(>.)T* 

which has a unique solution with constant term I (by Lemma 4.1). To check that 

A(>-)= e>..(i->..z)T* (1 - >.z)-2H is a solution to this equation, we use (4.9.10) (and 

that adT* is a derivation). 

In what follows, we shall perform calculations in the Lie algebra sl2 (C((>-))) 

and the corresponding group S£2 (C((.>.))), where <C((.>.)) stands for the field of 

Laurent series in.>., which act on <C((>-)) 0c V via the identification 

2H = ( 1 0 ) ' T* = ( 0 0 ) _ 
0 -1 -1 0 

(In the previous calculations we, in fact, kept this identification in mind.) Formulas 

(4.9.15) and (4.9.17) give us respectively: 

(4.9.18) 

( ~ ~) Y(a,z) ( ~ ->-) 1 =Y(a,z+>.) (l>-1 < lzl) 

(4.9.19) 

( 
1 O)Y(a,z)( 1 O)=Y(e>..(l->..z)T*(l->.z)-2Ha,-z-) (l>-zl<l). 

-.>. 1 ,>. 1 1- .>.z 

Using that 
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we deduce from (4.9.18) and (4.9.19) (cf. [Bl] and [DGM]): 

(4.9.20) 

( _:-, A ) Y(a,z) ( O 
0 A-1 

This formula holds over <C((A)) provided that T* is locally nilpotent on V (which 

is the case when the spectrum of His bounded below). 

4.10. Conformal vertex algebras 

It is well-known that even locally the only orientation preserving conformal 

transformations of the Minkowski space of dimension d > 2 are in the conformal 

group described in Section 1.1. Of course in the d = 2 case the situation is dramat­

ically different-any transformation of the form ti-+ f(t), ti-+ f(f), where (t, f) are 

light-cone coordinates and f is a smooth function with a non-vanishing derivative, 

is conformal. For that reason, the term "conformal" 2-dimensional QFT is reserved 

for the case when covariance holds for this much larger group. We give now the 

precise definition, which is motivated by the notion of the energy-momentum field 

of a QFT. Recall that a field L(z) with the OPE (2.6.5) in which C = cl, c E C, is 

called a Virasoro field with central charge c. 

DEFINITION 4.10. [Bl] A conformal vector of a vertex algebra Vis an even 

vector v such that the corresponding field Y(v, z) = I:nEZ Lnz-n-2 is a Virasoro 

field with central charge c which has the following properties: 

(a) £_1 = T, 

(b) £ 0 is diagonalizable on V. 

The number c is called the central charge of v. A vertex algebra endowed with a 

conformal vector vis called a conformal vertex algebra of rank c. The field Y(v, z) 

is called an energy-momentum field of the vertex algebra V. 

THEOREM 4.10. (a) Suppose a vector v1 E V satisfies properties 

(i) £_1 = T, 

(ii) L2v = ~ IO) for some c E C, 

(iii) Lnv = 0 for n > 2. 

Then there exists a E Vac V such that v = v1 - a satisfies (i)-(iii) and 
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(iv) L0v = 2v. 

(b) If (i)-(iv) hold, then Y(v,z) is a Virasoro field with central charge c. 

(c) A vector v EV is a conformal vector iff it satisfies (i)-(iv) and 

( v) Lo is diagonalizable on V. 

(d) If (i) and (v) hold, then V is a graded vertex algebra with respect to Lo. 

( e) A conformal vertex algebra is M obius-conformal with H = Lo and T* = L1 . 

PROOF. Due to (4.6.2a) we have the following OPE: 

, ) 1 ) ~ Y(Lnv',w) 
Y(v,z Y(v,w ~ L..t (z-w)n+2 , 

n2::-1 

hence using (i)-(iii) and ( 4.4. 7) we obtain: 

(4 lo 1) Y( , )Y( , ) ~ c/2 Y(L1v', w) Y(L0 v', w) 8Y(v', w) 
• • V , Z V , W ( )4 + ( )3 + ( )2 + ' z-w z-w z-w z-w 

It follows from Theorem 2.6(a) that 

(4.10.2) 

8Y (v' - ½Lov',w) = 0. 

Hence v' - ½ L0 v' = a E Vac V. Due to Remark 4.4a, Lna = 0 for n ~ -1 and 

a(k) = bk,-la(k)· Hence v = v' - a satisfies (i)-(iv), proving (a). Formula (4.10.1) 

along with (4.10.2) proves (b). (c) follows from (b) and the OPE for the Virasoro 

field. By (4.6.2a) and (4.9.9) we have for any a EV: 

~ Y(Lna,w) 
L..t (z - w)n+2' 

n2:-1 

(4.10.3) Y(v, z)Y(a, w) 

_L (7::)Y(Lja,z)zm-j_ 
12:'.-l -

(4.10.4) [Lm, Y(a,z)] = 

Equation (4.10.4) form= 0 proves (d). (e) follows from (c). □ 

REMARK 4.10. Let v EV be such that Y(v, z) is a Virasoro field and v(l) is a 

diagonalizable operator on V. Then the subspace { a E Vl[v(o), Y(a, z)] = 8Y(a, z)} 

is the maximal subalgebra of V for which vis a conformal vector. 

If L0a = Aa, we have by (4.10.3) and (4.4.7) 

Y( )y( ) 8Y(a,w) AY(a,w) 
v,z a,w ~ + ( )2 + · • · z-w z-w 
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A field Y ( a, z) of a conformal vertex algebra V is called primary of conformal weight 

A if there are no extra terms in the above OPE: 

Y( )y( ) ~ 8Y(a,w) AY(a,w) 
v, z a, w + ( )2 • z-w z-w 

COROLLARY 4.10. The field Y(a,z) is primary of conformal weight A iff one 

of the following equivalent conditions hold: 

(i) Lna = 6n,oAa for all n E Z+; 

(ii) [Lm, Y(a, z)] = zm(za + A(m + I))Y(a, z), m E Z; 

(iii) [Lm,an] = ((A - l)m - n)am+n, m,n E Z. 

Note that a primary field is always quasiprimary. 

We consider now some examples. 

PROPOSITION 4.10. (a) Let b be a finite-dimensional superspace with a super­

symmetric non-degenerate bilinear form, let {ai} and {bi} be dual bases of b, let 

b E bo and let k be a non-zero complex number. Then 

is a conformal vector of the vertex algebra Bk(b) with central charge c 

sdim b - 12(b I b)k. 

(b) Let A be a finite-dimensional superspace with a skew supersymmetric non­

degenerate bilinear form, let {'Pi} and {'I/Ji} be dual bases of A and let k be a non-zero 

complex number. Then 

is a conformal vector of the vertex algebra Fk (A) with central charge c = - ½ sdim A. 

PROOF. Note that by (4.4.6) and (4.4.7) we have (see Section 3.5): 

(4.10.5) 
n 

Recall from Section 3.5 that Lb(z) is a Virasoro field with c given above, and for 

any a E b we have: 

(4.10.6) 

(4.10.7) 

aa(z), 

L b = H 0 • 
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Now property (a) of v(b) follows from (4.10.6), and property (b) from (4.10.7), 

proving (a). In a similar way, (b) follows from the discussion in Section 3.6. □ 

Note that in the case of the vertex algebra Bk(~), all free bosons a(z) have 

conformal weight 1 with respect to Lg, but they are primary iff b = 0 (see (3.5.12)). 

In the case of Fk(A), all free fermions are primary fields of conformal weight ½ (see 

(3.6.4)). 

One can construct in a similar way the conformal vector for an arbitrary vacuum 

affine vertex algebra Vk(g) or Vk(9super) (under a suitable assumption on k) but 

the calculation is somewhat more involved and will be done later (see Section 5.7). 

EXAMPLE 4.10. The Virasoro algebra Vir (defined by commutation relations 

(2.6.6)) is spanned by formal distribution L(z) = LnEzLnz-n-2 and C (the OPE 

being given by (2.6.5)). The derivation T = adL-1 satisfies (4.7.1), and H = adL0 

is a Hamiltonian with respect to which L(z) and C have conformal weights 2 and 0 

respectively. Note that 

Vir__ =<CC+ L CLn, T(Vir__) = L CLn. 
n2:'.-l n2:'.-l 

Hence (due to Theorem 4.7) the associated universal vertex algebras vc(Vir) are 

parametrized by a complex number c (= >.(C)). All these vertex algebras (and 

their quotients) are conformal with the conformal vector 

so that Y(v,z) = L(z). In particular these vertex algebras are graded with the 

Hamiltonian Lo, and we have the corresponding simple conformal vertex algebras 

vc(Vir) (of rank c), called the Virasoro vertex algebras. 

The vertex algebras vc(Vir) are characterized by the property of being simple 

graded vertex algebras strongly generated by a non-free field of conformal weight 2. 

Indeed, writing this field in the form L(z) = Ln Lnz-n-2 , we have: 

so that L(z) = Y(v,z). Hence we have: 

L(z)L(w) = c + 2aL(w) + IJ!(w), 
(z - w)4 (z - w) 2 z - w 
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for some c, a E (C and some field '1.i(w). By Theorem 2.6 we conclude that \J.i(w) = 
a8L(w), and hence a =/ 0 since L(z) is a non-free field. We can rescale II so that 

L(z) becomes a Virasoro field. 

Note that holomorphic vertex algebras do not admit a conformal structure since 

the Virasoro field is not holomorphic. 

4.11. Field algebras 

' Field algebras generalize vertex algebras in the same way as unital associative 

algebras generalize unital commutative associative algebras. 

A field algebra V is defined by the same data as a vertex algebra, but weaker 

axioms ( cf. Proposition 4.8(b)): 

(partial vacuum): Y(IO), z) = Iv, a(-i)IO) = a, 

(n-th product): Y(a(n)b,z) = Y(a,z)(n)Y(b,z), n E Z. 

Note that then-th product axiom is nothing else but Borcherds identity in the 

form (4.8.1) for F = (z-w)n. As in the proof of Theorem 4.8, it follows that (4.8.1) 

holds for F = zm with m E Z+ Hence the n-th product axiom implies ( 4.6.4) for 

m E Z+, and in particular, the axiom (C3) of conformal algebra. 

As in the case of vertex algebra, the axioms of a field algebra imply: 

(4.11.1) 

(4.11.2) 

Y(a, z)IO)lz=O =a, Y(IO), z) =Iv, 

Y(Ta, z) = 8Y(a, z) = [T, Y(a, z)], 

where TE EndV is defined by Ta= a(-2)10). Then-th product axiom for n >> 0 

implies weak locality: 

(4.11.3) Resz(z - w)N[Y(a, z), Y(b, w)] = 0 for N >> 0. 

Note that weak locality of fields a(z) and b(z) means that a(z)(n)b(z) = 0 for 

n ~ N, some N. (Unlike the usual locality, this is not a symmetric property.) 

Then, clearly, (za(z))(n)b(z) = 0 for n ~ N. Using this remark, one can extend the 

proof of Dong's lemma to the weakly local case (assuming that all ordered pairs 

are weakly local). 

EXAMPLE 4.11. Recall that any two local fields satisfy the skewsymmetry re­

lation (3.3.6). This, however, fails for weakly local fields. In order to construct a 
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counterexample, consider the free bosonic field a(z) = EnEZ anz-n-l ( cf. Exam­

ple 3.5), and let (J(z) = En>O n-1anz-n. Then we have: 

[a(z),(J(w)] = iw,z(z - w)-1 . 

Hence for j E Z+ we have: 

a(z)(j)(3(z) = 0, (J(z)(j)a(z) = -<\o. 

Therefore both pairs (a,(3) and ((3,a) are weakly local, but (3.3.6) fails for a= a, 

b = (3, n = 0. 

Taking constant terms in the -1st product axiom gives the quasiassociativity 

of the -1st product (cf. (4.8.5): 

(4.11.4) 

(a(-l)b)(-l)C - a(-l)(b(-l)C) = L (a(-n-2)(b(n)c) + p(a, b)b(-n-2)(a(n)c)). 
nEZ+ 

Note that all the consequences of the translation covariance and vacuum axioms 

discussed in Section 4.1 still hold for field algebras. 

We have the following analogues of the uniqueness and existence theorems. 

THEOREM 4.11. (a) Let V be a field algebra and let B(z) = En Bnz-n-l be a 

field which is weakly local with all the fields Y ( a, z), a E V. Suppose that 

(4.11.5) B-1 = b(-l) for some b E V and [T, B(z)] = 8B(z). 

Then B(z) = Y(b, z). 

(b) Suppose that all the hypothesis of Theorem 4.5 hold except that in (iv) 

"local" is replaced by "weakly local." Then the conclusion of Theorem 4.5 holds 

except that "vertex algebra" is replaced by ''field algebra. " 

PROOF. Replacing B(z) by B(z) - Y(b, z), we may assume that b = 0. The 

same argument as in the proof of Theorem 4.4 gives for all N » 0: 

Resz(z - w)N B(z)ewT a= 0, a E V. 

It follows that 

Bn = 0 for n E Z+· 
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On the other hand, due to (4.11.5), 

B-1 = 0, [T, B_n] = nB-n-1, 

hence Bn = 0 for n < 0, proving (a). The proof of (b) is now the same as that 

of Theorem 4.5. □ 

PROPOSITION 4.11. Properties (4.11.1) - (4.11.4) imply then-th product ax­

iom for n < 0. 

PROOF. Recall that the -1st product axiom means: 

( 4.11.6) Y(a(-l)b,z) =: Y(a,z)Y(b,z): . 

Replacing a by Tna a~d using ( 4.11.2), we see that ( 4.11.6) implies the n-th product 

axiom for n < 0. Finally (4.11.6) follows from (4.11.4) (along with (4.11.1) -

(4.11.3)) by the uniqueness Theorem 4.ll(a). 

□ 

As in Section 1.4, it is easy to show that all holomorphic field algebras are 

obtained by taking a unital associative algebra V and its derivation T, and letting 

Y(a, z)b = ezT(a)b, a, b E V. 

The general linear field algebra gff (U) defined in Section 3.2 is not a field 

algebra since the field property 

(4.11.7) 

if we take a collection of mutually weakly local fields {a°'(z)} C gff(U), they 

generate a linear field algebra which is a field algebra. Then-th product axiom for 

n ~ 0 is implied by (3.3.7). Next, it is immediate to check (4.11.1) and (4.11.2). 

Weak locality is proved in the same way as Proposition 3.2. Now Proposition 4.11 

reduces the proof of then-th product axiom for n < 0 to the identity (4.11.4). The 

latter is checked by a direct calculation. 

Of course vertex algebras are precisely the local field algebras. 

REMARK 4 .11. It follows from the above discussion that a field algebra with 

n-th products for n E Z+ and 8 = T satisfies all axioms of a conformal algebra, 

except the skewsymmetry axiom (C2), which may fail in view of Example 4.11. 





CHAPTER 5 

Examples of vertex algebras and their applications 

5.1. Charged free fermions and triple product identity 

Recall (see Section 2.5) that "charged free fermions" is a formal distribution Lie 

superalgebra spanned by coefficients of odd formal distributions ¢+ (z) and ¢-(z) 

and an even (constant) formal distribution 1 commuting with ¢±(z) with the OPE 

(2.5.13). We shall denote this Lie superalgebra by Cchar· It has a basis consisting 

of odd elements ¢t) (n E Z) and an even central element 1 with commutation 

relations: 

It is a regular formal distribution Lie superalgebra since it admits a derivation T 

defined by (4.7.1) (i.e., T¢t) = -n¢t-l)' Tl= 0). 

Recall that, by Theorem 3.6, the Lie superalgebra Cchar has a unique irreducible 

module, which we shall denote by F, such that the central element 1 is represented 

by the identity operator and there exists a non-zero vector 10) such that 

Due to Theorem 4. 7, Fis a (simple) vertex algebra with the vacuum vector IO) and 

generated by the fields ¢+(z) and ¢-(z). 

The vertex algebra F has a I-parameter family of conformal vectors (>. E C): 

(5.1.1) 

Indeed, Y (v\z) = L>.(z) (which is given by (3.6.14)), and by (3.6.15) we have: 

(5.1.2) 
Y(11\z)¢+(w) ~ 
Y (11\z) '1V(w) ~ 

a¢+(w) >.¢+(w) 
z-w + (z-w)2 ' 

a¢-(w) (1- >.)¢-(w) 
z-w + (z-w)2 • 

133 
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It follows that £~1 = T; since L>.(z) = Ln L~z-n-2 is a Virasoro field, it follows 

that v>- is a conformal vector (see also (5.1.10) below). Using also (3.6.16), we 

arrive at the following proposition. 

PROPOSITION 5.1. The vectors v>- (>. E C) are conformal vectors of the vertex 

algebra F. The field Y (v\ z) is a Virasoro field with central charge 

C>,. = -12),.2 + 12),. - 2. 

The field '1/J+(z) (resp. '1/J-(z)) is a primary field with respect to Y (v\z) of con­

formal weight>. (resp. 1 - >.). 

We turn now to bosonization (see Section 3.6). Let 

This is an even field of conformal weight 1 with respect to any L>.(z). Due to 

(3.6.10) and (3.6.12) we have the following OPE: 

(5.1.3) 

(5.1.4) a(z)a(w) ~ 1 
(z-w)2 • 

Formula (5.1.4) shows that a(z) is a free bosonic field with affine central charge l. 

Furthermore in our case the second sum in (3.6.13) vanishes (due to Re­

mark 3.3), hence (3.6.13) gives: 

(5.1.5) 

It follows that 

(5.1.6) 

As usual, we write a(z) = I:anzn-l_ Then (5.1.3) and (5.1.4) mean the 

following: 

(5.1. 7) 
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Thus, the am form the oscillator algebra .s, and a 0 , called the charge operator, 

is diagonalizable on F. The eigenvalues of .ao are called charges. Explicitly, the 

elements 

(5.1.8) 

.,.- .,.- .,.+ ...• ,.+ I0) (0 < i1 < i2 < ... ' 0 < 1·1 < 1'2 < ... ) 
'1'(-j,) • • • 'l'(-j1)'1'(-i.) 'l'(-i1) 

are eigenvectors of ao of charges - t which form a basis of F. 

Let F = EBmEZp(m) be the ao-eigenspace decomposition, called the charge 

decomposition. Note that each p(m) is invariant with respect to .s. 

Furthermore, due to (5.1.6) we have, in particular: 

(5.1.9) 

Due to (5.1.2) we have: 

(5.1.10) 
[LS, 'lf'tn)] = ( -m - 1 + >.)'lf'tn), 

[LS,'lf'~)] = (-m->.)"P(m)" 

Hence LS, called the energy operator, is diagonalizable in the basis (5.1.8) of F, the 

eigenvalue, called the energy, of the element (5.1.8) being equal 

(5.1.11) i1 +···+is+ ]1 +···+it + >.(s - t) - s. 

Note that the energy of all states is non-negative provided that >. E [0, l]. 

Introduce the following element of p(m) called them-th charged vacuum: 

Im) 'lpt-m) • • • 'lpt_ 2) 'lpt-l) I0) if m 2:: 0, 

Im) = 'If'~) • • • 'lf'0-2) 'lf'(-l) I0) if m ~ 0. 

It is easy now to prove the following important theorem. 

THEOREM 5 .1. The representation of the oscillator algebra .5 in each space 

p(m) is irreducible. 

PROOF. By Theorem 3.5b, it suffices to show that if v E p(m) is a vector such 

that ajv = 0 for all j > 0, then v E <Clm). It follows from (5.1.9) that v has the 

same energy as Im). But by (5.1.11) the vector Im) has the strictly lowest energy 

among the vectors (5.1.8) of charge m, if we take>. E (0, 1). □ 
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Here is a nice application of Theorem 5.1. Let us compute the "character" 

in two different ways. Just looking at the basis (5.1.8) we get 

00 

(5.1.12) chF = IT (1 + zq>'-+1- 1) (1 + z-1q->+1). 
j=l 

On the other hand, elements 

form a basis of LS-eigenvectors of F(m) with eigenvalues m>.+½m(m-l)+j1 +· • · j 8 • 

Hence 

(5.1.13) 

Comparing (5.1.12) and (5.1.13) we get 

00 

(5.1.14) II (1- ql) (1 + zqj+>..-1) (1 + z-lqj->..) = L zmqm>+½m(m-1). 

j=l mEZ 

Replacing in this formula zq>.. by -z we get the famous Jacobi triple product iden­

tity: 

00 

(5.1.15) II (1- ql) (1 - zqi-1) (1 - z-lqj) = L (-zrqm(m-1)/2. 

j=l mEZ 

This identity is the "denominator identity" for the affine Kac-Moody algebra sl(2)". 

For each affine Kac-Moody algebra g there exists a similar denominator identity, 

and all these are called Macdonald identities. They arise naturally in representation 

theory of affine algebras [K2, Chapter 12]. 

Letting in ( 5.1.14) >. = ½ and z = -1 and replacing q by q3 we get the no less 

famous Euler identity: 

(5.1.16) 
j=l mEZ 

Letting in (5.1.14) >. = ½ and z = -1, and replacing q by q2 we get another famous 

identity due to Gauss: 

(5.1.17) 
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REMARK 5.1. Formula (5.1.13) can be rewritten as follows: 

q-c>./24chF = L zmq½(m+>--½// 'T/, 

mEZ 

where 'T/ = q-h f1~ 1 (1 - q1) is the Dedekind 'TJ-function. If we substitute z 

root of 1, q = e2rrir, the right-hand side becomes a modular function in r on the 

upper half-plane. This is a very general phenomenon in representation theory of 

affine algebras [K2, Chapter 13] and, more generally, vertex algebras [Z]. 

5.2. Boson-fermion correspondence and KP hierarchy 

In the previous section, starting with charged free fermions '¢± ( z), we con­

structed a free boson a(z). We wish now to express the fields 'l/;±(z) via the 

field a(z). This is obviously impossible since a(z) preserves charge whereas 'l/;±(z) 

changes charge by ±1. For that reason we introduce a new (invertible) operator u 

on F, which changes charge, as follows. Consider the automorphism of the algebra 

Cchar defined by 

It is clear that this automorphism maps the annihilator (in Cchar) of the vector 

Im) to that of the vector Im+ 1), m E z. Hence there exists a unique invertible 

operator u on F such that 

(5.2.1) .,.± -1 .,,± 
u'P(n)u = 'P(n=Fl)' ulm) = Im+ 1). 

Since for n -:/- 0 we have: 

(5.2.2) a = ~ .,.+ .,.-
n ~'P(i)'P(n-i-l)' 

iEZ 

(5.2.1) implies 

(5.2.3) 

Since u : F(m) ➔ F(m+l), we obtain 

(5.2.4) 
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Now, due to ( 4.4.5) the field corresponding to the vector I± m) (m > 0) of the 

vertex algebra F under the state-field correspondence is: 

(5.2.5) 

in particular, 

(5.2.6) 

On the other hand, by the general OPE formula ( 4.6.2a) we have: 

'°' Y(o:1 lm),w) 
o:(z)Y(lm),w) ~ L (z -w)i+l , 

j?_O 

and since o:1!m) = J0 ,1mlm), we obtain 

(5.2.7a) o:(z)Y(!m),w) ~ mY(lm),w)' 
z-w 

or, equivalently, 

(5.2.7b) 

We also have, using (5.2.5): 

(5.2.8) 

Y(lm),z): p(k) ➔ p(k+m)[[z,z-1)), !k) r-+ zmklm + k) + higher energy states. 

Formula (5.2.7b) along with (5.2.3 and 4) show that the field 

commutes with all operators o:i (i E Z). Furthermore, due to (5.2.8), we have 

Xm(z) : p(k) ➔ p(k) [[ z, z-1 ]] , !k) r-+ zmk !k) + higher energy states. 

By Theorem 5.1, we conclude that 

hence Xm(z) = zmao. We thus obtained the following remarkable formula: 

(5.2.9) 
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REMARK 5.2. The field (5.2.9) first appeared in the early days of string theory 

under the name "vertex operator" in the following form (see the review [Man]). 

Consider the (multivalued) Veneziano field 

cp(z) = q - iplogz + i I: Ctn z-n, 
n#O n 

so that a(z) = i8cp(z). Here the Ctn with n =/:- 0 form the Heisenberg algebra 

[am, an] = m6m,-n, p = ao is the momenta operator, and u = eiq where q is the 

conjugate coordinate operator (i.e., [q,p] = i). Then: emicp(z) : is the (well-defined) 

vertex operator, where the sign : : of normal ordering means that p and an with 

n > 0 (i.e., operators that annihilate the vacuum) are moved to the right. 

For m E Z let B(m), = <C[x1, x2, ... ] denote the representation spac~ for the 

oscillator algebra given by the usual formulas (cf. Example 3.5): 

a1 = 88 and a_1 = jx1 for j > 0, a0 = ml. 
Xj 

We identify the space B := EBmEZB(m) with the space <C[x1,X2,• .. ;u,u- 1 ] via 

the obvious identification B(m) = <C[x1 , x2 , ... ]um. Then the operator (5.2.9) looks 

on Bas follows: 

(5.2.10) 

Thus the space B becomes a vertex algebra with the vacuum vector 1 and the 

following state-field correspondence (where, as usual, a(z) = Lj a 1z-1- 1): 

We can state now the basic result, called the boson-fermion correspondence, 

which goes back to Skyrme [Sk]. Its proof follows from the above discussion and 

the uniqueness ofrepresentations of the oscillator algebra (see Example 3.5). 

THEOREM 5.2. There exists a unique isomorphism of vertex algebras a: F ➔ 

B such that 

Under this isomorphism we have for m ~ 1: 



140 5. EXAMPLES OF VERTEX ALGEBRAS AND THEIR APPLICATIONS 

in particular: 

In what follows it will be convenient to write the fields 'l/;±(z) in the form 

¢+(z) = L¢Jz-i-l, 'l/;-(z) = L¢;z-i, 
jEZ jEZ 

so that 

.,,±.,,± = _.,.±.,,± 
o/m o/n 'f'n o/m • 

Using these fields one constructs a representation r of the Lie algebra gl00 of all 

matrices (aij )i,jEZ with a finite number of non-zero entries aij as follows. Let 

Emn = (c5imOjn)i,jEZ' m, n E Z, be the usual basis of gl00 • We let 

in other words: 

(5.2.11) 

We have 

L r(Eij)zi-lw-i = ¢+(z)'l/;-(w) = E(z, w). 
i,jEZ 

in other words we have the following commutation relations: 

(5.2.12) 

It follows that the adjoint representation on Cchar induces the defining representa­

tion of gl00 in the space EBj C'l/;"'!:_i (resp. its dual in the space EBi C'l/J; ); in particular 

r is indeed a representation of gl00 • 

It is straightforward to see that the restriction of the representation r to each 

p(m) is irreducible and that this is the m-th fundamental representation of gl00 

with highest weight vector Im): 

r(Eij)lm) = 0 if i < j; r(Eii)lm) = Im) if i ~ m, and = 0 if i > m. 

Recall that we have (cf. (5.2.6) and (5.2.10)) 

(5.2.13) 
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Substituting this in (5.2.11) we obtain a formula for the representation of gl00 in 

B(m) (the bosonic picture): 

(5.2.14a) L ara-1 (Eij)zi-lw-j = (z/w)m r(z,w), 
i,jEZ Z - W 

where 

(5.2.14b) 
( . ") I:;"° ,-j-w-j 8 

r(z, W) = eI:~1 z' -w' Xj e - j=l J F,;j. 

Formula (5.2.14a) should be understood as an equality of formal distributions 

in the domain lzl > lwl. Note also that in multiplying out of the vertex operators 

we have used 

(5.2.15) 

One of the most remarkable applications of the boson-fermion correspondence 

is the theory of the KP hierarchy developed by the Kyoto school. We discuss this 

briefly, referring to [DJKM], [JM], [KR], or [KL3] for details. 

The KP hierarchy in the fermionic picture is the following equation on T E p(O): 

(5.2.16) L 'lpjT © '1/J=jT = 0 (in F © F). 
jEZ 

Introducing the operator 

S=L'l/JJ©'l/J=j 
jEZ 

on F © F, we can rewrite (5.2.16) as 

(5.2.17) 

Yet another way to rewrite (5.2.16) is 

(5.2.18) 

The two basic properties of the operator S are 

(5.2.19) S(IO) ©IO))= 0, 

(i.e., the vacuum vector T = IO) is a solution of (5.2.16)) and 

(5.2.20) [E(z, w) © 1 + 1 © E(z, w), S] = 0, 
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(i.e., the representation of gl00 in F 18) F commutes with the operator S). Formula 

(5.2.19) is clear since either ¢;10) = 0 or ¢:!::jl0) = 0 for each j. Formula (5.2.20) 

is obtained by a simple calculation: 

[E(u,w) ® 1 + l@E(u,w),Resz¢+(z) ®'lj.,-(z)] 

Resz [¢+(u)'lj.,-(w),¢+(z)] ®'lj.,-(z) +Resz¢+(z) 18) [¢+(u)'lj.,-(w),'lj.,-(z)] 

Resz c5(w - z)'lj.,+(u) 18) ¢+(z) - Resz ¢+(z) 18) c5(u - z)'lj.,-(w) 

¢+(u) 18) 'lj.,-(w) - ¢+(u) l8l 'lj.,-(w) = 0. 

The representation r of the Lie algebra gl00 exponentiates to a representation R 

of the group GL00 of all invertible matrices (c5ij + aij)i,jEZ with a finite number of 

non-zero aii· Property (5.2.20) means that the operators R(g) l8l R(g) (g E GL00 ) 

commute with the operator S on F l8l F. Hence, applying R(g) l8l R(g) to both 

sides of equation (5.2.19), we obtain that all elements T = R(g) • 10) (g E GL00 ) are 

solutions of the KP hierarchy. (One can show that, conversely, if a non-zero element 

r of F is a solution of the KP hierarchy then r lies on the orbit R( G L00 ) IO) [KR].) 

Let us go now to the bosonic picture. We identify F(o) with B(o) = C[x1, x2, ... ] 

using a, and F(O) 18) F(0) with B(O) 18) B(0) = C[xi 'x;, ... ; xr' x~' ... ]. Substituting 

in (5.2.18) the right-hand side of (5.2.13) we obtain the "bilinear form" of the KP 

hierarchy in the bosonic picture: 

(5.2.21) Re ( z-x' - Lj=1 z7; k ( /)) ( -z•x" L3=1 z7; ~ ( 11)) Sz e e , T x e e , T x = 0, 

where x = (x1, x2, ... ) and z • x stands for Ef=1 zixj. 

There are two ways to proceed from (5.2.21). The first way is to introduce new 

variables by letting x 1 = x - y, x11 = x + y, which leads to the KP hierarchy of 

Hirota bilinear equations on the r-function. We refer to the literature quoted above 

for details. The second way is to introduce the wave functions 

so that equation (5.2.18) becomes 

(5.2.22) 
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The wave functions w±(x, z) have the following form: 

(1 + "E,';1 wf(x)z-i)e±z•x_ Introduce the wave operators p± = 1 + wf'(x)a-1 + 

wta-2 +···,so that w±(x, z) = p±e±z•x and let L = p+a (P+)-1, where 8 = 8x 1 -

Then L =a+ u1(x)a-1 + u2(x)a-2 +···,where 

a2 
u1 = !Cl 2 logr(x), etc. 

uX1 

One can show that (5.2.22) implies the following hierarchy of evolution equations 

of L: 

(5.2.23) 

where the subscript + signifies the differential part of a pseudo-differential operator. 

Equations (5.2.23) imply the following zero curvature equations: 

(5.2.24) 

Equation (5.2.24) for m = 2, n = 3 produces the classical KP equation on the 

function u = 2u1, where x1 = x, x2 = y, X3 = t: 

(5.2.25) 

One can show that if r(x) is a solution of (5.2.21) then (1 + aI'(a, b))r(x) is a 

solution as well for any a, a, b E <C. Applying this procedure N times starting 

with r(x) = 1 we obtain the r-function of the so called N-soliton solution. For 
~ ~ 

example, u(x, y, t) = 2 ax2 log(l +I'(a, b) )r(x, y, t)) is a 1-soliton solution of (5.2.25); 

explicitly: 

1 ( 1 )-2 
u(x, y, t) = 2(a - b)2 cosh 2((a - b)x + (a2 - b2)y + (a3 - b3)t + canst) 

5.3. g/,00 and Wl+oo 

Denote by gl,00 the Lie algebra of all matrices (aij)i,jEZ such that aij = 0 for 
' Ii - ii » 0. It is important to consider this Lie algebra, which is larger than gl00 , 

because, as we shall see, many important Lie algebras can be embedded ,in gl;X) but 

not in gl00 . 
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Unfortunately the representation r can not be extended from gl00 to gl,00 , since 

for example, 

r (diag(.\i)iEZ) !0) = L Ai!0). 
i~O 

In order to remove this "anomaly," introduce the following projective representation 

r of the Lie algebra gl00 (cf. (5.2.11)): 

(5.3.1) L r(Eij) zi-lw-j =: 'ljJ+(z)'ljJ-(w): 
i,jEZ 

It is clear that r extends to a projective representation of the Lie algebra gloo­

Recall that in the domain !zl > !wl we have 

1 
'ljJ+(z)'ljJ-(w) = --+: 'ljJ+(z)'ljJ-(w): 

z-w 

Comparing this with (5.2.11) and (5.3.1) we obtain: 

if i =I- j or i = j > 0, 
(5.3.2) 

r(Eii) = r (Eii) - I if i ~ O. 

It follows that 

[r(A), r(B)] = r([A, Bl)+ a(A, B)I, A, B E gl,00 , 

where a(A, B) : gl,00 x gl,00 ➔ C is a bilinear function given by 

(5.3.3) a(A, B) = tr ([J, A]B), where J = L Eii . 
i~O 

Since gl,00 is a Lie algebra, it follows that a(A, B) is skewsymmetric and satisfies 

the identity 

a ([A,B], C) +a ([B,C], A)+ a ([C,A] ,B) = 0, 

i.e., a is a 2-cocycle on gl00 • 

Let gl00 = gl,00 + CK be the central extension of gl,00 defined by this cocycle, 

that is K is a central element and the Lie algebra bracket on gl00 for any two 

elements A, B from the subspace gl00 is given by 

[A, B] = AB - BA+ a(A, B)K. 

Thus, letting r(K) = I, we obtain a linear representation r in the vector space F 

of the Lie algebra gl00 , defined on the subspace gl,00 by (5.3.2). 
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Consider now the Lie algebra V = Diff ex of regular differential operators .on 

ex = e \ {0} (cf. Section 2.10). Recall that these operators are of the form 

N 

-r:, aj(t)at, where aj(t) E C[t, t-1 ]. 
j=O 

They act on C[t, r 1] in the usual way. Operators 

form a basis of V. 

Choosing the basis ei = ri of C[t, r 1 ], we obtain 

We thus get the following embedding cp of Vin gl,00 : 

(5.3.4) cp (t!J!) = (-1/~ (-,/)Ei-n,i• 

Let f> = V + CC denote the central extension of the Lie algebra V defined by the 

cocycle a restricted to cp(V), and extend cp to a homomorphism (j5 : i5 ➔ gl by 

letting (jj( C) = K. 

Introduce the following formal distributions with values in f> (k E Z+): 

Jk(z) = L J!z-k-n-l. 
nEZ 

Then (5.3.4) becomes: 

t,(p(Jk(z)) = (-ll L (-,/)EijZi-j-k-1 _ 
i,jEZ 

(5.3.5) 

THEOREM 5.3. (a) r(cp(Jk(z))) = (-l)k: 1/J+(z)8kt/F(z):. 

(b) The formal distributions Jk ( z) are mutually local. 

(c) The restriction of the cocycle a to V via the embedding (j5 is given by the 

following formula: 

a (f(t)fJ[,g(t)8t) = ( r!s! l)' Rest (a:+ 1 /(t)) (8[ g(t)). r+s+ . 

PROOF. Differentiating both sides of (5.3.1) k times by w a.J.d letting w = z, 

we see that (a) follows from (5.3.5); (b) follows from (a). Note that, by Wick's 
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formula, the constant term in the OPE : ¢+(z)8r'l/F(z) : : ¢+(w)88 '¢-(w) : is 

equal to d=-~~:~:b. Hence, using (2.6.2a) and (a), we obtain 

(5.3.6) a (J:-n, J~,) = (-1)8r!s! ( m + r 1) Jm -n, 
r+s+ ' 

proving ( c). □ 

Recall that we have proved the locality of formal distributions Jk (z) already 

in Section 2.10 by a direct calculation. 

REMARK 5.3a. The restriction of the cocycle a to the subalgebra gl00 of the 

Lie algebra g/,00 produces a trivial cocycle: 

a(A,B) = trJ[A,B]. 

On the other hand, 

hence restricted already to the (commutative) subalgebra r.p CI:n on), the cocycle 

a is nontrivial. Note also that when restricted to vector fields, a reproduces a 

multiple of the Virasoro cocycle: 

3 
( m+la n+la ) - s: m - m a t t, t t - -um,-n 6 · 

It is easy to see that the derivation T = -ad8t of the Lie algebra 'D lifts to the 

central extension fj by letting T(C) = 0. In fact, this is equivalent to the relation 

a ([8t, A], B) = -a (A, [8t, Bl), A, B E 'D, 

which is immediate to check. It is also immediate to check that 

Hence we may apply the construction of vertex algebras associated to regular formal 

distribution Lie algebras developed in Section 4. 7. 

We have: 

fj __ = P +CC, TD __ = p' 

where P, the annihilation subalgebra of D, consists of all differential operators 

regular on the whole complex plane C (i.e., the coefficients of these operators are 
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in C[t]). Note that P is a subalgebra of f3 since the restriction of the cocycle a to 

P is zero. Hence all 1-dimensional f3 __ - modules .X are of the form: 

.Xc(P) = 0, Ac(C) =CE C . 

We thus obtain the universal vertex algebras (see Theorem 4.7): 

strongly generated by the fields Jk(z), k E Z+ 

Finally, it is straightforward to check that for each .X E C, the vector 

(5.3.7) 

is a conformal vector of the vertex algebra vc(f3). Note that the corresponding 

Virasoro field is 

and that the central charge equals 

(5.3.8) - (12A2 - 12A + 2) C. 

In particular, vc (D) is a graded vertex algebra ( with the Hamiltonian JJ), hence it 

has a unique simple quotient vc(f3). The generally accepted notation for the simple 

vertex algebra vc(f3) is Wi+oo,c· More on these vertex algebras and references to 

their applications may be found in [FKRW] and [KRad]. 

REMARK 5.3b. Due to Theorem 5.1, the fields : ¢+(z)ak'l/F(z) : , k E Z+, 

generate the subalgebra p(o) of the vertex algebra F (it suffices to take k = 0). It 

follows from Theorem 5.3a that the vertex algebra p(O) is isomorphic to the vertex 

algebra Wi+oo,l• The conformal vectors (5.3.7) and (5.1.1) correspond under this 

isomorphism. 

REMARK 5.3c. Consider the Lie algebra of N x N matrix-valued differential 

operators on ex : vN = glN(Diff CX ). The cocycle a given by (5.3.6) extends to 

the Lie algebra VN by the formula 

The corresponding central extension fjN is a regular formal distribution Lie algebra 

(cf. Section 2.10). Its annihilation subalgebra pN consists of all regular (matrix 
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valued) differential operators on C. As above, we have, for each c E C, the universal 

vertex algebra vcci>N) and its unique simple quotient vc(VN). 

5.4. Lattice vertex algebras 

The vertex algebra Bk (Rl) of l free bosons may be viewed as a quantization 

of the space of maps from the circle 8 1 to Rl. In this section, we shall construct a 

vertex algebra VQ associated to an integral lattice Q of rank l which may be viewed 

as a quantization of the space of maps from 8 1 to the torus Rl /Q. This is called a 

lattice vertex algebm. 

Let Q be a free abelian group of rank l. Recall that the group algebra C[Q] is 

an algebra with basis e°'(a E Q) and multiplication 

(a,(3 E Q). 

Let Q be given a structure of an integral lattice, meaning that Q is equipped with 

a Z-valued symmetric bilinear form (-1-)- Let Q = C ®z Q be the complexification 

of Q, and extend the bilinear form (.I.) from Q to Q by bilinearity. Let 

be the affinization of Q viewed as a commutative Lie algebra (see Section 3.5). Let 8 

be the symmetric algebra over the space Q<0 = I:i<O Q 18) ti. We shall write hti in 

place of h ® ti for short. 

We define the space of states of the vertex algebra that we shall associate to 

the lattice Q as 

with the parity 

p(s ® e°') = p(a) E Z/2.Z, 

where p : Q ➔ Z /2.Z is a homomorphism to be determined, and the vacuum vector 

IO)= 1 ® 1. 

Recall (see Section 3.5) that we have a representation, which will be denoted 

by 11"1 , of the Lie algebra ~ in the space 8 defined by letting 11"1 ( K) = I, 11"1 ( htn) 
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be the operator of multiplication by htn if n < 0, 1r(htn) be the derivation of the 

algebra S defined by 

if n > 0 and 1r1 (h) = 0 (h, a E I), s > 0). 

Recall that the fields EnEZ 1r1 (htn )z-n-l generate a vertex algebra structure 

on the space S. In order to extend this structure to VQ, we define a representation 

1r2 of~ on the space C[ Q] by letting 

and extend 1r1 to a representation 1r of~ on VQ by 1r = 1r1 ® 1 + 1 ® 1r2. Let 

hn = 1r(htn) (h E l),n E Z) and consider the following EndVQ-valued fields: h(z) = 

EnEZ hnz-n-l. Then we have 

(5.4.la) 

which is equivalent to the OPE 

(5.4.lb) 

Denoting bye°' the operator on VQ of multiplication by 1 ® e°'(a E Q), we have 

(5.4.2) [hn, e°'] = c>n,o (alh) e°', n E Z, hf=. I). 

In order to construct the state-field correspondence, we need to find the fields 

r a(z) := Y(l®e°',z) for each a E Q. Since hne°'I0) = c>n,o(hla)e°'I0) for h EI) and 

n E Z+, we see from the general OPE formula (4.6.2a) that we must have 

(5.4.3a) h(z)r~(w) ~ (alh)I' a(w) £ h Q ~ or EI), a E , 
z-w 

which is equivalent to 

(5.4.3b) [hn, r a(w)] = (alh)znr a(w) for h E I), n E z, a E Q. 

I 

Using the same argument as in the proofof formula (5.2.9), we derive from (5.4.3b) 

that 
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where aa ( z) is a field such that 

(5.4.4) [hn,aa(z)] = 0 for all h EI), n E Z. 

Furthermore, we want the fields r a(z), a E Q, to be pairwise local. In the 

same way as in the derivation of (5.2.14b) we obtain in the domain izl > lwl: 

(5.4.5a) ( w) (al.B) r a(z)r.e(w) = e°'aa(z)e.Ba.e(w) 1--; Cc,,_B(Z, w), 

where 

(5.4.5b) 
( -j -j ) ( -j -j ) 

( ) -E·<o _z __ a;+1!L,-J3; -E->o :L.,-a;+1!L,-_B; 
ca,.B z, w = e ' ' ' e ' ' ' • 

As before, we have used the formula 

eac,,n eb.Bn = eab[ C>,n ,.Bn] eb.Bn eac,,,, ' a b E If"' ,..., (3 E h 
' IL-, ... , '} • 

Using the equivalent definition of locality given by Theorem 2.3(vii), we conclude 

that the fields r °' (z) and r .e( w) are mutually local iff the following equality holds 

for all z, w: 

Furthermore, we have 

Hence by the vacuum axiom we must have 

(5.4.7) ac,(z)IO) lz=O =IO), ao(z) = 1, 

and also we must have (see (1.3.3)) 

(5.4.8) 

Since we want (4.4.6) for n = 0 and (4.4.7) to hold, formula (5.4.8) forces 

(5.4.9) 

The latter equation is equivalent to 8aa(z) = a0z- 1aa(z), hence we must have 

( ) _ ao ac, Z - Cc,Z , 

where Ca is an operator independent of z such that due to (5.4.4) and (5.4.7): 

(5.4.10) Co= 1, 
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Using (5.4.2), we see that the locality condition (5.4.6) is equivalent to 

(5.4.11) 

It is also clear that all r a(z) are indeed fields. We thus arrive at the following 

proposition (by making use of Theorem 4.5): 

PROPOSITION 5.4. Any vertex algebra with the space of states VQ and the vac­

uum vector IO) = 118> 1 with the property 

(5.4.12) Y ((hc 1 ) ® 1,z) = h(z) for all h E ~' 

is generated by the fields h(z) (h E ~) and the fields 

where the Ca are operators on VQ satisfying conditions (5.4.10) and (5.4- 11). For 

any solution of equations (5.4- 10) and (5.4.11), there exists a unique such vertex 

algebra. 

The most important solutions to the equations (5.4.10) and (5.4.11) are of the 

following form: 

(5.4.13) 

where E(a, /3) E C. Equations (5.4.10) and (5.4.11) are then equivalent to 

(5.4.14a) 

(5.4.14b) 

(5.4.14c) 

E(a, O) = E(O, a) = 1 

E(a, /3) = (-l)P(a)p(,B)+(al.B)E(/3, a) 

E(/3, 'Y)E(/3 + 'Y, a) = E('Y, a+ /3)E(/3, a) 

(a E Q), 

(a,(3 E Q), 

(a,/3,'YEQ). 

Indeed, (5.4.14b) follows from (5.4.11) applied to the vacuum vecior and using 

(5.4.10). Since the function 

B(a, /3) = (-l)P(a)p(,8)+(al.8) (a, (3 E Q) 

is bimultiplicative, we see that the equation (5.4.11) for the ca of the form (5.4.13) 

is equivalent to the equations (5.4.14b and c). 



152 5. EXAMPLES OF VERTEX ALGEBRAS AND THEIR APPLICATIONS 

5.5. Simple lattice vertex algebras 

In order to understand better the equations (5.4.14a-c), introduce the twisted 

group algebra e, [Q]. This is the algebra with a basis e°' (a E Q) and the "twisted" 

multiplication: 

Then equations (5.4.14a and c) simply mean that e, [Q] is an associative algebra 

with the unit element e0 = 1. 

Note that e°' is an invertible element of the algebra e, [Q] iff t:(a, -a) =I 0. Let 

Q, = {a E Qlt:(a, -a) =I O} and let J, denote the linear span of e°"s such that 

t:(a, -a) = O. Then Q, is a sublattice of Q, J, is an ideal of the algebra e,[Q] 

such that 

(5.5.1) e, [Q,] ~ e, [Q]/ J,. 

Note also that 

(5.5.2) t:(a, (J)t:(/3, a) =IO for all (3 E Q if a E Q,. 

Suppose now that Q = Qe, or, equivalently, that t: : Q x Q ➔ ex. Then 

equations (5.4.14a and c) mean that t: is a 2-cocycle of the group Q with values in 

the group ex . Given a 2-cocycle t: : Q x Q ➔ ex , one associates to t: a function 

B, : Q x Q ➔ ex defined by 

(5.5.3) 

It is clear that B, is skewsymmetric, i.e., 

B,(a,(3) = B,((3,a)- 1 . 

Since (5.5.3) is equivalent to 

multiplying both sides of this equality by e1 on the right and using associativity, 

we see that B, is bimultiplicative, i.e., 

B,(a + 'Y,/3) = B,(a,(J)B,('Y,(3), B,((3, a+ 'Y) = B, ((3, a)B, ((3, 'Y). 
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Replacing e°' by €0:e°' ( €0: E ex , t:o = 1) gives an equivalent cocycle t:1 ( a, /3) = 

€0:€,Bt:;;!.et:(a, /3) and does not change BE. We thus obtain a homomorphism, which 

we denote by b, from the second cohomology group H 2 ( Q, ex) ( = the group of 

equivalence classes of 2-cocycles) to the group of bimultiplicative skewsymmetric 

functions on Q x Q with respect to multiplication. The following lemma is well 

known. 

LEMMA 5. 5. The homomorphism b is an isomorphism. 

PROOF. One has an obvious bijection between H 2 ( Q, ex ) and isomorphism 

classes of central extensions Q of Q by ex : 

1 -+ ex -+ Q -+ Q -+ 1. 

Namely one defines on the set Q = Q x e a group multiplication by (a, >.)(/3, µ) = 

(a+ /3, t:(a, /3)>.µ). Choosing a basis a1, ... , at of Q, we may rearrange the product 

of two products of elements of the form (±ai, >.), where indices are arranged in a 

non-decreasing order, such that the indices are non-decreasing by making use of 

the formula 

This proves that b is bijective. □ 

COROLLARY 5.5. For any integral lattice Q there exists a unique up to equiv­

alence solution t:(a, /3) to the equations (5.4.14a-c) taking only nonzero values. In 

this case we have: 

(5.5.4) p(a) = (ala) mod 2, 

/ 
so that 

(5.5.5) BE(a, /3) = (-1)(0:I.B)+(o:lo:)(.BI.B). 

PROOF. Letting a= /3 in (5.4.14b) we get (5.5.4). Since the function defined 

by (5.5.5) is bimultiplicative, the corollary follows now from Lemma 5.5. D 

Now we can prove the main result of this section. 
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THEOREM 5.5. (a) Let Q be an integral lattice and let VQ = S ® (Cf [Q]. Then 

there exists a simple vertex algebra structure on the space VQ with the vacuum vector 

IO) = 1 ® 1 and such that 

iff the bilinear form ( -1-) is non-degenerate. Such a vertex algebra structure is 

unique and is independent of the choice of the cocycle 1: (satisfying (5.5.5)) up 

to isomorphism. 

(b) The lattice vertex algebra described in (a) can be constructed as follows: Let 

f: Q x Q ➔ {±1} be a 2-cocycle (i.e., (5.4.14a and c hold) such that 

(5.5.6) 1:(a,/3)1:(/3,a) = (-l/0 1.B)+(o:la)(.BI.B), a,(3 E Q. 

Consider the corresponding twisted group algebra Cf [Q] and the algebra VQ = 
S ® Cf [Q]. Then VQ is the space of states with parity 

(5.5.7) p(s ® e°') = (ala) mod 2, 

with the vacuum vector IO) = 1 ® 1 and the infinitesimal translation operator T 

defined as the derivation of the algebra VQ given by (n > 0, h E I), a E Q): 

(5.5.8) 

For a E Q let 

(5.5.9) 

where e°' is the operator of left multiplication by 1 ® e°'. Then the state-field corre­

spondence is given by (ni E Z+, hi E I), a E Q): 

(5.5.10) 

y ( (h1Cn1 -l) (h2t-n,-l) ... ® e°'' z) =: c)(ni} h1 (z )8(n2 ) h2 (z) ... r a (z) : . 

PROOF. If h E I) is in the kernel of the bilinear form (-1-), then t- 1 h® 1 generates 

an ideal of VQ. Suppose that the bilinear form (-1-) is non-degenerate. Then all 

solutions of the equations (5.4.14a-c) are of the form (5.4.13) (since [ho, c0 ] = 0 

for all h E IJ). Since l®J, generates an ideal of VQ (see (5.5.1)), it is necessary 

for simplicity of VQ that 1:(a,/3)-:/- 0 for all a,/3 E Q (due to (5.5.2)). Due to 

Corollary 5.5, the structure of a vertex algebra on VQ is unique up to isomorphism. 
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In order to complete the proof of (a), we must show that if the bilinear form 

(.I.) is non-degenerate and €(a, /3) =/:- 0 for all a/3 E Q, then VQ is a simple vertex 

algebra. Recall that S is irreducible under all the operators hn, n =/:- 0, and that 

ho(l®e°') = (aJh)l®e°'. It follows that any nonzero invariant subspace U of VQ 

contains a vector l®e°' for some a E Q. Applying z(ala)r -a(z) to this vector and 

letting z = 0, we conclude that JO) E U (since €(a, -a) ¥ 0), hence U = VQ. 

(b) is a reformulation of a special case of Proposition 5.4. □ 

REMARK 5.5a. For an integral lattice Q one can construct explicitly a cocycle 

€(a, {3) with values ±1 such that 

(5.5.11) f.(a,/3)€(/3,a) =B(a,{3), where B(a,{3) = (-1/°'I.B)+(ala)(.BI.B), 

as follows. Choose an ordered basis a1, ... , at of Q over Z, let 

if i < j, 

if i = j, 

if i > j, 

and extend to Q by bimultiplicativity. We thus obtain a bimultiplicative function 

€: Q x Q-+ {±1} such that 

(5.5.12) 

Then bimultiplicativity implies the cocycle properties (i.e., (5.4.14a and c)), and 

(5.5.12) along with the bimultiplicativity imply (5.5.11). 

The operators r a(z) go back to the early days of string theory under the name 

vertex operators (see Remark 5.2). The only essential missing ingredient was the 

cocycle €(a, /3) which was introduced by [FK]. 

" 
EXAMPLE 5.5a. The main result of Section 5.2 states that the vertex algebra 

F of charged free fermions is isomorphic to the lattice vertex algebra Vi:, where 

Z is the I-dimensional lattice with the bilinear form (min) = mn. In this case 

p(m) = m mod 2 and Bf(m, n) = 1 for all m, n E Z, so that one may take 

€(a, /3) = 1 for all a, /3 E Z. 
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More generally, let Q = Z f with the standard bilinear form ( ei I ei) = Oij where 

{ ei} is the standard basis of zt. Define a bimultiplicative function€ on Q x Q with 

values ± 1 by letting 

ifi5:j, 

if i > j. 

Then € satisfies (5.5.12), hence satisfies equations (5.4.14a-c) (with p(a) defined 

by (5.5.4)). The corresponding lattice vertex algebra is isomorphic to F®l. 

REMARK 5.5b. Let Q be the orthogonal direct sum of lattices Q1 and Q2 and 

assume that the 2-cocycle € takes only nonzero values. Then we have an isomor­

phism of the (uniquely) associated vertex algebras: VQ ~ VQ1 © VQ2• In partic­

ular, let a E Q be such that (ala) = 1, so that we have a direct sum of lattices 

Q = Za E9 a.L and an isomorphism of vertex algebras: 

It is convenient to collect together the most important properties of the fields 

h(z) (h E Q) and the fields (vertex operators) r o:(z) defined by (5.5.9): 

(5.5.13) 

(5.5.14) 

(5.5.15) 

h(z)h'(w) ~ (hlh') 
(z - w) 2 

h(z)I' o:(w) ~ (alh)r o:(w) 
z-w 

where r o:,/3(z, w) is the following field in z and w: 

(5.5.16) 

(h,h' E Q), 

(h E Q,a E Q), 

(a,{3 E Q), 

These are equations (5.4.lb), (5.4.3a), (5.4.5a-b), and (5.4.9) respectively. It is 

straightforward to check that (cf. (5.5.16)): 
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By induction on n we obtain a formula for n-th derivative: 

(5.5.17) 

a;r a,.e(z, w) = 

where 

k1 +2k2+ ... =n 
k;EZ+ 

n! 
Cn(k1, k2, ••• ) = (l!)k1k1!(2!)k2k2!. ..• 
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This is the number of partitions of n which contain ki parts equal i. Expand­

ing r 0 ,.a(z,w) in a Taylor series by Lemma 3.1 and using (5.5.17) we obtain 

from (5.5.15) the following explicit OPE (up to an arbitrary order): 

(5.5.18) r 0 (z)r.a(w) ~ 1:(a,,B)(z -w)(al.B) L 
nEZ+ 

Finally, we discuss the conformal structure of VQ. 

PROPOSITION 5.5. Let Q be an integral lattice of rank l and assume that the 

bilinear form (-1-) is non-degenerate. Choose bases {ai} and {bi} of Q such that 

(aillJ.i) = Jii· Then 

( a) The vector 

(5.5.19) 

is a conformal vector of the lattice vertex algebra VQ (it is clearly independent of 

the choice of dual bases). The central charge of the corresponding Virasoro field 

Y(v,z) isl. 

(b) The fields h(z) (h E Q) are primary of conformal weight 1. 

(c) The fields r 0 (z) = Y(l ® e°', z) are primary of conformal weight ½(ala). 

PROOF. It is straightforward to show, using Wick's theorem as in Section 3.5, 

" that Y(v,z) = LnEZ Lnz-n-2 is a Virasoro field with central charge land that 

the h(z) are primary fields of conformal weight 1 with respect to this Virasoro field 

for each h E Q- In particular, 

(5.5.20) 
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Since 

we have: 

It follows that 

(5.5.21) 

£ 

Y(v, z) = i L: ai(z)bi(z) : , 
i=l 

1 £ .. 
Ln = 2 LL a1b~-j if n ¥ 0. 

i=l jEZ 

Lo((h1t-i1 )(h2t-h) ... Q9e°') = ((j1+h+···)+i(ala)) (h1Ci1 ) ••• Q9e°', 

(5.5.22) 

(5.5.23) 

Comparing (5.5.22) and (5.4.8), we see 

0 for n ~ 1. 

(5.5.24) L_1 (1 Q9 e°') = T(l Q9 e°') , a E Q. 

Using the commutator formula ( 4.6.2a), formula ( 4.4. 7), and (5.5.21-5.5.23), we see 

that r °' (z) is primary with respect to the Virasoro field Y (v, z) of conformal weight 

½(ala). 

In order to complete the proof of the proposition, it suffices to show that 

£_1 = T. But this follows from (5.5.20), (5.5.24) and Corollary 4.6g. □ 

EXAMPLE 5.5b. Under the isomorphism Vz ➔ F, the conformal vector v de­

fined by (5.5.19) maps to the conformal vector v112 (see (5.1.1)). Hence lattice 

vertex algebras may have several conformal structures. 

5.6. Root lattice vertex algebras and affine vertex algebras 

Let Q be a positive definite integral lattice. The set 

~={a E QI (ala)= 2} 
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is called the root system for Q. It is well known (and easy to show, see e.g., [K2]) 
{ 

that ~ is isomorphic to a direct sum of finite root systems of type A, D and E. 

The lattice Q is called a root lattice if it is spanned over Z by the set ~-

REMARK 5.6. The lattice Q is an orthogonal direct sum of the lattice zd, 

where Z is the standard lattice of rank 1 and d ~ 0, and the sublattice Q?.2 C Q 

spanned over Z by all a such that (ala) ~ 2. Hence we have an isomorphism of 

the corresponding simple vertex algebras: 

In this section we will study the simple vertex algebra VQ, where Q is a root 

lattice. We may assume that 1:: Q x Q ➔ {±1} is a 2-cocycle (i.e., (5.4.14a and c) 

hold) such that 

(5.6.1) 

(cf. (5.5.6) and note that Q is an even lattice.) 

Consider the generating fields h(z) = LnEZ hnz-n-l (h E fJ = <C ®z Q) and 

r o:(z) = LnEZ e~z-n-I (a E ~)- Note that since Q is integral and positive definite 

we have only the following three possibilities for a pair a, f3 E ~: 

(al/3) ~ o, (al/3) = -1, or a= -/3. 

Hence the following is a complete list of the OPE between the generating fields 

(see (5.5.13), (5.5.14) and (5.5.18)): 

(5.6.2a) h(z)h'(w) ~ (z(~~) 2 ifh,h'Ef), 

(5.6.2b) h(z)r o:(w) ~ (alh)r o:(w) 
z-w 

if h EI), a E ~, 

(5.6.2c) if a, /3 E ~, (al/3) ~ 0. 

(5.6.2d) if a,/3 E ~, (al/3) = -1, 

(5.6.2e) r ( )r ( ) ~ 1:(a, -a) 1:(a, -a)a(w) 
o: Z -0: W ( )2 + z-w z-w 

if a E ~-
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These OPE are equivalent to the following commutation relations respectively 

(m,n E Z): 

(5.6.3a) [hm, h~] = m8m,-n(hlh') if h, h' EI), 

(5.6.3b) [hm, e~] = (hja)e~+n if h EI), a E ~, 

(5.6.3c) [ea e13 ] = 0 m, n if a, (3 E ~, (al/3) ;::: 0, 

(5.6.3d) [ a f3] - ( (3) a+/3 em, en - t a, em+n if a,(3 E ~, (al/3) = -1, 

(5.6.3e) [e~, e;a] = t(a, -a) (am+n + m8m,-n) if a E ~-

Commutation relations (5.6.3a-e) lead us to consider the vector space 

(5.6.4) 

with the bracket defined by 

(5.6.5a) [h,h'] = 0 if h, h' EI), 

(5.6.5b) [h, ea] = (hja)ea if h EI), a E ~, 

(5.6.5c) [ea, e.a] = 0 if a, (3 E ~, (al/3) ;::: 0, 

(5.6.5d) [ea, e.a] = t(a, (3)ea+f3 if a,(3 E ~, (al/3) = -1, 

(5.6.5e) [ea, e-a] = t(a, -a)a if a E ~, 

and with the C-valued symmetric bilinear form (.j.) : g x g ➔ (C which extends that 

on I) by letting 

(5.6.6) (ea le.a)= 0 if a=/- -(3, 

We arrive at the following theorem, which is usually referred to as the Frenkel­

Kac construction [FK]. 

THEOREM 5.6. (a) The space g with the bracket defined by (5.6.5a-e) is a 

semisimple Lie algebra with a Cartan subalgebra I) and the root space decomposi­

tion (5.6.4). The form (.j.) is the non-degenerate symmetric invariant bilinear form 

on g normalized by the condition (ala) = 2 for a E ~-
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(b) Formulas (5.6.3a-e) define an irreducible representation of the affinization 

"g = g [t, t-1] + <CK of the pair (g, (.I.)) with central charge k = 1 and highest weight 

vector IO) such that 

(5.6.7) g[t]IO) = 0. 

( c) The simple vertex algebra VQ is isomorphic to the affine vertex algebra 

vi(g). 

PROOF. The fact that g is arLie algebra follows from (5.6.3a-e) with m = n = 0. 

Formulas (5.6.3a-e) also define a representation of the affinization of (g, (.!.)) with 

k = 1 in the space VQ (cf. (2.5.4)). It follows that the form (-1-) is invariant, and it 

is clearly symmetric and non-degenerate. It is also clear that g is a semi-simple Lie 

algebra. Furthermore, since h(z) and r o:(z) are generating fields, it follows from 

Theorem 5.5a that the representation of"g in VQ defined by (5.6.3a-e) is irreducible. 

Formula (5.6.7) holds since e~IO) = 0 for n ;:=: 0. This completes the proof of the 

theorem. □ 

5.7. Conformal structure for affine vertex algebras 

Let g be a finite-dimensional Lie superalgebra with a supersymmetric invariant 

bilinear form(.!.), and let "g = g[t, t-1J +<CK be the associated affinization (see Sec­

tion 2.5). Given k E <C, consider the affine vertex algebra Vk(g) (see Example 4.9b) 

graded by the Hamiltonian H ( = -t8t). Recall that by Example 4.9b we have: 

(5.7.1) Vac Vk@ = <CIO) . 

REMARK 5.7a. Due to Remark 4.9c, for any a E g0 , the exponential ea<ol con­

verges to an automorphism of the vertex algebra Vk(g). All these automorphisms 

generate a group called the group of inner automorphisms of Vk(g). 

In the previous section we established an isomorphism of V1 ("g) with the root 

lattice vertex algebra in the case when g is a semi-simple Lie algebra and (ala) = 2 

for all roots a. This provides V1 ("g) with a conformal structure ( constructed in 

Section 5. 5). ..__ 

In this section we give a construction of a conformal structure, which goes 

back to Sugawara, for any (universal) affine vertex algebra in the case when g is 
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an arbitrary simple (or commutative) Lie superalgebra, the bilinear form (.I.) is 

non-degenerate, and k is different from a certain "critical" value. The construction 

gives the same vector as in the above mentioned special case under the isomorphism 

given by Theorem 5.6. 

Note that for v to be a conformal vector it suffices that 

(5.7.2a) Hv = 2v, 

(5.7.2b) Y(v, z)g(w) ~ Bg(w) + g(w) + · · · 
z-w (z-w) 2 for all g E g, 

where g(z) = En gnz-n-l. Indeed, letting Y(v, z) = EnEZ Lnz-n-2, by the com­

mutator formula (4.6.4), formula (5.7.2b) gives: 

[L-1,g(z)] = 8g(z), 

Since the fields g(z), g E g, are generating fields, it follows that 

(5.7.3) Lo =H. 

Since all eigenvalues of H are non-negative integers and the zero eigenspace is CIO), 

we see from (5.7.3) and (5.7.2a) that L2v E CIO) and Lnv = 0 for n > 2. Hence v 

is a conformal vector by Theorem 4.10c. 

By the general OPE formula ( 4.6.2a) we have for g E g: 

( )y( ) Y(gov,z) Y(g1v,z) Y(g2v,z) 
g W v, Z ~ - + ( )2 + ( )3 • z-w z-w z-w 

Using Taylor's formula and ( 4.4. 7), this becomes: 

(5.7.4) ( )y( ) Y(Tg1v-gov,w) Y(g1v,w) a(g) 
g W v, Z ~ + ( )2 + ( )3 , z-w z-w z-w 

where a(g) EC is defined by g2v = a(g)IO). 

Comparing (5.7.2b) and (5.7.4) and using locality, we see that (5.7.2b) is equiv­

alent to the following system of equations on g E g: 

(5.7.5) 

Applying T to both sides of the second equation, we get 
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Substituting this in the first of the equations (5.7.5) and using (5.7.1), we arrive at 

the following statement. 

PROPOSITION 5. 7. Let v satisfy (5. 7.2a). Then v is a conformal vector if and 

only if the following equations hold for all g E g: 

(5.7.6) gov= 0, 

The field g(z) is primary (of conformal weight 1) with respect to Y(v, z) iff a(g) = 0. 

A vector v satisfying (5.7.2a) ~an be written in the form: 

v = ,\ L a~1 b~1 I0) + d-2 I0) , 
i 

for some ai, bi, d E g; ,\ E <C is a parameter introduced for convenience. Equa­

tions (5.7.6) then turn into 

(5. 7.7a) ,\ L ([g, ai)-1b~1 IO)+ (-l)P(g)p(a;)a~i[g, bi)-1 IO)) + [g, dJ-2 I0) = 0, 
i 

9-1 IO)=,\ (L [[g, at bi] _1 + k(gjai)b~1 + (-l)P(g)p(a;) k(gjbi)a~1) I0) 
(5.7.7b) i 

+ [g, dJ-1 IO)· 

We also have 

(5.7.8) 

Suppose now that the bilinear form (.I.) is non-degenerate and that { a i} and 

{bi} are dual bases of g, i.e., (3.5.3) holds. Let 

0 = Lai 0 bi E g 0 g 

be the Casimir operator. 

LEMMA 5. 7. (a) The element O is annihilated by the adjoint action of g 

on g 0 g. 

(b) The element n := Li aibi E U(g) is central. 

(c) If g is simple or commutative, then 

(5.7.9) for all g E g, 

where 2h v is the eigenvalue of n in the q,djoint representation. 
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( d) The operators n and fl are independent of the choice of dual bases. In 

particular, 

(5.7.10) 

PROOF. We have by (3.5.4) and invariance of (.I.): 

j j 

[g,bi] = L ([g,bi]lai) bi= - I:(-I)P(b;)p(g) ([bi,g]lai) bi. 
j j 

Hence 

i i 

i,j i,j 

proving (a). 

(b) follows from (a) by considering the g-module homomorphism g 0 g ➔ U(g) 

given by x 0 y f--+ xy. 

If g is simple, its adjoint representation is irreducible, hence, being a central 

element, 0 acts on g as a scalar, hence (c) holds. If g is commutative, then (c) 

trivially holds with h v = 0. 

The independence of n and O of the choice of dual bases is straightforward. 

Taking dual bases {bi} and {(-l)P(a;)ai}, we deduce (5.7.10). This completes 

the proof. □ 

The number h v is called the dual Coxeter number of the pair (g, (-1-)), where g 

is a simple Lie superalgebra and (.I.) is a non-degenerate invariant supersymmetric 

bilinear form. One usually normalizes the bilinear form (.I.) by the condition that 

the maximal square length of a root equals 2. Then in the Lie algebra case, h v is 

always a positive integer listed, e.g., in [K2, Chapter 6]. (For the Lie superalgebra 

case see [KW2].) 

Considering the g-module homomorphism g 0 g ➔ Vk(g) given by x®y f--+ 

x_1y_1 IO), we deduce from Lemma 5.7a that the sum in (5.7.7a) is zero. Hence 

equation (5.7.7a) holds, provided that the element dis central. 
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Suppose now that g is simple or commutative and that d E g is central. Then, 

due to (3.5.4), (5.7.9) and (5.7.10), equation (5.7.7b) turns into the following simple 

equation: 

which holds if we assume that k =/- -h v and let >. = (2h v + 2k )-1 . Hence we proved 

that the element 

v = 2(k ~ hV) L at-1it-1) IO) + d(-2) IO) 
i 

is a conformal vector of the vertex algebra Vk(g) (and of Vk(g) too). In particular, 

the field 

Y(v,z) = 2(k ~ hV) ~a\z)bi(z) + 8d(z) 
i 

is a Virasoro field. This field is usually referred to as the Sugawara construction [SJ. 

It follows from (5.7.8) that a(g) = 2k(gld), hence all fields g(z) are primary 

with respect to Y(v, z) iff d = 0. 

Recall that the case of commutative g has been worked out in Section 4.9 using 

Wick's formula (see Proposition 4.9a). We state now the result in the case of 

simple g. 

THEOREM 5. 7. Let g be a simple finite-dimensional Lie superalgebra with a 

non-degenerate invariant supersymmetric bilinear form (-I•) and let { a i} and {bi} 

be dual bases of g, i.e., ( bi I ai) = 6ij. Then, provided that k =/- -h v, where h v is 

defined by (5. 7.9), the vector 

is a conformal vector of the vertex algebra Vk(g) (and Vk(g)) with central charge 

(5.7.11) 
ksdimg 

Ck= k + hV • 

All fields g(z), g E g, are primary with re/pect to Y(v, z) of conformal weight 1. 
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PROOF. It remains to calculate the central charge c of the Virasoro field Y(v, z). 

We have for g E g: 

2(k + h v)g2v = L)g, aih b~1 IO) = k L ([g, ai] lbi) IO) 
i i 

= k L (gl[ai,bil) IO)= 0 
i 

by (5.7.10). Note that gnv = 0 if n > 2 for an obvious reason. Thus, recalling (5.7.6) 

we have for g E g: 

(5.7.12) gnv = 0 for n ~ 2 or n = 0, 

Next, we have: 

Using (5.7.12), we obtain: 

2(k+hv)L2v= L(-l)P(a;)bfafv= L(-l)P(a;)bfa~1 IO). 
i i 

Hence 

2(k + hv)L2v = k L(-l)p(a;) (bilai) IO)= ksdimglO), 
i 

proving (5.7.11). □ 

REMARK 5.7b. A more straightforward (but somewhat less elegant) way to 

prove Theorem 5.7 is just to apply the non-commutative Wick formula (3.3.12) 

(cf. (4.7.8)). 

REMARK 5. 7c. Let g be a finite-dimensional Lie superalgebra with a non­

degenerate invariant supersymmetric bilinear form ( .1.), and suppose that g = 

EBf=0gi is an (orthogonal) direct sum of a commutative subalgebra g0 and simple 

subalgebras gi, i > 0. Then 

where k = (ko, k1 , ... ). Provided that ki =/ -ht (note that h~ = 0) the vertex 

algebra Vk (g) is conformal with the conformal vector 
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where vi, the conformal vector of vk, (!f) given by the Sugawara construction, is 

identified with IO) 0 • • • 0 vi 0 • • • 0 IO). 

Due to Lemma 5. 7b, the conformal vector v is fixed by the group of inner 

automorphisms G of the vertex algebra Vk(g). Hence for any subgroup r of G the 

fixed point set subalgebra Vk(gf contains v, hence is a conformal vertex algebra 

of the same rank Ck. 

REMARK 5.7d. We constructed in Example 4.9b an operator T* on Vk(g) for 

any k E <C. It is easy to see that T* = L1 (if k ::J -hv). Hence T* satisfies (4.9.10) 

with H = Lo fork ::J -hv, hence for all k. Thus_ Vk(g) is Mobius conformal even 

at the critical value k = -hv (but is not conformal). 

We turn now to the discussion of conformal structure for coset models. Let g be 

a Lie superalgebra as in Remark 5.7c and let Q be a subalgebra of g such that (-1-)lr:, 

is non-degenerate and Q is too a direct sum of simple and commutative subalgebras. 

Let v9 and vr:, be the elements of Vk (g) given by the Sugawara construction, so that 

Y(v9 ,z) = I:nL~z-n- 2 and Y(vr:,,z) = I:nLiz-n-2 areVirasorofields. The fields 

h(z) with h E Q generate a vertex subalgebra of Vk(g) isomorphic to vk' (Q) and we 

denote by C(k, g, Q) its centralizer (see Remark 4.6b ). In other words (by Corollary 

4.6 (b)) 

C(k,g,Q) = {a E Vk(g)lhn(a) = 0 for all h E Q and n E Z+} -

A conformal vector for the vertex algebra C(k, g, Q) can be constructed as follows. 

This is known as the Goddard-Kent-Olive construction [GKO]. (Some further 

applications of this construction in representation theory may be found in [KWl] 

and [KR].) 

COROLLARY 5. 7. The vector 

is a conformal vector of the vertex algebra C(k, g, Q) with central charge equal the 

difference between central charges of v9 and vr:,. 

PROOF. By Theorem 5.7 we have for all h E Q: 

8h(w) h(w) 
Y(v9 , z)h(w) ~ -- + ( )2 ~ Y(vr:,, z)h(w). 

z-w z-w 
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It follows that 

(5.7.13) Y(v,z)h(w) ~O for all h E Q. 

Hence v E C(k,g,Q). Let Y(v,z) = LnLnz-n-2 . 

Next, by the construction, we see that L ~ 1 annihilates C ( k, g, Q) , hence 

(5.7.14) on C(k, g, Q). 

Finally, Y(v,z) is a Virasoro field since both Y(v9 ,z) and Y(v!J,z) are Virasoro 

fields (by Theorem 5.7). Indeed, we have, using (5.7.13) twice: 

Y(v, z)Y(v, w) ~ (Y(v9 , z) - Y(vf), z)) Y(v, w) 

~ Y(v9 ,z)Y(v,w) 

~ Y(v9 ,z)Y(v9 ,w) -Y(v9 ,z)Y(v!J,w) 

~ Y(v9 ,z)Y(v9 ,w) - (Y(v,z) + Y(vf),z))Y(vf),w) 

□ 

REMARK 5.7e. The vacuum subalgebra Vac C(k, g, Q) coincides with the zero 

eigenspace of Lo and is often larger than (C!O). For example, if g is a simple 

Lie algebra and Q is its conformal subalgebra (see e.g., [K2, Chapter 13]), then 

Vac C(l, g, Q) = C(l, g, Q) is almost always larger than IO). Another example is 

C(k, g, Q) where k is a positive integer, g is a simply laced simple Lie algebra and Q 

is its Cartan subalgebra; then the vacuum subalgebra Vac C(k, g, Q) is isomorphic 

to the group algebra of the center of the simply connected Lie group with the Lie 

algebra g. 

5.8. Super boson-fermion correspondence and sums of squares 

Consider the 4 = 2 + 2-dimensional superspace A with a basis cp+, cp-, 'lj;+, 'lj;-, 

where cp± are even elements and 'lj;± are odd elements. Define an anti-supersymmet­

ric bilinear form (-1-) on A by 

Consider the Clifford affinization CA of A. Recall (see Section 2.5 and 3.6) that 

this is a regular formal distribution Lie superalgebra spanned by coefficients of 
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five pairwise local formal distributions: rp+(z), rp-(z), 1, which are even, and 

¢+(z), 'l/;-(z), which are odd. All non-trivial OPEs are as follows: 

(5.8.1) 
1 1 

rp+(z)rp-(w) ~ --- , rp-(z)rp+(w) ~ -- , 
z-w z-w 

1 1 
¢+(z)'l/;-(w) ~ -- , 'l/;-(z)'l/;+(w) ~ -- . 

z-w z-w 

It will be convenient to use the following expansions of these distributions: 

rp±(z) = L rpfz-i-½' ¢+(z) = L¢Jz-i-l, 'l/;-(z) = L¢;z-i. 
jE ½+Z jEZ jEZ 

Then relations (5.8.1) are equivalent to the' following commutation relation of the 

basis elements of the Lie superalgebra CA: 

(5.8.2) 

Recall that, by Theorem 3.6, the Lie superalgebra CA has a unique irreducible mod­

ule, which we shall denote by Fsuper, such that the central element 1 is represented 

by the identity operator and there exists a non-zero vector I0) such that 

in other words: 

(5.8.3) rpfl0) = 0 and ¢110) = 0 for j > 0, 'l/JJI0) = 0 for j ~ 0. 

The monomials 

(5.8.4) 

where O < s1 ~ ... ~ Sb- , 0 < r1 ~ ... ~ rb+ , 0 ~ j1 < ... < Jj- and O < i1 < 

... < i1+ form a basis of Fsuper• The number b = b+ - b- (resp. f = j+ - J-) 

is called the bosonic (resp. fermionic) charge, the number b + f is called the total 

charge, and -(sum of all indices in (5.8.4)) is called the energy of the monomial 

(5.8.4). Denote by Ft'!) the linear span of all monomials (5.8.4) having bosonic 

charge b, fermionic charge / and energy j. Note that this is a finite-dimensional 
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space (which is 0 unless b, f E Z,j E ½Z+)- As in Section 5.1, we wish to compute 

the character: 

chFsuper = L ( dim F?'f) )qi tb sf 
b,f,j 

in two different ways. Note that chFsuper is a formal power series in q 112 with 

coefficients being Laurent polynomials in t and s. 

As in Section 5.1, just looking at the basis (5.8.4), we obtain 

oo (1 + sqn)(l + s-lqn-l) 
(5.8.5) chFsuper = !! (l _ tqn-1/2)(l - t-lqn-1/2) • 

Here and further we shall assume that lql < ltl < 1 and lql < Isl < 1 (in order to 

be able to use expansions of geometric series that occur). Let F8~~t denote the 

linear span of all monomials of total charge m. Then we have the total charge 

decomposition of Fsuper and the corresponding decomposition of characters: 

(5.8.6) Fsuper = ffimEZFs~~~r , chFsuper = L chF5~~t • 
mEZ 

REMARK 5.8a. There exists a unique monomial of minimal energy in each 

Fs~~~r, which we shall denote by Im). It is as follows: 

We shall calculate each term chFs~~t in (5.8.6) using super-bosonization. Let 

: 't/J+(z)'lj;-(z):, /3(z) =: rp+(z)rp-(z):, 

: rp+(z)'t/J-(z):, E+(z) =: 't/J+(z)rp-(z): 

Using Wick's formula and (5.8.1), we easily obtain the OPEs for these fields: 

(5.8.7a) 
1 1 

a(z)a(w) ~ ( ) 2 , /3(z)/3(w) ~ - ( )2 , z-w z-w 

(5.8.7b) a(z)E±(w) ~ ±E±(w) , /3(z)E±(w) ~ =i=E±(w) , 
z-w z-w 

(5.8.7c) 

We let 

nEZ nEZ 
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REMARK 5.8b. The operator ao (resp. /3o) is the fermionic (resp. bosonic) 

charge operator (i.e., vectors (5.8.4) are eigenvectors for these operators whose 

eigenvalues are f and b, respectively). This is clear by (3.6.10). It is easy to show (cf. 

Section 3.6) that L(z) =: 8'1/F(z)'ip+(z): +½(: 8rp+(z)rp-(z): - : 8rp-(z)rp+(z) :) 

is a Virasoro field with central charge 1 such that Lo is the energy operator and 

the fields ¢+(z) , ¢-(z), rp±(z) have conformal weights 1, 0 and 1/2, respectively. 

Consequently, the fields a(z), f3(z), E+(z) and E-(z) have conformal weights 1, 1, 

3/2 and 1/2, respectively. Hence (cf. Section 5.1): 

chF. = trF. qLo s O!.o tf3° . super super 

Consider the Lie superalgebra gl(l, 1) with the invariant bilinear form (AIB) = 
str AB. (Recall that this is the Lie superalgebra defined by the bracket (2.3.1) on the 

Z/2Z-graded associative superalgebra of endomorphisms of the 1 + I-dimensional 

superspace, and that str e ~) = a - d.) Let E+ = (g6), E- = (~g), a = (6g), {J = 

(g~) be a basis of gl(l, 1) and let gl(I, lfbe the affinization of the pair (gl(l, 1), (.1.)). 

Formulas (5.8.7a-c) show that associating to currents of the above four elements 

the fields E+(z), E-(z), a(z) and /3(z), respectively, defines a representation of the 

current algebra gl(l, If with central charge 1 in the space Fsuper, preserving the 

total charge decomposition (5.8.6). 

Consider the lattice Q = Za + Z/3 with the symmetric bilinear form ( .1.) coming 

from gl(I, 1), i.e.: 

(ala)= 1, (/31/3) = -1, (al/3) = 0. 

As in Section 5.2, we show that there exists a unique invertible operator eO/_ on 

Fsuper satisfying the following properties: 

As in Section 5.2, it is immediate to check 

(5.8.8) 

Similarly, there exists a unique invertible operator ef3 on Fsuper such that 
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and we have: 

(5.8.9) [ 13] - 0 [/3 13] - ' 13 13E± - E± 13 an, e - , n, e - -uo,ne , e (n) - (n±l)e • 

Operators e°' and e/3 commute. For any 'Y = aa + b/3 E Q we let 

'Yn = aan + bf3n, 7(z) = aa(z) + bf3(z), e"Y = (e°')°(ef3)b. 

Then we have (cf. (5.4.2)): 

(5.8.10) 

Introduce the following operators on Fsuper for any 'Y E Q ( cf. Sections 5.2 and 

5.5): 

Recall that by the boson-fermion correspondence (see Section 5.2) we have: 

(5.8.11) 

The next key formula is ([KLl]): 

(5.8.12) 

It is natural to call formulas (5.8.11) and (5.8.12) the super boson-fermion corre­

spondence. 

The proof of (5.8.12) uses the following relations: 

(5.8.13a) E+(z)'tr(w) ~ cp-(w), 
z-w 

(5.8.13b) 

(5.8.13c) 

(5.8.13d) 

(5.8.13e) 

Relation (5.8.13a) is immediate by Wick's formula, relation (5.8.13b) follows from 

(5.8.7b), relation (5.8.13c) and (5.8.13e) follow from (5.8.8) and relation (5.8.13d) 

follows from (5.8.13b) for n = 0. 
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Since E+(z)'l/F(w) = E+(z)e-°'w-°'0 r:!::°'(w)r=°'(w), in view of (5.8.13a) and 

(5.8.13c-e) in order to prove (5.8.12) for cp-, it suffices to show that in the domain 

lzl > lwl one has: 

r:!::°'(w)-1 E+(z)r:!::°'(w) = l ~ :!!!. E+(z). 
z 

But this follows from the simple fact that for any formal power series a(w) one has: 

(5.8.14) 

applied to a(w) = E:=l U:,n CLn and A= E+(z) by making use of (5.8.13b). The 

proof for cp+ is similar. 

The super boson-fermion correspondence implies the following important fact 

(similar to Theorem 5.1). 

PROPOSITION 5.8. The representation of the current algebra gl(l, lf in each 

b F.(m) • • d "bl su space super zs zrre ucz e. 

PROOF. Let Ube a non-zero gl(l, lf.invariant subspace of F8~7?,~r- It follows 

from (5.8.8) that enau is a gl(l, lf.invariant subspace of Fs~n;,t,n). Hence fJ = 
ffinEZenaU is a e°'-invariant and gl(l, lf.invariant subspace of Fsuper· Therefore, 

due to (5.8.11) and (5.8.12), fJ is invariant with respect to the whole algebra CA. 

Due to irreducibility of Fsuper, fJ = Fsuper and hence U = Fs~1?,t. 

□ 

Note that the the element 6 : = o: + /3 is a central element of the Lie superalgebra 

gl(l, 1) and (616) = 0. It follows from formulas (5.8.7b) and (5.8.8)-(5.8.10) that 

(5.8.15) 

Also, we have (see e.g. (5.5.18)) the following OPE: 

(5.8.16) r -o(z)ro(w) ~ (1- 6(w)(z - w) + ... ). 

Formulas (5.8.7c), (5.8.15) and (5.8.16) imply the following key formula: 

(5.8.17) 



174 5. EXAMPLES OF VERTEX ALGEBRAS AND THEIR APPLICATIONS 

In order to understand better the representation of gl(l, l)in Fs~n;;tr, introduce 

the following odd fields: 

(5.8.18) 

and we obtain from (5.8.17) (using Taylor's formula): 

1 6ow- 1 

---+--
(z-w) 2 z-w • 

Obviously, we also have ~±(z)~±(w) ~ 0. It is clear from the definition and Re­

mark 5.8b that the conformal weights of the fields ~+ ( z) and ~- ( z) are 3 /2 and 1 /2 

respectively. Taking the series expansions 

~+(z) = L ~jZ-j-3/2' C(z) = L f;z-j-l/2' 

iE½+Z iE½+Z 

the last two OPEs are translated as follows on each Fs~n;;tr (cf. [Bel): 

(5.8.19) 

It is easy now to complete the proof of the following theorem. 

THEOREM 5.8. (a} The space p(m) is irreducible with respect to all operators 

an, /3n (n E Z) and ~j-, {; (r E ½ + Z). 

(b) Elements of the form 

Im) 

where the i's and the j's are non-decreasing finite sequences of positive integers and 

the k's and the r's are increasing sequences of positive half-odd-integers such that 

all ki are different from -m - ½ if m ~ 0 and all ri are different from m + ½ if 

m<0. 

(c) The energy of the operators an, /3n (resp. f;·) is -n (resp. -r) and their 

bosonic and fermionic charges are O (respectively =i=l and ±1). 
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(d) The characters of the gl(I, If-modules Fs~n;tr(m E Z) are as follows: 

ChF(m) -super -

Chp(m) = super 

where 

PROOF. By definition, the coefficients of the fields E±(z) can be expressed via 

the operators bn and f;· (sinc,e the operators r~ are invertible). Hence the whole 

representation of gl(l, If in Fs~n;tr can be expressed in terms of the operators an, 

f3n, f;-. Consequently, due to Proposition 5.8, these operators act irreducibly on 

Fs~n;t, proving (a). Statement (c) follows from definitions. Note that the operators 

~~m-l/2 and ~;;;+½ commute with all operators an, f3n, f;- on Fs~n;t (see (5.8.18) 

and (5.8.19)) and hence, due to (a) act as scalars. By (c) these scalars are O. 

Due to (5.8.7a), (5.8.18) and (5.8.19), (b) follows from Theorems 3.5(a) and 3.6(a). 

Statement (d) is immediate from (b),(c) and Remark 5.8a. 

□ 

REMARK 5.8c. Inserting the expression for E±(z) from above in (5.8.12), we 

obtain: 

These operators are similar to the vertex operators for the "symplectic bosons" ( = 
even fermions) constructed in [FMS] (see also [FFl]). 

Comparing (5.8.5) with (5.8.6) and Theorem 5.8(d), we obtain the following 

remarkable identity: 
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Substituting in (5.8.20) s = -uvq-1, t = uq-½ brings this identity to a more 

symmetric form: 

(5.8.21) 
oo (1- uvqn-1)(1- u-lv-lqn)(l - qn)2 !! (1 _ uqn-1 )(1 _ u-lqn)(l _ vqn-1 )(1 _ v-lqn) 

oo m -oo m '°' u _1 '°' __ u __ = ~ 1 - vqm - v ~ 1 - v-lq-m • 
m=O m=-1 

We may expand the right-hand side in the following nice form: 

(5.8.22) 

Identity (5.8.21) is the "denominator identity" (see [K2]) for the affine subalgebra 

s£(2, lf (It may also be obtained as a specialization of Ramanujan's summation 

formula for the bilateral hypergeometric function 1 W1, cf. [KW2].) This is, in fact, 

the simplest among the denominator identities for affine superalgebras discovered 

in [KW2]. It is interesting to note a parallel with Section 5.1. The boson-fermion 

correspondence based on the Lie algebra gl(lflead there to the denominator iden­

tity for s£(2), whereas the super boson-fermion correspondence based on the Lie 

superalgebra gl(l, 1) produced the denominator identity for s£(2, lf 

Replacing in 5.8.21 and 5.8.22 q by q2 , u by qz-1 and v by z, we obtain the 

denominator identity for the N = 2 superconformal algebra ( discussed in the next 

section) and of gl(l, lf 

I will explain now how to use identity (5.8.21) to obtain some classical results 

on sums of squares. Let 

□(ql = (L qj
2 l = L □d,kQk 0 

jEZ kEZ+ 

Then, obviously, □d,k is the number of representations of k as a sum of d squares of 

integers (taking into account the order of summands). By Gauss formula (5.1.17) 

we have: 

(5.8.23) oo ( ·)d d 1- qJ 
□(-q) =II -. 

. 1 +qJ 
J=l 
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Multiplying both sides of (5.8.21) with the right-hand side (5.8.22) by 

(1 - uv)-1 (1 - u)(l - v), we obtain: 

(5.8.24) 

Letting in this formula u = v = i and replacing q2 by q, we obtain a formula which 

goes back to Gauss and Jacobi: 

00 

(5.8.25) D(q)2 = 1 + 4 L (-llqj(2k-1). 
j,k=l 

' 
This formula means that □2,k equals the difference between the number of divisors 

of k congruent to 1 mod 4 and the number of divisors of k congruent to -1 mod 4. 

Letting in (5.8.24) u = v = -z, we obtain: 

(5.8.26) 

Letting z tend to 1, we get: 

00 

D(-q)4 = 1 - 4 L (-l)m+n(m + n)qmn 
m,n=l 

oo oo ( )m 
= 1 + 8 "" (-lr+n-lmqmn = 1 + 8"" m -q 

L...,; L...,; 1 + qm 
m,n=l m=l 

Changing the sign of q and replacing in the last sum the summation over even 
2 2,n 4 4,n 

integers 2m by 1~:2,,. - 1~~ ... , we obtain another of Jacobi's formulas: 

(5.8.27) 

which means that □4,k fork 2-: 1 equals 8 times the sum of divisors of knot divisible 

by 4. 
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5.9. Superconformal vertex algebras 

The classification of all simple vertex algebras is certainly a hopeless problem 

as it includes the classification of all non-degenerate integral lattices. Some people 

impose the condition that a simple vertex algebra Vis graded by fl+: 

(5.9.1) V =EB. 1 vU) where v(o) = CJO). 1E 2 Z+ , 

This excludes lattice vertex algebras associated to indefinite lattices, which is very 

unfortunate since the vertex algebras associated to Lorentzian lattices provide 

some of the most spectacular applications of vertex algebras found by Borcherds 

[B2], [B3]. But even this restriction includes lattice vertex algebras associated to 

positive definite integral lattices, and the classification of the latter is still a hopeless 

problem. 

Let V be a simple graded vertex algebra with a gradation (5.9.1). If V is 

strongly generated by its fields of conformal weight ½, then, due to Theorem 3.6, V 

is isomorphic to the simple free fermionic vertex algebra Fk(A) (see Section 4.7). 

Moreover, the same Theorem 3.6 implies that if a vertex algebra V contains Fk(A) 

as a subalgebra, then Vc:::Fk(A)@Cv(Fk(A)). Furthermore, the fields of conformal 

weight 1 generate an affine vertex subalgebra (cf. Sections 2.6 and 4.7). The simplest 

result concerning the next case, that of conformal weight ! , is the following ( cf. 

Example 4.10). 

LEMMA 5.9. Let V be a simple conformal vertex algebra strongly generated by 

a non free odd field of conformal weight ! . Then V is isomorphic to the simple con­

formal vertex algebra vc (NS) where NS is a Lie superalgebra spanned by mutually 

local formal distributions G(z), L(z) = Y(v, z) and central element C satisfying the 

following OPE: 

(5.9.2a) 
iC 2L(w) 

G(z)G(w) ~ ( )3 + -- , z-w z-w 

(5.9.2b) L(z)G(w) ~ JG(w) + aG(w) , 
(z - w) 2 z - w 

(5.9.2c) L( )L( ) ½C 2L(w) aL(w) 
z w ~-~-+---+--. 

(z-w) 4 (z-w)2 z-w 

PROOF. By the assumptions of the proposition we have 
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Hence LnT = ¾on,oT for n ;::= 0, i.e., G(z) := Y(T, z) is a primary field of conformal 

dimension ¾, which is equivalent to (5.9.2b). The most general possibility for 

G(z)G(w) is: 

G(z)G(w) ~ 2a + a(w) + {3L(w)' a,{3 E <C. 
(z - w) 3 (z - w) 2 z - w 

In the same way as in the proof of Theorem 2.6a, we show, using locality, that 

a(w) = 0. Since G(z) is not a free field, /3 -::f. 0 and we may rescale T to make {3 = 2. 

It remains to show that a = ½- Let G(z) = I:nE½+z Gnz-n-3/ 2 . Then the 

OPE (5.9.2a-c) are equivalent to the commutation relations (by (2.6.2a)): 

(5.9.3a) 

(5.9.3b) -

(5.9.3c) 

1 ( 2 1) [Gm, Gn] = 2Lm+n + 3 m - 4 Om,-nC, 

[Gm,Ln] = ( m - i) Gm+n, 

We have established all these relations except for identifying the coefficient ff in 

(5.9.3a) with a. This follows from the Jacobi identity for the elements Gm, Gn, 

D 

The Lie superalgebra defined by commutation relations (5.9.3a-c) (with C be­

ing a central element) is called the Neveu-Schwarz algebra (NS) or the N = 1 

superconformal Lie algebra [NS]. 

DEFINITION 5.9. An odd vector T of a vertex algebra V is called a N = 1 

superconformal vector if the field G(z) = Y(T,z) satisfies (5.9.2a and b) with 

L(z) = I:nEzLnz-n- 2 being a Virasoro field such that L-1(= G~ 1 ) = T and 
2 

Lo is diagonalizable. 

The following proposition is proved in the same way as Theorem 4.10. 

PROPOSITION 5.9. An odd vector T of a vertex algebra V is a N = 1 supercon­

formal vector iff for Y(T, z) = I:nE½H Gnz-n-J the following properties hold: 

(i) G _½ T = 2v, where Y(v, z) = En Lnz-n-2 is such that L_ 1 = T, LoT = ¾T, 

Lo is diagonalizable, 

(ii) G ! T = ¾clO) for some c E <C, 

(iii) GkT = 0 fork>!-
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In this case v is a conformal vector. □ 

A vertex algebra V is called N 1 superconformal if it is endowed with a 

superconformal vector. (Then V is a conformal vertex algebra.) 

A large class of N = 1 superconformal vertex algebras is provided by the su­

peraffine vertex algebras Vk(9super)• Namely, the following theorem can be proved 

in the same way as Theorem 5.7, or simply by making use of the non-commutative 

Wick formula (3.3.12). Therefore we omit its proof. 

THEOREM 5.9. Let g be a simple or commutative finite-dimensional Lie super­

algebra with a non-degenerate invariant super symmetric bilinear form (•I•), and let 

{ ai} and {bi} be dual bases of g. Then, provided that k # -h v, the vector 

r= k:hv (~a~1b~½+~~([ai,ai]lar)b~½b~½b'.:._½) IO) 
i i,J,r 

is a N = 1 superconformal vector of the vertex algebra Vk(9super) {and Vk(9super)), 

the corresponding conformal vector being 

_ 1 (1 '°' ( i bi i bi ) 1 '°' ([ i j]I r) bi d br ) IO) V-k+hv 2~ a_1 -1+a_3;2 -1;2 +3~ a,a a -½u--½ -1 
i i,3,r 

with central charge 

□ 

This construction is usually referred to in physics literature as the K ac-Todorov 

model [KTl]. 

EXAMPLE 5.9a. Let V be the vertex algebra generated by a free bosonic field 

a(z) = LnEZanz-n-l and a free (odd) fermionic field cp(z) = LnE½+z'PnZ-n-½ 

which commute: 

1 
a(z)a(w) ~ ( )2 , z-w 

1 
cp(z)cp(w) ~ -- , 

z-w 
a(z)cp(w) ~ 0. 

Then Vis a (simple) vertex algebra with a family of N = 1 superconformal vectors 

>.EC, 

the corresponding conformal vector being 

v = i ( a:.. 1 + 'P-!'P-½ + >.a_2) IO) 
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with central charge ! - 3>.2 . This is proved by a direct calculation using Wick's 

theorem. The case>. = 0 (which is Theorem 5.9 for the 1-dimensional Lie algebra g) 

goes back to Neveu and Schwarz [NS]. 

EXAMPLE 5.9b. The Neveu-Schwarz algebraN S ( defined by (5.9.3a-c)) is span­

ned by formal distributions L(z) = I:nEZ Lnz-n-2 , G(z) = I:nE½+z Gnz-n-3/ 2 

and C. The derivation T = adL-1 satisfies (4.7.1), and H = adL0 is a Hamilton­

ian with respect to which L(z), G(z) and C have conformal weights 2, 3/2, and 0 

respectively. We have: 

NS __ = CC+ L (CLm + <CGn), T(NS __ ) = L (CLm + <CGn). 
m,n;::>:-1 m,n;::>:-1 

Hence (due to Theorem 4.7) the associated universal vertex algebras f;c(NS) are 

parameterized by a complex number c (= >.(C)). These vertex algebras (and their 

quotients) are superconformal with the N = 1 superconformal vector T = G_3; 2 IO) 

and conformal vector 11 = £_2 10) with central charge c. The vertex algebra f;c(NS) 

has a unique simple quotient vc (NS). 

The Neveu-Schwarz algebra is the simplest among the superconformal Lie al­

gebras. Further examples were constructed in [A], [Kl], [KL2], [CKl]. We define 

a superconformal Lie algebra as a Lie superalgebra g for which the following three 

properties hold: 

(a) g is spanned by a finite family of pairwise local formal distributions {a°' ( z)}; 

(b) g is simple in the sense that no submodule of the C[8]-module I:a C[8]a°' (z) 

spans a nontrivial ideal of g; 

(c) one of the members of the family is the Virasoro formal distribution L(z) 

satisfying the properties: 

[L-1, a°'(z)] = 8a°'(z), 

It follows easily from a very difficult theorem of Mathieu [M] that the only 

simple graded Lie algebras spanned by a finite number of pairwise local formal 

distributions are the Virasoro algebra and the affine Kac-Moody algebras modulo 

their centers. It seems plausible that the condition that the Lie algebra should be 

graded is superfluous, i.e. any Lie algebra satisfying condition (a) and (b) is either 

Virasoro or an affine Kac-Moody algebra modulo the center; cf. Conjecture 2.7. A 
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conjectural list of all superconformal Lie algebras was given in [KL2]. However, it 

has been discovered recently that one should add to this list a new superconformal 

Lie algebra, denoted by CK6 , which is spanned by 16 even and 16 odd pairwise 

local formal distributions [CKl]. 

The simplest after the Neveu-Schwarz algebra is the celebrated N = 2 super­

conformal Lie algebra. It is a graded superalgebra spanned by a central element C, 

a Virasoro formal distribution L(z), an even formal distribution J(z) primary with 

respect to L(z) of conformal weight 1, and two odd primary with respect to L(z) 

formal distributions a+(z) and a-(z) of conformal weight 3/2. The remaining 

OPE are as follows: 

C/3 ± ± 
(5.9.4a) J(z)J(w) ~ (z _ w) 2 , G (z)G (w) ~ 0, 

+ _ C/3 J(w) L(w) + ½oJ(w) 
(5.9.4b) G (z)G (w) ~ ( )3 + ( )2 + ---=--- · z-w z-w z-w 

We denote this superalgebra by N2. Note that the superalgebra N2 contains the 

Neveu-Schwarz subalgebra spanned by C, L(z) and G(z) = a-(z) + a+(z), and 

another one spanned by C, L(z) and G(z) = i(G+(z) - a-(z)). 

A vertex algebra is called N = 2 superconformal if it has two odd vectors T± 

such that the fields G±(z) = Y(r±,z) satisfy the OPE of N = 2 superconformal 

algebra with L-1 (= [G~ 1 , G= 1 ]) = T, and Jo and Lo are diagonizable. 
2 2 

Of course one constructs the N = 2 superconformal vertex algebras vc(N2) in 

the same way as in Example 5.9b. A more explicit example is the following. 

EXAMPLE 5.9c. Let Z(3) be the lattice ofrank 1 with the bilinear form (min) = 

3mn. Then the simple lattice vertex algebra Vzcs) is isomorphic to the N = 2 

superconformal vertex algebra V1 (N2). Indeed, the fields a±(z) = ~r ±(z), 

J(z) = ½l(z), L(z) = ½ : l(z)2 : strongly generate the vertex algebra Vzcs) and 

obey the OPE of N2 with c = 1. This follows from the general OPE formulas 

(5.5.13), (5.5.14) and (5.5.18), and Proposition 5.5. 

EXAMPLE 5.9d. ( cf. [OS]) Let V be the vertex algebra generated by a pair 

of free charged bosonic fields a±(z) = LnEZ a!z-n-l and a pair of free charged 

(odd) fermionic fields 'lj;±(z) = LnE½+z 'l/J!z-n-1/ 2 such that: 

1 1 
a±(z)a=f(w) ~ ( )2 ,'lj;±(z)'lj;'f(w) ~ -- , 

z-w z-w 
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OPE for all other pairs of fields ~ 0. Then V is a (simple) vertex algebra with a 

family of N = 2 superconformal vectors 

the vector corresponding to the current J(z) being 

and the corresponding conformal vector being 

with central charge 3 + 6>.2 . 

Kazama and Suzuki [KS] have found necessary and sufficient condition for a 

coset model of a N = 1 superconformal vertex algebra vc(Osuper) to admit a N = 2 

superconformal vector. 

Another point of view at N = 1 superconformal vertex algebra Vis as follows. 

Introduce super-jfolds: 

(5.9.5) 

where t is an odd indeterminate, e = 0. Using that, by ( 4.9.9), 

(5.9.6) [G_1, Y(a,z)] = Y(G_1a,z), 
2 2 

we obtain 

(5.9.7) 
8 8 

[G _1, Y(a, z, l)] = (8e + loz)Y(a, z, l). 
2 

This leads us to a N = 1 vertex superalgebra V (generalizing that of a N = 1 su­

perconformal vertex algebra) defined by a vector 10) EV, odd operator G (= G_1) 
2 

8 

on V, and superfields Y(a, z, l) (a E V) such that the "odd translation covariance" 

axiom (5.9.7) holds, the usual locality axiom holds and the obvious modification of 

vacuum axioms hold: 

8 8 

(5.9.8) GI0) = 0, Y(I0), z, l) =Iv, Y(a,z,l)I0)lz=O,{=O = a. 
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Most of the formulas and results for vertex algebras remain valid for N = I ver-
s 

tex superalgebras if one replaces Y ( a, z) by Y ( a, z, ~), including ( 4.4.5-4.4. 7) and 

Borcherds OPE formula (and identity). For example, the OPE formula reads: 

It is also easy to see that N = I vertex superalgebra is precisely a vertex algebra 

with an odd operator G_½ such that G~½ = T and (5.9.6) holds. (Then superfields 

are defined by (5.9.5).) This latter definition generalizes to an arbitrary N = n. 

AN= n vertex superalgebra is a vertex algebra with n odd operators G(i) satisfying 

for all i,j = 1, ... ,n the following two conditions: 

(5.9.9) 

(5.9.10) 

[G(i), Y(a, z)] = Y(G(i)a, z), 

[G(i), cUl] = 2oiiT. 

The N = 2 superconformal vertex algebra is N 

G(l) = G~! + G=1, G(2) = i(G~! - G=1)• 
2 2 2 2 

2 vertex superalgebra with 

EXAMPLE 5.9e. Vk(Osuper) is a N = I vertex superalgebra (for all k) generated 

by the fields 

n n 

The operator G is induced by the derivation 80-08t ofosuper (since (80-08t)a(z, ~) 

= (8e +~az)a(z,~)). This operator coincides with G_½ given by Theorem 5.9 for 

k ¥ -hv. 

For a N = n vertex superalgebra the superfields are constructed in the same 

way as for N = I (where the ~i are anticommuting indeterminates): 

s 
Y(a,z,6, .. - ,~n) = 

Then (5.9. 7) holds for each ~i ( = the "odd translation covariance" axiom) and the 

usual locality axiom and the obvious modification of the vacuum axioms (5.9.8) 

hold as well. It is easy to see that these axioms give an equivalent definition of 

a N = n vertex superalgebra. Example 5.9e generalizes to an arbitrary n in an 

obvious way. 



5.10. ON CLASSIFICATION OF CONFORMAL SUPERALGEBRAS 185 

REMARK 5.9. Condition (5.9.10) puts quite stringent constraints on the num­

ber of generating fields. For example, let g be a superconformal Lie algebra spanned 

by the coefficients of a finitely generated <C[8]-module with a basis consisting of pair­

wise local formal distributions a°'(z). Suppose that a.B(z)co)a'Y(z) = L(z) + 8<p(z) 

for some indices /3, 'Y and some formal distribution <p(z) (cf. (5.9.10)). Then one has: 

(5.9.11) #(even a°')= #(odd a°'). 

To prove this relation, consider the <C[8]-module A spanned by the a°'(z). Then 

A:= A/8A is a Lie superalgebra with respect to the 0-th product and A is a left 

module over A defined by this product (see Section 2.3) such that: 

(5.9.12) L • a°' = 8a°' . 

But L = af0 )a'Y in A, hence its supertrace str L must be zero. On the other hand, 

str L = (#(even a°') - #(odd a°')) 8 by (5.9.12). A special case of (5.9.11) was 

obtained in [RS] as a result of a lengthy calculation. 

5.10. On classification of conformal superalgebras 

As we have seen in the previous section, the superconformal Lie algebras give 

rise to some of the most important vertex algebras. On the other hand, according to 

Section 2. 7, the classification of finite formal distribution Lie superalgebras reduces 

to the classification of finite conformal superalgebras. Here we shall discuss briefly 

the latter problem. 

First, we recall the two examples that arose in the previous sections (disregard­

ing the central terms). 

The simplest is the Neveu-Schwarz (or N = 1) conformal superalgebra R = 
<C[8]L + <C[8]G, where the generator L is even, the generator G is odd, and all 

non-trivial n-th products between them are as follows: 

(5.10.la) 

(5.10.lb) 

Lco)L = 8L, L(l)L = 2L, 

1 3 
Lco)G = 8G, Gco)L = 2aG, L(l)G = Gci)L = 2G, Gco)G = 2L. 

Formula (5.10.la) shows that the even subalgebra <C[8]L is nothing else but the 

Virasoro conformal algebra. The central extension of the Neveu-Schwarz conformal 



186 5. EXAMPLES OF VERTEX ALGEBRAS AND THEIR APPLICATIONS 

superalgebra (cf. (5.10.3)) is given by 

2 
(5.10.2) a2(G, G) = 3c, 

Here and further we are writing only non-zero values of the cocycle on generators. 

It is easy to snow that any 2-cocycle is equivalent to (5.10.2). 

The following definition (which is a counterpart of Definition 2.6a, see also Sec­

tion 4.10) facilitates the description and classification of conformal superalgebras. 

DEFINITION 5.10. Let R be a conformal superalgebra and let L be an even 

element of R. An element a E R is called an eigenvector with respect to L of 

conformal weight ~ E C if 

(5.10.3) 

An eigenvector a with respect to L is called primary if L(m)a = 0 form > 1. The 

conformal superalgebra R is called graded by L if it has a basis over <C consisting 

of eigenvectors with respect to L. 

Note that, by (C2), we have for a primary eigenvector a of conformal weight~ 

with respect to L: 

(5.10.4) 

Note also the following simple properties of the conformal weight (cf. Corol­

lary 2.6). 

LEMMA 5.10. If elements a and a' are eigenvectors with respect to L of con­

formal weight ~ and ~,, then: 

(a) aa is an eigenvector of conformal weight ~ + 1, 

(b) a(n)a' is an eigenvector of conformal weight~+~, - n - 1. 

PROOF. (a) follows from (Cl) and (2.7.3). (b) follows from (C3) form = 0 

and m = 1, n E Z+ and a= L, b = a, c = a', and from (Cl) . □ 

The second example is the N = 2 conformal superalgebra R = !lo EB R1 where 

both R0 and R1 are free <C[a]-modules of rank 2: 

!lo = <C[a]L EB C[a]J, Rr = <C[a]G+ EB <C[a]G- . 
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The element L is a Virasoro element (i.e.(2.7.18)) holds), elements Janda± are 

primary eigenvectors with respect to L of conformal weight 1 and 3/2, and all the 

remaining non-trivial products (up to changing the order) are as follows: 

(5.10.5) 

The N = 2 conformal superalgebra has a unique (up to equivalence) 2-cocycle 

given by 

(5.10.6) 

The next most important example is the following N = 4 conformal superalge­

bra. It is convenient to use for its description the basis of sl2 (C) consisting of Pauli 

matrices as = (a~b)a,bE{l,2}, s = 1, 2, 3: 

1 _ ( 0 1 ) 2 _ ( 0 -i ) 3 _ ( 1 0 ) a- ,a- ,a- . 
1 0 i O O -1 

The even part of the N = 4 conformal superalgebra is Ro = C[8]LEB ( EB!=i C[8]Js), 

where L is a Virasoro element, the Js are primary eigenvectors with respect to L 

of conformal weight 1 and EB!=l C[8]J8 is the current conformal algebra associated 

to sl2 (C) with the basis Js = ½as. The odd part too is a free C[8]-module of rank 

4: Rr = qaJG1 + C[8]G2 + C[8]G1 + C[8]G2 ' all four elements G1' G2 ' G1 ' and 

(}2 being primary eigenvectors with respect to L of conformal weight 3/2. The 

remaining (up to the order) non-trivial n-th products are as follows: 

(5.10.7a) J S aa _ l "'"' s Gb 
(0) - 2 ~aab , 

b 

(5.10.7b) 
s s 

The unique, up to equivalence, 2-cocycle is given by 

(5.10.8) 

Now we can state the main theorem of this section. 

THEOREM 5.10. Let R be a graded by an element L simple finite conformal 

superalgebra. Suppose that in addition the following conditions hold: 

(i) L is a Virasoro element, 
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(ii) eigenvectors of conformal weight 1 along with L generate the C[8]-module 

!lo, 
(iii) eigenvectors of conformal weight 3/2 generate the C[8]-module RI. 

Then R is isomorphic to one of the following four conformal superalgebras: Vira­

soro, Neveu-Schwarz, N = 2, and N = 4. 

PROOF. Let g C Ila (resp. V C RI) denote the subspace over C of all pri­

mary eigenvectors of conformal weight 1 (resp. 3/2). Then, due to (ii), (iii), and 

Corollary 2.7, we have: 

Due to Lemma 5.10, g is a Lie algebra with respect to 0-th product and we have a 

representation 1r of g on V defined by 

1r(g)v = g(o)V, g E g, v E V. 

The remaining non-trivial products, due to Lemma 5.10, have the following form 

(u,vEV): 

u(o)V 2(u,v)L+8cp(u®v), 

U(l)V 'ljJ(u ® v), 

where ( u, v) is a symmetric C-valued bilinear form on V, invariant with respect 

to the representation 1r of g on V, and cp and 'ljJ are homomorphisms of g-modules 

V ® V ➔ adg. 

Due to (C3) we have for u,v EV: 

It follows that 

(5.10.9) 

Note that the bilinear form (, ) on V is non-degenerate (otherwise qa] ®c 

(g + Ker(, ) ) is an ideal of R) and that the representation 1r of g on V is faithful 

(its kernel is an ideal of R). 

In the case R1 = 0, the conformal algebra R = R0 is the Virasoro conformal 

algebra since qa] ®cg is an ideal of R in this case. 
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Let now R1 =/:- 0 and consider the R/8R-module R given by 0-th product. 

Then, due to the non-degeneracy of the bilinear form (., .) on V, we may apply the 

argument of Remark 5.10 to get 

(5.10.10) dim9 = dim V - 1. 

Let u EV be such that (u,u) = 1, and let u.l be the orthogonal complement to Cu 

in V. Then in the basis L, 9, u, u.l of R the matrix of the element u (viewed as an 

element of R/8R acting on R by 0-th product) looks as follows: 

u= 

0 0 

0 0 

8/2 'Y 

0 V 

2 0 

a.a >.8 

0 0 

0 0 

where >. and v are dim9 x dim9 matrices over C. Since R is a R/8R-module, 

we deduce that the square of this matrix is 81, where I is the identity matrix 

(cf.Remark 5.10). It follows that a = 0, 'Y = 0, >.v = lctimg· In particular, the 

matrix v is invertible, which implies that 

(5.10.11) dim7r(9)u = dim9. 

Let G be the connected simply connected Lie group with the Lie algebra 9. Due 

to (5.10.10) and (5.10.11) the group G acts transitively on the quadric (u, u) = 1 
with a discrete stabilizer. If dim V = 1 (resp. = 2), then, by (5.10.10), dim9 = 0 

(resp. = 1) and it is easy to see, using also (5.10.9), that R is isomorphic to the 

Neveu-Schwarz (resp. N = 2) conformal superalgebra. 

Let now N = dim V > 2. Then the quadric (u,u) = 1 in V, being homeomor­

phic to the direct product of the N - 1-dimensional sphere and IB_N-1 , is simply 

connected and hence is homeomorphic to G. But this is possible only for N = 4 

in which case 9::: sl2 (C). Since 71" is an orthogonal 4-dimensional representation of 

sl2 (C) which has a 3-dimensional orbit, the only possibility for 71" is the direct sum 

of two 2-dimensional irreducible representations. It is easy to conclude now that in 

this case R is the N = 4 conformal superalgebra. □ 
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REMARK 5 .10. One can prove by a similar method, using the classification 

of complex Lie groups acting transitively on quadrics, the following stronger re­

sult [K3]: Suppose that condition (iii) of Theorem 5.10 is replaced by a weaker 

condition: 

(iii1) eigenvectors of conformal weights 3/2 and 1/2 generate the C[a]-module R1. 

Then the complete list is obtained by adding to the list of Theorem 5.10 the well­

known N = 3 conformal superalgebra Ks, of rank 8 over C[a], the less known 

conformal superalgebra W2 of rank 12 over C[a] and the new conformal superalgebra 

CK6 of rank 32 over C[a] constructed in [CKl]; see below. (The algebras Ks and 

W2 admit a unique up to equivalence non-trivial central extension, and the algebra 

CK6 admits no non-trivial central extensions.) Under stronger assumptions, which 

exclude W2 and CK6 , a similar result was stated in [RS], but the proof there is 

not quite correct. 

M. Wakimoto and myself have shown that the only simple conformal superal­

gebra R with rank /lo= rank R1 = 1 is the Neveu-Schwarz algebra. Using methods 

of [DK] and results of [K4], I was able to give a complete classification of simple 

finite conformal superalgebras, proving thereby Conjecture 5.9 from the first edition 

of this book. The result is stated below. 

The list of all finite conformal superalgebras is much richer than that of finite 

conformal algebras. First, there are many more simple finite-dimensional Lie super­

algebras ( classified in [Kl]), and the associated conformal superalgebra is finite and 

simple. Second, there are many "superizations" of the Virasoro conformal algebra 

described below. They are associated to superconformal algebras constructed in 

[Kl], [KL2] and [CKl] (cf. [K3]). 

Let A(N) denote the Grassmann algebra over (C in N indeterminates fa, ... , lN. 

Let W(N) be the Lie superalgebra of all derivations of superalgebra A(N). It 

consists of all linear differential operators L.f:,1 Piai, where Pi E A(N) and ai 

stands for the partial derivative by li. 
The first series of examples is the series conformal superalgebras W N of rank 

(N + 1)2N: 

WN = C[a] 18lic (W(N) EB A(N)) 
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with the following products (a, b E W(N), f, g E A(N)): 

a(j)b = 6jo[a, b], a(o)f =a(!), a(j)f = -c5j1 (-l)p(a)p(f) fa if j 2: 1, 

fco)9 = -8(fg), fu)9 = -2c5iif g if j 2: 1. 

For an element D = °L~1 Pi ( 8, 0 ai + f ( 8, ~) E W N define divergence by the 

formula 
N 

divD = I)-1)P(P;)ai~ + 8f. 
i=l 

The second series of examples is 

SN= {DE WN / divD = O}. 

This is a conformal superalgebra of rank N2N, and it is simple iff N 2: 2. 

The third series of examples is KN- It is also a subalgebra of WN (of rank 2N), 

but it is more convenient to describe it as follows: 

with the following products (f,g E A(N)): 

( 1 ) 1 N 
f(o>9 = 2/fl -1 8fg + 2(-1) 111 ~(8d)(8ig), 

fu>9 = (~(If/+ /g/) - 2) c5iifg if j 2: 1. 

We assume here that f and g are homogeneous elements of degrees /fl and /g/ in 

the gradation defined by deg ~i = 1 for all i. 

These three series include all well-known examples. Thus, W 0 ::::::: Ko is the Vira­

soro conformal algebra, K 1 is the Neveu-Schwarz conformal superalgebra, K2 ::::::: W1 

and K 3 are the N = 2 and N = 3 conformal superalgebras respectively, S2 is the 

N = 4 conformal superalgebra. Nevertheless there is one exceptional example 

constructed in [CK2]. It is the subalgebra CK6 of rank 32 in the conformal super­

algebra K 6 spanned over C[8] by the following elements: 
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Now we can state the result [K4]: Any simple finite conformal superalgebra 

is isomorphic either to the current conformal superalgebra associated to a simple 

finite-dimensional Lie superalgebra {which are classified in [Kl]}, or to one of the 

following conformal superalgebras (NEZ+): WN, SN+2, KN, CK5. 
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